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Palavras Chave

Resumo

Sonda Espectral, Radio Definido por Software, FPGA, Processamento Digital de
Sinal em Tempo Real.

Os desenvolvimentos tecnolégicos nas comunicacdes sem fios, em particular a im-
plementacio das comunicacdes méveis da quinta geracdo e advento de pos-
teriores, juntamente com a rapida expansdo da Internet das Coisas impulsio-
nada pela ado¢3o da norma IEEE 802.11ax (conhecida comercialmente como WiFi
6 e WiFi 6E), est3o a conduzir a um aumento significativo do niimero de dispositi-
vos sem fios interligados. Até 2025, prevé-se que 55,7 mil milhdes de dispositivos
estejam ligados em todo o mundo, 75% dos quais estardo ligados a uma plata-
forma[loT| Este crescimento significativo tornard cada vez mais dificil lidar com o
ja escasso espetro eletromagnético, a medida que as bandas existentes se tornam
cada vez mais congestionadas. Neste contexto, as plataformas de sensorizacdo de
espetro tornaram-se ferramentas essenciais para a andlise, monitorizacdo e gestdo
do espetro.

Neste trabalho, é apresentada uma nova sonda espetral de radio distribuida de
tempo real. Tanto quanto é do conhecimento do autor, este é o primeiro tra-
balho em que é apresentada uma sonda espetral remotamente reconfiguravel e
baseada em Field Programmable Gate Array com uma interface multi-
Gigabit aberta, escaldvel e implementavel num cenéario espacialmente distribuido.
Foi configurada uma plataforma deterministica de alto desempenho, capaz de exe-
cutar algoritmos personalizados de processamento de sinais digitais em tempo real,
optimizados para a arquitetura da Unidade Central de Processamento . @)
sistema foi testado e validado num ambiente controlado utilizando equipamento de
laboratério de Radio-Frequéncia , bem como num cenério de detecdo espetral
multi-banda em ambientes interiores. A sonda desenvolvida apresenta um patamar
de ruido de pelo menos -89 dBm numa gama de frequéncias de 0,8 a 3,5 GHz e é
capaz de receber e processar sinaisque atingem uma taxa de até 7,86 Gbit/s.






Keywords

Abstract

Spectrum Sensing, Software-Defined Radio, FPGA, Real-Time Digital Signal Pro-
cessing.

Technological developments in wireless communications, particularly the deploy-

ment of [Fifth Generation (5G)| mobile communications and emergence of later
ones, alongside the rapid expansion of the Internet of Things driven by the
adoption of IEEE 802.11ax (commercially known as WiFi 6 and WiFi 6E), are lead-
ing to a significant increase in the number of connected wireless devices. By 2025,
55.7 billion devices are expected to be connected worldwide, 75% of which will be
connected to an platform. This significant growth will make addressing the

already scarce electromagnetic spectrum increasingly challenging as the existing
bands become increasingly crowded. In this context, spectrum sensing platforms
have become essential tools for spectrum analysis, monitoring, and management.
In this work, a novel distributed real-time radio spectral probe is presented. To the
best of the author’s knowledge, this is the first work in which a remotely reconfig-
urable and [Field Programmable Gate Array (FPGA) wideband spectral probe with
an open multi-Gigabit interface, scalable and deployable in a spatially distributed
scenario, is presented. A high-performance, deterministic platform was configured,

capable of running custom real-time digital signal processing algorithms optimized
for the [Central Processing Unit (CPU)| architecture. The system was tested and
validated in a controlled environment using|Radio Frequency (RF)|laboratory equip-

ment, as well as in an indoor multi-band spectral sensing scenario. The developed
probe features a noise floor of at least -89 dBm over a frequency range of 0.8 to
3.5 GHz and is capable of receiving and processing [RF|signals that reach a rate of
up to 7.86 Gbit/s.
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Chapter 1

Introduction

1.1 Scope

This work is inserted in the IMMINENCE project, which carries on the
work of the [Aveiro Tech City Living Lab (ATCLL)| project. The
project developed an advanced communications infrastructure, an urban
data management and innovation platform. A significant part of the infras-
tructure is composed of 44 lamp posts or wall boxes, called nodes, spread
throughout the city of Aveiro and connected by 16 km of fiber optics that
converge on a data center [1]. Each of these nodes is equipped with sensors
such as spectral probes, traffic radars, [Light Detection and Ranging (Li|
and video cameras. The spectral probes are connected to low-cost
commercial [Software-Defined Radio (SDR){ ADALM-PLUTO connected to
a Raspberry Pi computer to process and collect data [I]. Figure depicts
the [ATCLI] in the map of Aveiro, its fiber connections, and the different
nodes placed in strategic locations in the city.

While the ADALM PLUTO is a versatile tool, it was designed as a learn-
ing platform and has some limitations. Based on the AD9396 transceiver
with 12-bit [Analog-to-Digital Converter (ADC)E, it offers a tuning range of
325 MHz to 3800 MHz and a configurable receiver bandwidth of 200 kHz
to 20 MHz. These specifications, especially the bandwidth, are somewhat
limited; for example, it is insufficient to cover an entire [Fourth Generation]
|(4G)||Long Term Evolution (LTE)|band. In addition, the device’s reliance on
a [Universal Serial Bus (USB)| 2.0 interface imposes additional constraints,
particularly when it comes to efficient data streaming, with a maximum of
4 [Megasamples per second (Msps), hindering real-time data acquisition [2].

In this context, the aim of this project is to develop a spectrum sensing
platform with higher bandwidth, resolution, and real-time data transfer and
processing.
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Figure 1.2: Aveiro Tech City Living Lab map in Aveiro.

1.2 Motivation

Technological developments in wireless communications, particularly the
emergence of [Fifth Generation (5G)| mobile communications and beyond,
alongside the rapid expansion of the Internet of Things [Internet of Things|
driven by the adoption of IEEE 802.11ax (commercially known as




WiFi 6 and WiFi 6E), are leading to a significant increase in the number of
connected wireless devices. By 2025, 55.7 billion devices are expected to be
connected worldwide, 75% of which will be connected to an platform
[3]. This significant growth will make addressing the already scarce electro-
magnetic spectrum increasingly challenging as the existing bands become
increasingly crowded.

The emergence of new licensed mobile communications technologies nar-
rows the bandwidth available for unlicensed communications. This leads to
the congestion of unlicensed bands.

The congestion of the unlicensed 2.4 GHz|Industrial, Scientific, and Med-|
band is an example of this overload and can be noted by the tech-
nologies operating in it, namely: IEEE 802.11 (better known as WiFi), IEEE
802.15.4 (the basis of the physical and media access control layer for low-rate
wireless personal area and industrial networks such as ZigBee, ISA100.11a,
and WirelessHART), IEEE 802.15.1 (commercialized as Bluetooth) and its
evolution Bluetooth Low Energy [5]. In addition to these technologies, the
expansion of the LoRa communication protocol to the 2.4 GHz band was
announced in 2020 [6].

Spectrum monitoring is therefore fundamental to the evolution of wire-
less communications, especially in environments with a high density of con-
nected devices, such as cities and smart industries.

In addition to spectrum analysis, monitoring, and management, the fol-
lowing use cases also arise:

o Experimenting with various spectrum sensing algorithms with real
data [23].

o Capture datasets with different climatic conditions, such as temper-
ature, humidity, and weather, in order to study their impact on the
communication channel [7].

e Capture large datasets to feed emerging artificial intelligence tech-
niques [7].

1.3 Objectives

The main objective of this work is to implement a flexible real-time
spectral probe. To this end, a set of smaller milestones were defined. These
milestones are listed below:

1. Familiarization with the current spectral probe platform.
2. Requirements assessment and architecture delineation.

3. Familiarization with the devices and tools for developing and validat-
ing [Multiprocessor System on Chip (MPSoC)|and [SDR}based systems.
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4. Setup of a high-performance real-time central processing unit capable
of receiving and processing radio signals.

5. Familiarization with [RF]laboratory instrumentation and measurement
techniques.

6. Validation of the spectral probe by conducting a multi-band spectral
occupancy campaign.

7. Migration of the lab-based system to a field-ready version.

1.4 Publication

The work done in the scope of this dissertation resulted in the acceptance
of one paper focused on the implementation of a flexible real-time spectral
probe in a spectrum sensing scenario. The accepted paper is listed below:

An RoE-based Real-Time Radio Spectral Probe

G. B. L. C. Lourengo, F. A. Serddio, L. F. Almeida, H. S. Silva, and A.
S. R. Oliveira in IEEE Radio Wireless Week (RWW), 2024

This paper presents a novel, [RoE| based, real-time, flexible radio spec-
tral probe designed to address the growing demands for diverse wireless
communication systems. The proposed system architecture encompasses
a remotely reconfigurable design with a platform, integrating [Field|
IProgrammable Gate Array (FPGA)| radio frequency front-end, and
an open fronthaul. A simultaneous multi-band spectrum occupancy mea-
surement campaign in an indoor environment using the proposed spectral
probe is conducted. To the best of the author’s knowledge, this is the first
work in which a real-time, open, and remotely reconfigurable FPGA}based
spectral probe is presented.

1.5 Document Structure
The remainder of this document is organized as follows:

e Chapter Spectral Probes - An overview of spectrum sensing
techniques, the architecture of [RF|[SDR] receivers and some key con-
cepts and figures of merit of [RF] receivers are presented.

e Chapter System Architecture and Development Platform
- A high-level architecture of the system is presented, followed by a
breakdown of the various subsystems, and ending with a lower-level
architectural representation.



¢ Chapter Implementation - The details of the implementation
and integration of the various subsystems that make up the entire
spectral probe are detailed.

e Chapter |5, Tests and Results - The testing procedures utilized to
validate the system are presented, and the results are analyzed and
discussed.

« Chapter [6, Conclusion - Concluding remarks are made on the work
carried out, followed by a summary of potential future work.

In addition to the chapters described, the following appendices comple-
ment the work conducted with some detailed technical elements.

o Appendix [A], Real-Time Kernel Tunning and Low Jitter
Computing Techniques - A real-time low-jitter computing platform
is configured for benchmarking high-performance applications.

o Appendix High-Performance DSP Software Module - A
software implementation of a high-performance single precision
filter of arbitrary order using [AVX}F512 [SIMD] operations, and other
non-optimized [DSP|functions are presented.

e Appendix Numerical Approximation and Optimized Im-
plementation for Signal Power Calculation - A numerical ap-
proach for calculating signal power is described, its associated error is
studied, and a software implementation is detailed, optimized, tested,
and validated.

+ Appendix D], System Implementation for On-Site Deploy-
ment - A walkthrough of the design migration process to a different,
field-ready board.



Chapter 2

Spectral Probes

2.1 Introduction

For a better understanding of the design and implementation of an [SDR}
based spectral sensing platform, this chapter presents an overview of some
key concepts and techniques. First, the ideal architecture of an [SDR]receiver
will be discussed and compared to the most common implementable archi-
tecture. Next, some of the spectrum sensing campaigns carried out over the
last few decades will be presented, and the main techniques used will be
mentioned, as well as the setups used, exploring the hardware architectures
and the associated tradeoffs. Finally, a set of concepts and figures of merit is
presented that will later serve to characterize the performance of the system
implemented in this work.

2.2 Software Defined-Radio Receivers

An [SDR]is a radio communication system that employs reconfigurable
software-based components for processing and conversion of digital signals.
While the idealized [SDR] receiver, shown in Figure serves as a con-
ceptual foundation, practical implementations diverge due to a plethora of
limitations such as limited [ADC| bandwidth, dynamic range, and resolution.
There are several architectures for [RF] receivers, each with its own set of
advantages and disadvantages. In this context, an advantage corresponds
to a feature that resembles the ideal device, while a disadvantage represents
a feature that detracts from it. This work specifically focuses on discussing
the most common architecture in the context of [SDR] receivers, namely the
IDirect-Conversion Receiver (DCR)|




Port

ADC DSP

Figure 2.1: Ideal [SDR] receiver block diagram.

2.2.1 Direct-Conversion Receivers

The also referred to as Zero{Intermediate Frequency (IF)| or Ho-
modyne Receiver, is a radio receiver architecture that directly converts [RF]
signals to baseband. Instead of using an intermediate frequency, as in tra-
ditional superheterodyne architecture, the [DCR] tunes a [Local Oscillator]
to the same frequency as the desired signal, resulting in a zero
intermediate frequency.

Modern Direct-Conversion Receivers [DCR] implement two separate
[Phase and Quadrature (1Q)| channels, as can be seen in Figure A dual
channel scheme is essential for demodulating modern modulation schemes
like |Quadrature Amplitude Modulation (QAM)| which encode data in both
signal amplitude and phase.

Mixer LPF/
: : X
>< () ADC —
X
7
Port _@ 1O
DSP
—4@5}—:§§ ADC —
O

Mixer 7

Figure 2.2: [DCR] receiver block diagram with two [[Q] channels and without
the [RE] front-end.

The shift towards the [DCR] architecture has been largely driven by



the advent of [SDR] [SDRk seek flexibility, efficiency, and adaptability, and
the [DCR] design aligns well with these objectives. By eliminating the need
for an intermediate frequency,[DCRk simplify the receiver design, reduce cost
and power consumption, and are especially suited for on-chip integration, fa-
voring miniaturization and multifunctionality in modern radio applications
[8].

2.3 Spectrum Sensing

In the last two decades, several measurements of spectral occupancy in
urban environments around the globe have been made [11), 12} [13] 14} [15]
16l [17]. The results suggest that the current spectrum utilization could be
more efficient, especially in the licensed bands, due to the static approach
used for spectrum allocation. Thus, to increase the efficiency of spectrum
usage, the concepts of |Cognitive Radio (CR)|and [Dynamic Spectrum Access|
[(DSA)| arose [18, 19].

In the literature, [CR]is envisioned as an intelligent wireless communi-
cation system that can sense, learn, and adapt to the surrounding spectrum
environment. The mentioned technology uses advanced algorithms and ma-
chine learning techniques to monitor the [RF] spectrum, identifying unused
portions (spectrum holes or white spaces) and dynamically adjusting its
transmission parameters [18]. In turn, the main objective of is to en-
able unlicensed [Secondary User (SU)L to access licensed frequency bands
when they are not being actively used by [19]. Essential enabling
techniques, such as spectrum sensing and geolocation databases are crucial
in achieving this goal.

2.3.1 Spectrum Sensing Techniques

For a [DSA}capable device to detect the aforementioned white spaces or
if the licensed bands are not being used by a[PU]it needs spectrum sensing
capabilities.

In this context several techniques arise namely: [Energy Detection (ED)|
Matched Filter, Cyclostationary Feature Detection, and Eigenvalue-based
Detection [10]. In the literature, studies demonstrate that when
|To-Noise Ratio (SNR)| levels are at 40 dB or higher, all techniques yield
100% accuracy. However, when considering a simplified channel model with
the addition of white Gaussian noise, performance decreases. For lower
[SNR] values, it can be concluded that [ED| yields the highest probability of
detection [9]. In addition, it is also the easiest and fastest performance
technique [I0]. Despite these attractive properties, the predominant factor
for its use in spectrum occupancy campaigns [11], 12} 12}, 13 [14), 15} 16, [17]
is the fact that the receiver does not require any information about the
transmitted signal [9, 10]. The method compares the received energy




in a particular frequency band to a usually empirically defined threshold
to determine if the band is being used [23]. For reasons of simplicity of
implementation and lack of information about the captured signals, this
will be the preferred technique in this work.

2.3.2 Spectrum Sensing Hardware

Concerning spectrum occupancy, measurement campaigns presented in
several studies [IT), [12), [13], 14} 15, 16, 17] are conducted using two main
types of equipment, namely the [Spectrum Analyzer (SA)| [11} 12} [13] 14],
and [Universal Software Radio Peripheral (USRP)| [15, [16, [17].

In essence, a[SA]is a device designed to measure the amplitude of input
signals as a function of frequency. Most [SAk are superheterodyne receivers,
functioning essentially as highly sensitive and selective radio receivers. The
typical architecture of an [SA]includes a tunable [RE| front end, mixers that
convert signals to an intermediate frequency for easier processing, followed
by filters and digitizers [43]. This working principle is employed to achieve
exceptional performance in instrumentation applications, but it comes with
drawbacks. These include a very high cost, larger form factor compared to
[SDR] reduced flexibility in system integration, and susceptibility given their
design tailored for laboratory settings.

[USRP] is a range of [SDRk designed and sold by Ettus Research and
its parent company, National Instruments. These devices are tailored to
facilitate SDR] implementations, offering notable flexibility compared to tra-
ditional spectrum analyzers. They consist of [RF| front ends and an interface
to a host computer, allowing most of the signal processing to be executed
in software. While [USRPp provide increased adaptability over dedicated
spectrum analyzers, their hardware abstraction mechanism paradoxically
limits certain flexibilities. Additionally, when matched against a system
built directly on an [FPGA] and an [SDR] transceiver with similar specifica-
tions, the [USRP| might present a higher cost due to the added layers of
abstraction and integration.

Table contains a summary of the advantages and disadvantages of
the three typologies discussed.

2.4 RF Receiver Performance Characteristics

The technological advancement of wireless communication systems has
led to their operation with ever-lower power signals in order to save energy or
reduce interference. The power of these signals can in some cases be on the
order of nW or pW, which is barely above noise level. The performance of the
receiver is thus critical for a communication system to be able to operate with
such low power. The aim of this section is to provide a basic introduction
to the key concepts and figures of merit that are essential for characterizing
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Criteria + Transceiver
Accuracy Cost-dependent Cost-dependent | High
Cost Low to Moderate | Moderate to High | High
Flexibility High Moderate Low
Form Factor | Low to Moderate | Low to Moderate | High
Developm‘ent High Medium Low
Complexity

Table 2.1: Comparison of spectral probes based on [FPGA]with transceiver,

[USRP} and BA]

the performance of a spectral probe receiver. The key concepts and metrics

that will be used to characterize an [RF] receiver in this work are:

¢ Noise Floor

The noise floor is the signal resulting from the summation of all un-
wanted signals in a measurement system. The noise floor consists of
noise from a number of sources, including thermal noise, atmospheric
noise, and noise from the components used to build the measurement
system [57]. Despite the existence of many different variations of noise
sources, it is not necessary to delve into their physical properties to
describe their ultimate impact on system performance. A simplified
noise model consisting of a single theoretical noise generator can be
used [58]. Whilst there are multiple sources of noise that can be com-
bined into a unified source, thermal noise establishes a baseline for
the lowest level that a receiver can measure. Thermal noise arises
from vibrations of conduction electrons and holes due to their finite
temperature. Some of the vibrations have spectral content within the
frequency band of interest and contribute noise to the signals. The
noise spectrum produced by thermal noise is uniform over RF and
microwave frequencies [59]. The power delivered by a thermal source
into an impedance-matched load in Watt is given by:

P=kTB (W) (2.1)
where k is the Boltzmann’s constant (1.38x10723 J/K), T is the ab-
solute temperature in Kelvin, and B is the bandwidth in Hertz. In the
literature, a reference temperature is defined as T,.;y = 290 K (16.85
2C). The equation shows the linear relationship between thermal
noise power, temperature, and bandwidth. If the temperature is in-
creased significantly, for example by 20 K, the noise power value rises
from -93.975 dBm to -93.685 dBm, which in some applications makes

the temperature variation negligible, as is the case in this work. To
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represent very small and very large power values in a compact and
easy-to-interpret format, the dBm unit is widely used in the telecom-
munications industry. The equation for the calculation of the noise
floor in dBm is:

Noise Floor = 10log,o(kT'B) + 30+ N F (dBm) (2.2)

where the term NF is the noise factor in dB and is the next concept de-
tailed. Considering an ideal receptor, with NF = 0 dB at the reference
temperature equation [2.2] simplifies to:

Noise Floor = —174 + 101og,,(B) (dBm) (2.3)

Equation yields that at the reference temperature, considering a
bandwidth of 1 Hz the noise floor is -174 dBm. The mentioned equa-
tion also reveals an important relationship: increasing the bandwidth
by one decade results in a tenfold increase in the noise floor. This con-
sideration is critical because, ideally, a spectral probe receiver would
have as much bandwidth as desired, but this additional bandwidth
comes at the expense of performance, resulting in a trade-off. For
example, considering a bandwidth of 100 MHz, the maximum value
achievable in this work, the noise floor rises to -94 dBm, assuming
an ideal receiver. This value is of the same order of magnitude as
those used in certain telecommunications technologies which, in order
to operate at such low powers, naturally use reduced bandwidths.

Noise Factor/Noise Figure

The noise factor is a figure of merit used to indicate the degradation of
the [SNR] introduced by devices in a signal chain. This figure of merit
can be used to evaluate the performance of an amplifier or a complete
radio receiver. Mathematically, it is defined as:

SNR;
F =
SNR,

where SNR; and SNR, are the input and output respectively.
This formula assumes that the characterized component or system is
at the reference temperature 7,.;. The noise factor is a unitless ratio.
The [Noise Figure (NF)|is the logarithm of the noise factor:

(2.4)

Ideally, a device such as an amplifier would not change the [SNR], only
amplify the input signal by its gain. In practice, the amplifier will
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add its own noise to the signal, making the output [SNR] always lower
than the input [SNRl The therefore becomes a crucial aspect in
the design of a signal chain for very low-power applications, where the
signal level is already slightly above the noise floor. In this scenario,
each component’s contribution must be low enough to minimize the
degradation of the To analyze the impact of each component in
a multi-stage cascade system, a formula introduced by H. T. Friis is
used. For a two-stage system, the formula is as follows:

(Fag — 1)

& (2.6)

FReceiver = FAl +

where F41 is the noise factor of the first amplification stage with a gain
of G1 and F4s is the noise factor of the second amplification stage with
a gain of G as shown in Figure [2.3]

SNR, =S, /N,

Figure 2.3: Cascaded amplifiers block diagram - adapted from [56].

The formula reveals that the contribution of the first stage is dom-
inant for the resulting noise factor, assuming that its gain (7 is high,
typically higher than 20 dB.

With this in mind, the first stage in an [RF] receive chain should be
an amplifier with the lowest possible noise factor/figure and high gain.
This component is typically referred to as|Low-Noise Amplifier (LNA )|
The formula is rewritten as follows:

(FRem - 1)
GrLna

where Frep, is the [NF] of the remainder of the [RF] chain.

FReceiver = FLNA + (27)

Minimum Discernible Signal

The|Minimum Discernible Signal (MDS)|is the lowest signal detectable
by a receiver above the noise floor. However, to actually detect the
signal it is required that the power level should be greater than the
noise floor by an amount that varies with the application. In some
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literature, is also referred to as sensitivity [59], and it is defined
as:

MDSgBm = Noise Floorggm + SNRumin (2.8)

where the Noise Floorgpy, is calculated using equation and SNRin
is the minimum acceptable signal-to-noise ratio, in dB, for the receiver
to effectively detect and process the signal. For example, the mini-
mum SNR recommended by Cisco for a [Wireless Local-Area Network]
802.11b/g access point is 20 dB, and 25 dB if a wireless voice
telephony system is desired [22].

e Dynamic Range

The dynamic range of a radio receiver is essentially the range of sig-
nal power levels over which it can operate. Ideally, a receiver would
be characterized by constant linearity and exhibit an infinite dynamic
range, enabling it to efficiently process input signals across a vast spec-
trum of power levels. However, reality dictates a different scenario.
Systems, in their operational linear mode, are confined within a finite
range. They are intrinsically constrained, with limitations manifest-
ing at lower and upper thresholds (Figure , each characterized by
distinct, inherent phenomena. At higher power levels, amplifiers start
to reach so-called compression points, causing a flattening of the out-
put signal or mixers form intermodulation distortion where multiple
frequencies mix and create unwanted signals. At the other end, when
the received signal power is comparable to or below the noise floor,
distinguishing the intended signal from the noise floor becomes unfea-
sible.

As previously mentioned at the beginning of this section, the discussed
metrics will be used to characterize the receiver later in Subsection [5.3.2]
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from [55].
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Chapter 3

System Architecture and
Development Platform

3.1 Introduction

In this chapter, the [SDR}based spectral probe is described. In Fig-
ure the high-level block diagram of the spectral probe architecture is
presented. This architecture allows exploring different trade-offs between
centralized and distributed processing using both software and hardware-
accelerated techniques.

First, the individual blocks that comprise the system are introduced and
explained to clarify their role in the overall design. Then, a holistic view of
the entire system is presented.

3.2 General Architecture

The overall architecture was designed to include multiple spatially dis-
tributed probes that can sense, process, and send [RF] signals to the central
processing unit. Figure |3.1| outlines the proposed scenario.

—— SDR Platform RF Front End]j/
Central Optical Link °
. ™
Processing ° j/

4—>‘meu, SDR PlatformHRF Front End]

Optical Link

Figure 3.1: High-level block diagram of distributed scenario.
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The following sections contain detailed explanations of the structure,
function, and operation of the four main blocks that make up the system.

3.3 SDR Platform

In the following subsections, a detailed exploration of the [RF|transceiver
and [FPGA| components is undertaken, highlighting their crucial roles in the
proposed spectral probe architecture.

3.3.1 RF Transceiver

As previously discussed in subsection the fundamental component
in the architecture of a spectral probe is the [RF] receiver, crucial for the
accurate capture of radio frequency signals.

The radio front end adopted in this work consists of a single AD9371
flexible broadband transceiver that had been acquired prior to the com-
mencement of this project. The mentioned hardware operates from 300 MHz
to 6000 MHz and covers most of the cellular bands, with up to 100 MHz
and 250 MHz for the receiver and transmitter instantaneous bandwidths,
respectively. The transceiver also provides a dynamically re-configurable
receiver gain of up to 30 dB [24]. The receiver is based on the previously
explained [DCR] architecture. The [ADCk included in the receiver follow the
A — ¥ topology, featuring a maximum sampling frequency of 122.88
and have a resolution of 14 bits, which is a suitable value for a spectral
probe designed to measure signals in the framework of modern communica-
tion technologies. This type of [ADC]is known to offer a good compromise
between resolution and sampling rate.

The AD9371’s maximum instantaneous receiver bandwidth is sufficient
to capture entire(Time Division Duplex (TDD)|bands, or either the uplink or
downlink bands in the case of[FDD] assigned to modern cellular technologies.
In the specific case of the [TDD] band n78 defined by the FG][New Radio]
standard, which ranges from 3400 MHz to 3800 MHz in Portugal,
the AD9371’s bandwidth cannot cover the entire band in a single capture.
However, this part of the spectrum is divided into spectrum slices among
different telecom operators, with each slice extending up to a maximum of
100 MHz contiguously [20][21]. Considering these factors, it can be argued
that the AD9371 is a suitable choice for developing a spectral probe capable
of determining the spectral occupation of modern wireless communication
systems up to 6000 MHz.

The demands for real-time data processing in spectral probing are met
by the low latency characteristics of the AD9371. The transceiver’s design
ensures that data is acquired and made available, through its high-speed
serial interface for analysis with minimal delay which is critical given the
system requirements.
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3.3.2 FPGA

Receiving, processing, and sending the radio samples captured by the
receiver requires a high-performance platform. The inherent flexibility and
parallelism of [FPGAk make them the best choice for this task. Recent ad-
vancements place [FPGAE at the forefront of decentralizing computational
tasks and enabling real-time processing closer to data sources. Such dynam-
ics create a challenging design scenario for engineers to determine which com-
putations are best suited for edge processing and which should be moved
to a centralized processing unit. This dynamic has added a new layer of
complexity and strategy to digital design, emphasizing the balance between
localized and centralized computing power.

3.4 Fronthaul

As mentioned in subsection [3.3.1] the high throughput that can reach
Gbit/s generated or consumed by the AD9371 transceiver must be efficiently
transported to or from the |[BaseBand Unit (BBU)| via a point-to-point opti-
cal link. In this context, the IEEE 1904.3 [RoE|standard emerged. This open
and free standard specifies an encapsulation format and transport protocol
for the transport of time-sensitive radio streams over Ethernet-based net-
works [26]. In the context of [RoE] [Evolved Common Public Radio Interface]
provides a streamlined protocol that enables efficient transporta-
tion of radio signals over Ethernet networks. The is a key protocol
in the [RoEl framework. [eCPRI| was introduced as an evolution of the earlier
|[Common Public Radio Interface (CPRI)| protocol, with the primary goal
of meeting the growing demands of 5G| and future mobile networks. The
transition from [CPRI| to [fCPRI] represents a paradigm shift from a more
rigid, fixed-bandwidth interface to a flexible, scalable, and more efficient
interface [46].

3.4.1 Radio over Ethernet

An packet in an Ethernet frame primarily consists of an
header and its payload. Notably, the payload contains the
|Control Identifier (PC ID)| |[Sequence Identifier (SEQ ID), and the eCPRI

Data as depicted in Figure (3.2

The [PCID] acts as a unique identifier, distinguishing multiple protocol
entities on an Ethernet network. It ensures that data is correctly directed to
specific radio equipment. Essentially, it provides precise coordination among
multiple layers of radio equipment and functions. The [SEQ ID|field serves as
a sequence number for the messages, ensuring data integrity and continuity.
By tracking the sequence of incoming packets, systems can quickly identify if
any packets are missing or out of order, crucial for maintaining a consistent
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data flow in radio communications. The most significant portion, the
payload, carries the actual data, which can range from [ samples to control
information.

6 bytes 6 bytes 2 bytes 8120 bytes
Destination| Source | Ether
MAGC MAG Type Ethernet Payload
“eCPRI
4 bytes [ Common ch::::ld
Header_ y
................... 8116 bytes
PCID |SEQID eCPRI Data
2 bytes 2 bytes 8112 bytes

Figure 3.2: packet structure.

3.5 Centralized Processing

In contrast to the hardware-accelerated nature of the [FPGAE, the flexi-
bility of the software allows rapid development of flexible applications. This
component is particularly useful in scenarios where timing constraints are
not as strict.

In the proposed architecture, the high throughput generated by the [SDR]
platform is sent to a server, where the data is processed. The server unit is
based on a Dell PowerEdge R650xs rack server equipped with an Intel Xeon
Gold 6336Y |Central Processing Unit (CPU)| configured to run 16 physical
cores at 3.1 GHz with 128 GB of [Double Data Rate 4 (DDR4)|[Synchronous|
IDynamic Random-Access Memory (SDRAM)|

The chosen [CPUJis an advanced processor tailored for high-performance
tasks and server environments. One of its notable features is its support for
[Single Instruction Multiple Data (SIMD)|(Single Instruction, Multiple Data)
instructions, specifically the [Advanced Vector Extensions (AVX)} [AVX]512
can significantly increase computing power by allowing the processor to per-
form parallel operations on large data sets, making it invaluable for appli-
cations that require intensive data processing, such as [DSP] tasks.

To handle high-throughput communication with the Remote Radio Head)|
m the server features a Broadcom BCM57410 dual-port GbE 10
[Form-factor Pluggable (SFP)H network adapters with support for Jumbo
frames (up to 9600 Bytes) [32].
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It should be noted that all the hardware comprising the Centralized
Processing unit was purchased before the start of this work.

3.6 Analog RF Front-End and Antenna

The versatility of the testbed is highlighted by the adaptability of the
front end, which is capable of receiving and/or transmitting signals. The
front end can be adapted to suit a wide range of scenarios by adjusting key
characteristics, including antenna, filtering, and amplification chains.

As discussed in Section [CNAE are essential to boost the performance
of software-defined radio[SDR]receiver systems. [SDR are typically designed
to wideband and therefore the is not optimized for any one particular
frequency. With an [CNA] and appropriate filtering, performance can be
improved to a particular range of frequencies.

The antenna is an essential component in a spectral probe, responsible
for capturing electromagnetic waves from the surroundings. For a spectral
probe, it’s imperative to select or design an antenna that has a wide fre-
quency response and is sensitive across the intended spectrum of interest.
The antenna’s radiation pattern, gain, and efficiency can significantly affect
the system’s ability to detect and measure signals. In addition, depending
on the probe application, the antenna may need to be directional, focusing
on signals coming from a specific direction, or omnidirectional, capturing
signals from all directions.

Figure [3.3] contains the block diagram illustrating the integration of the
analog [RF] front-end and antenna into the [RF| platform.

Ultra-wideband
antenna

AD9371

Figure 3.3: Block diagram of analog [RF] front-end and antenna.
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3.7 Final Architecture

After detailing the various blocks that make up the system, Figure
illustrates the final architecture. The details of the implementation and
integration of the subsystems will be presented in the next chapter.

ADC
@ 10G/25G {D“L t
SFP+ | Optical Link | SFP+ IP Core : Front-End

DAC
Server —>

- >/

FPGA

Figure 3.4: Final system architecture block diagram.
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Chapter 4

Implementation

4.1 Introduction

This chapter follows the architecture described in the previous chapter
and details the implementation and integration of the various subsystems
that make up the entire spectral probe. It covers the [FPGAlbased [SDR]
platform, including distinct design implementations. Key topics include
embedded Linux, network raw sockets, and Centralized Processing. The
chapter concludes with insights into the critical role of the analog [RE}Hront
end in achieving an optimal noise floor.

4.2 SDR Platform

The implementation of the [FPGA}based [SDR] platform started from
AMD’s @ and Analog Devices’ AD9371 example designs. The implemen-
tations of both designs were initially done in parallel and independently.

The first AD9371 design was implemented in a bare metal system, that is,
without an operating system. The sample design requires an external 30.72
MHz reference clock to derive its 122.88 MHz operating clock. In its default
configuration, the AD9371 outputs 14-bit resolution samples at 122.88
providing an instantaneous receiver bandwidth of 100 MHz. Each
component is encoded as a 16-bit value, with a pair of |[[Q]samples totaling 32
bits sampled at 122.88 MSPS. This results in a data rate of approximately
3.93 Gbit/sec. It is important to note that this value depends on the profile
of the AD9371, which is chosen according to the desired bandwidth of the
receiver.

The implementation of the [RoE|[Intellectual Property (IP)| Core, a so-
lution developed for the Zynq UltraScale+ that utilizes both hard-
ware and software to provide an efficient yet flexible platform, was also
implemented in a bare-metal design, running at 156.25 MHz. Note that
the implementation of this [[P] core implies the inclusion of the Ethernet
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subsystem [[P] core, which operates at the same frequency.

The [RoE|[[P] Core was configured to transport packets with the max-
imum allowed payload of 8112 bytes, which translates to 2028 [[Q]
pairs (32-bit each pair). This payload size minimizes packet overhead and
offloads the [Centralized Unit (CU)|processing, maximizing throughput. Fur-
thermore, Ethernet encapsulation is done by the 10G/25G Ethernet Sub-
system (ETH SS) contained in the example design, carrying
packets over Ethernet frames.

The process of integrating the two designs resulted in two distinct imple-
mentations, called Loopback Design and Standard Design. In both designs,
the blocks are connected via standard 64-bit AXI4 stream interfaces. The
[ADC] input is connected to port RX1 of the AD9371, and the output of the
[Digital-to-Analog Converter (DAC)|is connected to the TX1 port. Whereas
the [RoE|[[P] Core is connected to an [SFPH multi-Gigabit transceiver.

4.2.1 Loopback Design

The Loopback Design was developed to facilitate easy testing and val-
idation of the transmission and front-haul link. Due to the 2:1 relation
bet