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To my little Brother
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Resumo Apesar de serem altamente heterogéneos, todos os dados podem ser
reduzidos a uma sequência de bits. A complexidade de Kolmogorov
analisa os dados dessa maneira, medindo a complexidade de uma se-
quência de bits, ao determinar o comprimento de um dos programas
mais pequenos que, quando executado, gera essa sequência de bits e
pára.
Embora a complexidade de Kolmogorov não seja computável, ela pode
ser aproximada e, como tal, é possível realizar análises de dados us-
ando essas aproximações. Esta dissertação relaciona-se diretamente
com este assunto, uma vez que estuda estas aproximações na de-
scrição de diferentes tipos de dados, criando potenciais aplicações.
Primeiro, usamos medidas de aproximação de complexidade de Kol-
mogorov em dados genómicos. Demonstramos que o uso de compres-
sores de dados específicos para quantificação da complexidade dos da-
dos impacta profundamente a identificação taxonómica de genomas, a
sua classificação e organização.
Em seguida, examinamos a aplicação destas medidas em objetos dig-
itais bidimensionais, especificamente em pinturas artísticas. Usando
estas medidas, desenvolvemos técnicas que podem ser valiosas para
atribuição e validação de autoria de arte, categorização e organização
de estilo de arte e explicação de conteúdo de arte.
Posteriormente, aplicamos essas medidas a dados gerados por
Máquinas de Turing. Especificamente, usando estas medidas, investig-
amos a relação entre as complexidades algorítmicas e probabilísticas
das fitas da Máquina de Turing. A complexidade é estudada global-
mente por meio da investigação dos padrões gerados por Máquinas
de Turing, criadas sequencialmente e localmente por meio de perfis de
complexidade. Além disso, introduzimos um método para aumentar a
complexidade probabilística mantendo a complexidade algorítmica.
Finalmente, usando o conhecimento do estudo efetuado à complexi-
dade das fitas da Máquina de Turing, apresentamos uma metodolo-
gia que procura programas que geram aproximadamente a mesma se-
quência de dados que fornecemos ao programa.





Keywords Algorithmic-Statistical Information, Kolmogorov Complexity, Data Com-
pression, Genomics, Data Classification.

Abstract Despite being highly heterogeneous, all data can be reduced to a string
of bits. Kolmogorov complexity analyses data in this way, measuring
a string’s complexity by determining the length of a smallest program
which, when executed, generates that string and halts.
Even though Kolmogorov complexity is noncomputable, it can be ap-
proximated, and as such, it is possible to perform data analysis using
these approximations. This dissertation ties in directly with this subject
since it studies Kolmogorov complexity approximations in data descrip-
tion and its potential applications.
First, we use Kolmogorov complexity approximation measures in ge-
nomic data. We demonstrate that using specific data compressors to
quantify data complexity profoundly impacts genomic taxonomic identi-
fication, classification, and organization.
Afterwards, we examine the application of information-based measures
in 2-dimensional digital objects, specifically artistic paintings. Using
these measures, we developed techniques that can be valuable for art
authorship attribution and validation, art style categorization and orga-
nization, and art content explanation.
Subsequently, we apply Kolmogorov approximations to data generated
by Turing Machines. Specifically, using these measures, we investigate
the relationship between the algorithmic and probabilistic complexities
of the Turing Machine tapes. Complexity is studied globally by inves-
tigating probabilistic complexity patterns yielded by sequentially gener-
ated TMs, and locally using complexity profiles. Furthermore, we also
introduce a method for increasing probabilistic complexity while retain-
ing the same algorithmic complexity.
Finally, using the knowledge from studying Turing Machine tapes, we in-
troduce a methodology that, given a string, searches for programs that
generate approximately the same output.





Table of contents

Table of contents i

List of figures v

List of tables vii

List of abbreviations ix

1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Background 7
2.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Information theory and compression . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 Information theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Information distances and approximations . . . . . . . . . . . . . . . 14
2.2.3 Normalized Relative Compression . . . . . . . . . . . . . . . . . . . . 17

2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Complexity analysis of natural sequences 19
3.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Research questions and contributions . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Biological background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3.1 Life . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.2 Genome and proteome . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.3 Viruses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.4 Inverted Repeats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Data compression in genomic data . . . . . . . . . . . . . . . . . . . . . . . 26

i



TABLE OF CONTENTS

3.5 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.1 Information-based measures . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.2 Other measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.6 Complexity analysis of viral genomes . . . . . . . . . . . . . . . . . . . . . . 30
3.6.1 Data description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6.2 Determining the optimal way to quantify probabilistic-algorithmic

information in viral sequences . . . . . . . . . . . . . . . . . . . . . . 32
3.6.3 Viral genome analysis and its visualization . . . . . . . . . . . . . . 36

3.7 Taxonomic classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7.1 Viral classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7.2 Archea classification . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4 Complexity analysis of artistic paintings 53
4.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Research questions and contributions . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.4.1 Information-based measures . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.2 Two-point height difference correlation function . . . . . . . . . . . . 57
4.4.3 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.4 Assessment pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.5 Kolmogorov approximations in images . . . . . . . . . . . . . . . . . . . . . 58
4.5.1 Finding an effective data compressor . . . . . . . . . . . . . . . . . . 58
4.5.2 Comparison of NC and BDM . . . . . . . . . . . . . . . . . . . . . . 59
4.5.3 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.6 Artist painting analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.6.1 Global measures analysis . . . . . . . . . . . . . . . . . . . . . . . . 63
4.6.2 Combining the NC with the roughness exponent of HDC function . 66
4.6.3 Local complexity of paintings . . . . . . . . . . . . . . . . . . . . . . 68
4.6.4 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.7 Artist painting classification . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.7.1 Evaluation of measures for classification purposes . . . . . . . . . . . 74
4.7.2 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5 Complexity analysis of Turing Machines 77
5.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2 Research questions and contributions . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Turing Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

ii



TABLE OF CONTENTS

5.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4.1 Turing Machines configuration . . . . . . . . . . . . . . . . . . . . . 80
5.4.2 Search approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4.3 Probabilistic complexity . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4.4 Normal and dynamic complexity profiles . . . . . . . . . . . . . . . . 83
5.4.5 Increasing the probabilistic complexity of TM’s tape . . . . . . . . . 84

5.5 Viability assessment of the Normalized Compression (NC) . . . . . . . . . . 87
5.5.1 Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5.2 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.6 Global analysis of Turing Machine tapes . . . . . . . . . . . . . . . . . . . . 89
5.6.1 Probabilistic complexity patterns of Turing Machines . . . . . . . . . 89
5.6.2 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.7 Analysis of probabilistically complex Turing Machine tapes . . . . . . . . . 93
5.7.1 Analysis using normal and dynamic complexity profiles . . . . . . . 93
5.7.2 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.8 NC and Block Decomposition Method (BDM) comparison . . . . . . . . . . 95
5.8.1 Comparison analysis between NC and BDM . . . . . . . . . . . . . . 95
5.8.2 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.9 Increasing the probabilistic complexity of Turing Machine tapes . . . . . . . 96
5.9.1 Applying methods I and II . . . . . . . . . . . . . . . . . . . . . . . 96
5.9.2 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6 On solving the inverse problem through approximation 101
6.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Research questions and contributions . . . . . . . . . . . . . . . . . . . . . . 102
6.3 Considerations regarding the inverse problem . . . . . . . . . . . . . . . . . 103

6.3.1 Global aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3.2 Inverse problem in case of study . . . . . . . . . . . . . . . . . . . . 104

6.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.1 General configuration . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.2 Loss function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.3 Search approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.4.4 Guided search optimizations . . . . . . . . . . . . . . . . . . . . . . . 108
6.4.5 Data representation . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.5 Performance evaluation using synthetic data . . . . . . . . . . . . . . . . . . 110
6.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.7 Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

iii



TABLE OF CONTENTS

7 Conclusions and Future Work 117
7.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2 Relevant findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.3 Future research directions and work limitations . . . . . . . . . . . . . . . . 122

References 127

Appendices 151

A Appendix of Chapter 3 153
A.1 Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
A.2 Additional information of chapter 3 . . . . . . . . . . . . . . . . . . . . . . . 153

A.2.1 Data compressors and level selection benchmark . . . . . . . . . . . 153
A.2.2 Viral genome analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 153

A.3 Website . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.4 Software and hardware recommendations . . . . . . . . . . . . . . . . . . . 164
A.5 Reproducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

A.5.1 Viral analysis and taxonomic classification . . . . . . . . . . . . . . . 164
A.5.2 Archaea taxonomic classification . . . . . . . . . . . . . . . . . . . . 166

B Appendix of Chapter 4 169
B.1 Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
B.2 Additional information of chapter 4 . . . . . . . . . . . . . . . . . . . . . . . 169

B.2.1 Comparison towards normalized images . . . . . . . . . . . . . . . . 169
B.2.2 Kruskal minimum spanning tree . . . . . . . . . . . . . . . . . . . . 170

B.3 Website . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
B.4 Software and hardware recommendations . . . . . . . . . . . . . . . . . . . 171
B.5 Reproducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

B.5.1 Installation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

C Appendix of Chapter 5 175
C.1 Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
C.2 Additional Information of chapter 5 . . . . . . . . . . . . . . . . . . . . . . 175

C.2.1 Probabilistic complexity patterns of Turing Machines . . . . . . . . . 175
C.2.2 Comparison between BDM and NC . . . . . . . . . . . . . . . . . . . 175

C.3 Software and hardware recommendations . . . . . . . . . . . . . . . . . . . 175
C.4 Reproducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

C.4.1 Creating Project and intalling tools . . . . . . . . . . . . . . . . . . 176
C.4.2 Recreate plots of Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . 177
C.4.3 Run TMCompression . . . . . . . . . . . . . . . . . . . . . . . . . . 179

iv



List of figures

2.1 Transmission of information through a channel. . . . . . . . . . . . . . . . . 9
2.2 Diagrams of relation between algorithmic mutual information, Kolmogorov

complexity, and Shannon mutual information and entropy. . . . . . . . . . . 11

3.1 A metagenomic representation of the tree of life. . . . . . . . . . . . . . . . 22
3.2 Illustrations of types of virus morphology. . . . . . . . . . . . . . . . . . . . 24
3.3 Variation of NC and Normalized Block Decomposition Method (NBDM)

with an increase of mutation rate of a sequence. . . . . . . . . . . . . . . . . 33
3.4 Comparison between cmix and GeCo3 for Human Herpesviruses. . . . . . . 34
3.5 Selection of a level for GeCo3 from a pool of 19 levels. . . . . . . . . . . . . 35
3.6 Average Normalized Compression (ANC) and average sequence length per

viral group by genome type. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 Average Normalized Compression (ANC) and average sequence length per

viral group by realm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.8 Average Normalized Compression and average sequence length per the gen-

era of the Herpesviridae family, for various Human Herpesviruses, and min-
imal bi-directional complexity profiles of Lymphocryptovirus and Mardivirus. 40

3.9 Cladograms showing average NC of each viral group, and the normalized
compression capacity (𝑁𝐶𝐶). . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.10 Cladogram showing average difference (𝑁𝐶𝐼𝑅0
− 𝑁𝐶𝐼𝑅1

> 0) . . . . . . . . 43
3.11 Scatter-plots of Normalized Compression vs. sequence length and GC-

Content. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.12 Frequency of genome sequences per viral genus using radial plot. . . . . . . 48

4.1 Benchmark of lossless data compression tools specifically for the processed
dataset of artistic paintings. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2 Impact of increasing pseudo-random substitution on NC and BDM normal-
izations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3 Information-based measures evaluation in different types of images. . . . . . 61
4.4 Information-based measures evaluation in a super-sampled image. . . . . . . 62
4.5 Examples of artistic paintings with different levels of complexity. . . . . . . 64
4.6 Authors’ average NBDM1 and NC for images with different quantizations. . 65

v



LIST OF FIGURES

4.7 Authors’ average NBDM2 for images with different quantizations. . . . . . . 66
4.8 Combining the HDC with NC. . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.9 Some authors’ fingerprints for different numbers of blocks. . . . . . . . . . . 69
4.10 Heat maps of the local complexity matrix of some authors. . . . . . . . . . 70
4.11 Artists’ cladogram computed resorting to the UPGMA algorithm. . . . . . . 71

5.1 Super-exponential growth in Total Number of Turing Machines (TNTM). . 81
5.2 Heat map of Normalized Compression with an increase in permutation and

edition rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 A plot of all TMs tested NC and length. . . . . . . . . . . . . . . . . . . . 90
5.4 The average value for the length, required bits and NC of each tape inside

and outside the specific regions. . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.5 Regional average rule complexity profiles. . . . . . . . . . . . . . . . . . . . 92
5.6 Complexity profiles of some filtered TMs. . . . . . . . . . . . . . . . . . . . 93
5.7 Comparison between the NC and BDM for 10,000 TMs. . . . . . . . . . . . 96
5.8 Comparison between method I and method II. . . . . . . . . . . . . . . . . 97
5.9 The first 59 characters of TMs’ tapes before and after method II was applied. 98
5.10 The tapes’ average final length, variation of the bits required and NC, with

the increase in number of rule iterations and tape iterations. . . . . . . . . 99

B.1 Artists’ cladogram computed recurring to Kruskal minimum spanning tree. 171

C.1 Average rule complexity profiles obtained from pseudo-randomly selected
TMs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

C.2 Comparison between the NC and BDM for 10,000 TM that have run over
50,000 iterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

vi



List of tables

3.1 Depiction of the genome type by the highest NC, normalized compression
capacity and difference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Accuracy results obtained for viral taxonomic classification. . . . . . . . . . 46
3.3 F1-score results obtained for viral taxonomic classification tasks using dif-

ferent classifiers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Accuracy obtained for viral taxonomic classification task using XGBoost

classifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 F1-score obtained for the viral taxonomic classification task using XGBoost

classifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6 Accuracy and F1-score results for archaea taxonomic classification using all

features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Accuracy and F1-score results from archaea taxonomic classification using

XGBoost classifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.1 Mantel Test between distance matrices and average difference between them. 70
4.2 Accuracy results obtained for the test set in style and author classification

task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.1 Rule matrix for a TM with #𝑄 = 2 and #𝜃 = 2. . . . . . . . . . . . . . . . 81
5.2 The average and maximum standard deviation of the length of the tape and

NC obtained in each TM group. . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 The average and maximum standard deviation of the NC and NBDM ob-

tained in each TM group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.1 Results obtained for sequential, Monte Carlo and guided search. . . . . . . . 111
6.2 Global measures obtained by developed methodology. . . . . . . . . . . . . 114

A.1 Depiction of the parameters used in the six custom levels. . . . . . . . . . . 154
A.2 Depiction of the parameters used in the template of a target context model. 155
A.3 Depiction of the top NC values by viral taxonomic group. . . . . . . . . . . 156
A.4 Depiction of the viral taxonomic groups with the highest NC values. . . . . 158
A.5 Depiction of the viral taxonomic groups with the highest normalized com-

pression capacity using only the inverted repeats subprogram. . . . . . . . . 160

vii



LIST OF TABLES

A.6 Depiction of the viral taxonomic groups with the highest difference of values
between 𝑁𝐶𝐼𝑅0

− 𝑁𝐶𝐼𝑅1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

B.1 Author’s Average difference and the percentage difference between normal-
ized and non-normalized images for the NBDM1,NBDM2, NC, and 𝛼. . . . 170

viii



List of abbreviations

A . . . . . . . . . . . . . adenine
A-T . . . . . . . . . . . adenine-thymine
AIT . . . . . . . . . . . Algorithmic Information Theory

BDM . . . . . . . . . . Block Decomposition Method

C . . . . . . . . . . . . . cytosine
C-G . . . . . . . . . . . cytosine-guanine
CD . . . . . . . . . . . . Conditional Compression Distance
CS . . . . . . . . . . . . Computer Science
CTM . . . . . . . . . . Coding Theorem Method

DNA . . . . . . . . . . Deoxyribonucleic acid
dsDNA . . . . . . . . . double-stranded deoxyribonucleic acid
dsRNA . . . . . . . . . double-stranded ribonucleic acid

FCM . . . . . . . . . . Finite-Context Model
FISH . . . . . . . . . . Fluorescence In Situ Hybridization

G . . . . . . . . . . . . guanine
GC . . . . . . . . . . . . GC-Content
GNB . . . . . . . . . . . Gaussian Naive Bayes

ID . . . . . . . . . . . . Information Distance
IRs . . . . . . . . . . . . inverted repeats
ITRs . . . . . . . . . . . inverted terminal repeats

KNN . . . . . . . . . . K-Nearest Neighbors

LDA . . . . . . . . . . . Discriminant Analysis

MDL . . . . . . . . . . Minimum Description Length
MML . . . . . . . . . . Minimum Message Length
mRNA . . . . . . . . . messenger ribonucleic acid

NC . . . . . . . . . . . . Normalized Compression

ix



LIST OF ABBREVIATIONS

NCD . . . . . . . . . . . Normalized Compression Distance
NID . . . . . . . . . . . Normalized Information Distance
NR . . . . . . . . . . . . normalized redundancy
NRC . . . . . . . . . . . Normalized Relative Compression

ORFs . . . . . . . . . . open reading frames

R . . . . . . . . . . . . . redundancy
RNA . . . . . . . . . . . Ribonucleic acid

SL . . . . . . . . . . . . Sequence Length
ssDNA . . . . . . . . . single-stranded deoxyribonucleic acid
ssRNA . . . . . . . . . single-stranded ribonucleic acid
SVM . . . . . . . . . . . Support Vector Machine

T . . . . . . . . . . . . . thymine
TM . . . . . . . . . . . Turing Machine
TNTM . . . . . . . . . Total Number of Turing Machines
tRNA . . . . . . . . . . transfer ribonucleic acid

U . . . . . . . . . . . . . uracil
ULS . . . . . . . . . . . Universal Levin Search

XGB . . . . . . . . . . . XGBoost

x



Chapter 1

Introduction

a Trinity- Jorge Miguel Silva, 2020.

“The man who moves a mountain
begins by carrying away small stones.”
– Confucius, Confucius: The Analects
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CHAPTER 1. INTRODUCTION

1.1 Overview

Humans are social creatures that rely heavily on information communication as a
survival tool. After language development, the need to share information efficiently led
humans to create written systems. These systems, unlike other modes of communication
(such as a painting), use a finite and discrete set of symbols to express a concept [1,
2]. Any written language can be thought of in this way since messages are formed by
combining and arranging symbols in specific patterns. Later, the continued improvement
of communication led to the development of computing machines and information science.

The first well-documented mechanical computer was the difference engine by Charles
Babbage in 1822, which gave rise to the analytical engine in 1837. This engine encapsulated
most of the elements of modern computers [3, 4]. A century later, a universal calculating
machine (Turing Machine) was introduced by Alan Turing [5]. During this time, Harry
Nyquist, Ralph Hartley, and Claude Shannon helped lay the groundwork of information
theory.

Interestingly, Computer Science can be defined as a discipline that studies complexity,
information structures [6], and the algorithmic processes that describe and transform in-
formation [7]. These definitions reinforce the understanding that Computer Science (CS)
has historical roots in information theory and can be seen as a generalization of infor-
mation theory concerned not only with the transmission of information but also with its
transformation and interpretation.

This dissertation ties in directly with this subject by studying Kolmogorov complexity
approximations as data descriptors and describing novel applications for them. Further-
more, we will tackle one of the most fundamental questions in CS, “What can be efficiently
automated?” [8], by creating prototypes of novel applications that use/are Kolmogorov
complexity approximations.

1.2 Motivation

Gregory Chaitin described Algorithmic Information Theory (AIT) as the results of
“putting Shannon’s information theory and Turing’s computability theory into a cocktail
shaker and shaking vigorously. The basic idea is to measure the complexity of an object by
the size in bits of the smallest program for computing it” [9]. An adequate description since
AIT explores the relationship between computation and the information of its generated
strings [10].

Informally, a string’s information content is equal to the size of its most compressed,
self-contained representation. A self-contained representation is a program that outputs
the original string when executed.

Most lossless compression algorithms are limited to finding simple probabilistic regu-
larities since they were designed for fast storage reduction. Although compressors’ prob-
abilistic nature has already been much studied, algorithmic modelling has yet to be fully
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CHAPTER 1. INTRODUCTION

explored.
Given that lossless data compression is closely linked to the ideas of Minimum Message

Length (MML) [11] and Kolmogorov complexity [12–14], it seems reasonable to incorporate
algorithmic modelling into compressors. Nonetheless, noise and other characteristics of
natural data reduce the efficiency of programs that measure information based on pure
algorithmic schemes rather than those that use probabilistic methods.

This thesis explores this dynamic between algorithmic and probabilistic methods and
how Kolmogorov complexity approximations can be used as descriptors of different data
types. Specifically, we first analyse the application of these approximations in genomic
sequences (1 dimension), in images of artistic paintings (2 dimensions), and finally on
algorithmically generated data. The latter type of data is used to study the inversion
problem and how we may be able to approximate a solution.

1.3 Methodology

Computer Science offers a wide variety of methodologies that can be applied when
carrying out a research project [15, 8]. However, we opted to apply the experimental CS
methodology approach in our work. This methodology is widely used in different fields
such as machine learning and natural language processing [8], and since it is most effective
with problems that require a complex software solution and to evaluate new solutions for
problems [15, 8], it seems to be the most adequate methodology to fulfil the work we
intend to develop.

This methodology can be divided into two phases. The first constitutes an exploratory
phase when the researcher identifies the questions that should be asked in order to solve
the problem and then identifies the concepts that facilitate creation of the solution to the
problem. This is followed by the evaluation phase, when the researcher attempts to answer
these questions using the concepts identified in the exploratory phase. This methodology
usually culminates in the development of a prototype system that demonstrates the created
solution is feasible [16].

In this work, the identified research question is: “Are current Kolmogorov com-
plexity approximations efficient data descriptors and valuable in novel appli-
cations?” In turn, this question can be divided into a set of questions such as: “Are
Kolmorogov complexity approximations appropriate for different data types?”; “What ex-
amples of applications can be developed using Kolmogorov complexity approximations?”
and “Is it computationally feasible to create an approximation solution to the inversion
problem?”

After some research, we hypothesized that it may be possible to answer these ques-
tions by applying Kolmogorov complexity approximation measures to data obtained from
different sources. Using these methods, we will study the underlying structure of data and
perform classification and identification tasks.

Information-based measures are approximations of the Normalized Information Dis-
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tance, a “universal similarity measure, and is an objective recursively invariant notion by
the Church–Turing thesis” [17]. Since these metrics do not use background knowledge from
input data, they do not evaluate specific features. Consequently, they can potentially be
applied to any type of digital data [18], and therefore, seem the most adequate to represent
data and measure information similarity between strings.

Although some indications favour these hypotheses, we must conduct meticulous vali-
dation to demonstrate their validity. This will predominantly be done by comparing our
method with other state-of-the-art solutions. Furthermore, we have created open-source
code for the developed prototypes, which serve as a proof of concept of the developed work
and allow the user to verify the validity of our experiments.

1.4 Objectives

This doctoral work investigates Kolmogorov complexity approximations in different
settings. From a methodological standpoint, we will evaluate the applicability of Kol-
mogorov complexity approximations in different data types, showcasing their effectiveness
as data descriptors.

As such, this work will include the following research tasks:

• Investigate the capability of Kolmogorov complexity approximations as data de-
scriptors. For that purpose, we will analyse the behaviour of compression, and
Block Decomposition Method measures in synthetic and natural data, with 1 and 2
dimensions, and from algorithmic and probabilistic sources.

• Investigate possible applications and use cases where Kolmogorov complexity ap-
proximation measures can be used to achieve state-of-the-art results in classification
tasks.

• Investigate possible methods that create approximate solutions to the inverse prob-
lem.

1.5 Thesis Outline

This document is divided into seven chapters:

• Chapter 1 is the introduction.

• Chapter 2 gives a background to information theory, its approximations, and derived
measures.

• Chapter 3 describes the complexity analysis of 1d structure strings.

• Chapter 4 describes the complexity analysis performed on 2d structure strings.
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• Chapter 5 shows the developed work performed in probabilistic and algorithmic
information.

• Chapter 6 showcases the developed work in determining a program approximating
a given string.

• Finally, Chapter 7 summarizes the findings and future work of the thesis.

1.6 Contributions

International Journals

• Jorge Miguel Silva, Diogo Pratas, Tânia Caetano, Sérgio Matos. The complexity
landscape of viral genomes. GigaScience, vol. 11, August 2022.

• Jorge Miguel Silva, Diogo Pratas, Rui Antunes, Sérgio Matos, Armando J. Pinho.
Automatic analysis of artistic paintings using information-based measures. Pattern
Recognition, p. 107864, February 2021.

• Diogo Pratas, Jorge Miguel Silva. Persistent minimal sequences of SARS-CoV-2.
Bioinformatics, vol. btaa686, p. 4, August 2020.

• Jorge Miguel Silva, Eduardo Pinho, Sérgio Matos, Diogo Pratas. Statistical Com-
plexity Analysis of Turing Machine Tapes with Fixed Algorithmic Complexity Using
the Best-Order Markov Model. Entropy, vol. 22, no. 1, January 2020.

• Diogo Pratas, Morteza Hosseini, Jorge Miguel Silva, Armando J. Pinho. A
reference-free lossless compression algorithm for DNA sequences using a competitive
prediction of two classes of weighted models. Entropy, vol. 21, p. 1074, November
2019.

Conference Proceedings

• Jorge Miguel Silva, João Almeida. The value of compression for taxonomic identi-
fication, Proceedings of the 35th IEEE International Symposium on Computer-Based
Medical Systems, CBMS, Shenzhen, China, p. 276-281, July 2022.

• Jorge Miguel Silva, Diogo Pratas, Tânia Caetano, Sérgio Matos. Feature-Based
Classification of Archaeal Sequences Using Compression-Based Methods. Proceed-
ings of the 10th Iberian Conference on Pattern Recognition and Image Analysis,
IbPRIA, Aveiro, Portugal, p. 309-320, May 2022.

• Jorge Miguel Silva, Diogo Pratas, Tânia Caetano, Sérgio Matos. Archaea Tax-
onomic Classification. Proceedings of the 27th Portuguese Conference on Pattern
Recognition, RecPad 2021, Évora, Portugal, November 2021.
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• Jorge Miguel Silva, Diogo Pratas, Sérgio Matos. Comparison and Evaluation of
Information-based Measures in Images. Proceedings of the 26th Portuguese Confer-
ence on Pattern Recognition, RecPad 2020, Évora, Portugal, October 2020.

• Jorge Miguel Silva, Diogo Pratas, Sérgio Matos. Evaluation of Statistical Com-
plexity in Viral Genome Sequences. 25th Portuguese Conference on Pattern Recog-
nition, RECPAD2019, Porto, Portugal, October 2019.

Open-source Software

• TM Neural Finder Repository. Link: https://github.com/bioinformatics-
ua/TM-Neural-Finder

• SPTTM Repository. Link: https://github.com/jorgeMFS/spttm;

• COMPressor tAxonomic ClassificaTion (C.O.M.P.A.C.T.) Repository. Link: https:
//github.com/bioinformatics-ua/COMPACT;

• Complexity ANalysis VirAl Sequences (C.A.N.V.A.S.) Repository. Link: https:
//github.com/jorgeMFS/canvas;

• Archaea Taxonomic Classification (ARCHAEA) Repository. Link: https://gith
ub.com/jorgeMFS/Archaea;

• Classification and identification of Archaea (ARCHAEA2) Repository. Link: https:
//github.com/jorgeMFS/Archaea2;

• Measuring probabilistic-algorithmic information of artistic paintings (PANTHER)
Repository. Link: https://github.com/asilab/panther;

• Turing Machine Recreator (TMRecreator). Link: https://github.com/jorgeMFS/
TMRecreator;

• TMCompression Repository. Link: https://github.com/asilab/TMCompression;

• Benchmark in ALgorithmic And Natural data ComprEssion (B.A.L.A.N.C.E.)
Repository. Link: https://github.com/jorgeMFS/balance.git.

Websites

• PANTHER Website. Link: http://panther.web.ua.pt/;

• CANVAS Website. Link: https://asilab.github.io/canvas/.
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Chapter 2

Background

bAnimal Entropy- Jorge Miguel Silva, 2019.

“Information can only be acquired in two ways:
by choice or by chance.”

– Joey Lawsin, Originemology
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2.1 Contextualization

As mentioned in Chapter 1, this work aims to investigate Kolmogorov complexity
approximations as data descriptors and exemplify potential novel applications.

Since data can take many forms and come from many sources, creating a suitable rep-
resentation that accommodates these variations is challenging. Consequently, researchers
tend to focus on specific niches with specific data to achieve better results. Contrarily,
in this work, we use algorithmic Kolmogorov information approximations to describe and
represent different types of data. To do this, we base ourselves on the assumption that
making a lossless representation of the data’s information simplifies the pattern inference
process and the measurement of similarities between patterns. We will try to demonstrate
this assumption throughout this dissertation using different data types and sources. We
expect that aitll provide relevant information for pattern inference and enable data com-
parison. Based on this assumption, in this chapter, we will survey regarding information
theory, AIT background, information-based measures, and its approximations.

2.2 Information theory and compression

Informally, information can be thought of as some message stored or transmitted us-
ing some medium. For instance, when painting, a message is being represented using a
continuous set of patterns with a seemingly endless number of possible forms. However,
the development of written systems created the need to divide our environment into a
finite number of atomic units, which were expressed using symbols [1, 2]. Any written
language can be thought of in this way since messages are formed by arranging symbols in
specific patterns. This process is independent of the symbols used, the selecting process,
or language, since information is just a choice from a pool of possible symbols (alphabet).

The need to create faster and more efficient ways of transmitting information across
long distances created an engineering challenge: the increment of noise over long distances,
making it unworkable to separate the signal from the noise [19]. As such, there was a need
to create mechanisms capable of encoding the source message as a high-energy signal and
decoding the transmitted message on the target. This issue was solved by implementing an
encoder on the message’s source and a decoder on the message’s target (Figure 2.1). First,
the encoder modified the source message information, adding redundancy. Afterwards, the
decoder received the coded transmitted data and decoded the message, trying to replicate
the source message. Information theory was created as a consequence of this challenge
and the attempts to solve it.

2.2.1 Information theory

The first known attempts to quantify information were made by Nyquist (1924) [20]
and Hartley (1928) [21]. Nyquist, interested in engineering aspects of telegraph signals,
addressed the problem of quantifying “intelligence” and the “line speed” at which a commu-
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Figure 2.1: Transmission of information through a channel.

nication system can transmit it. Hartley introduced the notion of information, which could
be quantitatively measured and depended only on the receiver’s capacity to distinguish
the sequence of symbols that had been intended by the sender, regardless of any associated
meaning or semantic aspect the symbols might represent. He defined the entropy (𝐻) for
each symbol as

𝐻 = 𝑛 log (𝑠), (2.1)

where 𝑛 is the number of symbols on the message, and 𝑠 is the number of possible symbols
(alphabet cardinality).

Later in 1948, Claude Shannon made contributions to the information theory field
by creating a quantitative communication model as a probabilistic process underlying
information theory. Shannon introduced the notion of information entropy and redundancy
of a source, the concept of mutual information and side information, and the channel
capacity of a noisy channel. He also defined the bit as the information entropy of a binary
random variable that is 0 or 1 with equal probability, or the information that is obtained
when the value of such a variable becomes known [22]. Shannon built upon the work of
Nyquist and Hartley by defining the notion of average information, also called Shannon
entropy. Shannon entropy is defined as

𝐻 = −
𝑁

∑
𝑖=0

𝑝𝑖 × log2 𝑝𝑖, (2.2)

where 𝑝𝑖 is the probability of each character. The logarithm base two is used due to the
binary scale [23]. Shannon formalization assumes that the objects encoded are outcomes
of a known random source. It ignores the object itself and only considers the features of
the random source, one of the possible results of which is the object [24].

Following the work of Shannon, in 1960, Solomonoff presented the basic ideas of AIT
in work where he devised a method to overcome problems associated with the application
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of Bayes’s rule in statistics [25]. Later on, in a two-part paper published in 1964 [26, 27],
he introduced the notion of complexity (now broadly known as Kolmogorov complexity)
as an auxiliary concept to obtain a universal a priori probability and proved the invari-
ance theorem governing AIT. This universal a priori probability 𝑀(𝑥) is defined as the
probability that the output of a universal Turing Machine (TM) 𝑈 starts with the string
𝑥 when provided with fair coin flips on the input tape.

Algorithmic information theory was also developed independently by Kolmogorov and
Chaitin in 1965 and 1966, respectively. Kolmogorov improved upon Shannon’s probabilis-
tic information description by adding two quantitative information definitions: combina-
torial and algorithmic [28].

Solomonoff, Kolmogorov, and Chaitin showed that, among all the algorithms that
decode strings from their codes, there is an optimal one. This algorithm, for all strings,
allows codes as short as allowed by any other, up to an additive constant that depends on
the algorithms but not on the strings themselves. Concretely, algorithmic information is
a measure that quantifies the information by determining its complexity. This complexity
(𝐾) of the string 𝑠 is given by

𝐾(𝑠) ∶= min
𝑝

{𝑙(𝑝) ∶ 𝑈(𝑝) = 𝑠}, (2.3)

where 𝑙 is the length of a shortest binary program 𝑝 that computes 𝑠 on a universal TM
𝑈 and halts [28].

This notion of algorithmic Kolmogorov complexity became widely adopted and is cur-
rently the standard for performing information quantification. It differs from Shannon’s
entropy because it considers that the source creates structures that follow algorithmic
schemes [29, 30], rather than perceiving it as a probabilistic function that generates sym-
bols. While Solomonoff applied this idea to define a universal probability of a string on
which inductive inference of the succeeding digits of the string can be created, Kolmogorov
used it to define several functions of strings, such as complexity, randomness, and infor-
mation. It is also worth mentioning that besides the algorithmic nature [31], Chaitin also
carried out substantial work regarding the halting problem [32–34]. Furthermore, Chaitin
introduced Ω [10, 35] a non-computable number [35], defined as the probability that an
optimal computer halts, where the optimal computer is a universal decoding algorithm
used to define the notion of program-size complexity.

Given two strings, 𝑥 and 𝑦, the Conditional Kolmogorov complexity, 𝐾(𝑥|𝑦) is defined
as the length of a shortest binary program which, having 𝑦 given as an auxiliary input,
computes 𝑥 and halts. And finally, the Conjoint Kolmogorov complexity of the strings 𝑥
and 𝑦, 𝐾(𝑥, 𝑦), is defined as the length of a shortest binary program which, without any
auxiliary information, computes both 𝑥 and 𝑦 (and how to separate them) and halts. In
turn, these three definitions are related by the chain rule

𝐾(𝑥, 𝑦)⏟
Conjoint complexity

= 𝐾(𝑥)⏟
Complexity

+ 𝐾(𝑦|𝑥)⏟
Conditional complexity

, (2.4)
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K(x,y) ≈ K(y,x)

y)
K(x) K(y)K(x|y) K(y|x)

I(x:y)

I(y:x)

(a) Diagram showing the relation between algorithmic mutual informa-
tion and different Kolmogorov complexities

H(x,y)

H(x) H(y)H(x|y) H(y|x)I(x;y)

(b) Diagram showing the relation between Shannon mutual information
and different entropies

Figure 2.2: Diagrams depicting the relation between algorithmic mutual information and
Kolmogorov complexity, and Shannon mutual information and entropy.

when ignoring constants that asymptotically become irrelevant. Using the chain rule
of Equation (2.4) and the symmetric property of the conjoint Kolmogorov complexity,
𝐾(𝑥, 𝑦) = 𝐾(𝑦, 𝑥), we can quantify the algorithmic mutual information, 𝐼(𝑥 ∶ 𝑦), which
provides the mutual dependence between the two strings, as

𝐼(𝑦 ∶ 𝑥) = 𝐾(𝑥) − 𝐾(𝑥|𝑦),

𝐼(𝑥 ∶ 𝑦) = 𝐾(𝑦) − 𝐾(𝑦|𝑥),

𝐼(𝑥 ∶ 𝑦) = 𝐼(𝑦 ∶ 𝑥).

(2.5)

Using Equation (2.4) of the chain rule and Equation (2.5) we can construct a diagram,
shown in Figure 2.2a that ties together the algorithmic mutual information, 𝐼(𝑥 ∶ 𝑦),
Kolmogorov complexity, 𝐾(𝑥) and 𝐾(𝑦), Kolmogorov conditional complexity, 𝐾(𝑥|𝑦) and
𝐾(𝑦|𝑥), and Kolmogorov conjoint complexity, 𝐾(𝑥, 𝑦) and 𝐾(𝑦, 𝑥), of the string 𝑥 and 𝑦.

This relationship shows a high degree of similarity to the mutual information concept
introduced by Shannon, 𝐼(𝑥; 𝑦), shown in Figure 2.2b, where mutual information is related
to the joint entropy 𝐻(𝑥, 𝑦), individual entropy, 𝐻(𝑥) and 𝐻(𝑦), and the conditional
entropy 𝐻(𝑥|𝑦) and 𝐻(𝑦|𝑥) [36].
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There are several variants of algorithmic complexity, the most successful of which was
the prefix complexity introduced by Levin [37], Gács [38], and Chaitin [10]. Further-
more, an axiomatic approach to Kolmogorov complexity based on Blum axioms [39] was
introduced by Burgin [40].

From the roots of algorithmic Kolmogorov complexity [14], Wallace formulated [41]
the idea of minimum message length (MML). MML is described as compressed two-part
codes for the data corresponding to replacing negative-log probabilities in Bayes’ rule by
Shannon–Fano code lengths [42]. Independently from Wallace, Rissanenn described the
Minimum Description Length (MDL) principle in a series of papers starting with his paper
in 1978 [11]. The basic idea underlying the MDL principle is that statistical inference can
be used as an attempt to find regularity in the data. MDL is based on two main pillars:
regularity implies high compression, and compression can be considered learning. Any
regularity in the data can be used to compress it; as such, regularity in data may be
identified with the ability to compress it. On the other hand, compression can be viewed
as a way of learning since the more we can reduce data without loss of information, the
more we understand its underlying structure. MDL joins these two insights and tells us
that, for a given set of hypotheses 𝐻 and dataset 𝐷, we should try to find the hypothesis
or combination of hypothesis in 𝐻 that compresses 𝐷 the most.

Another possible way to quantify information was given by Bennett, who introduced
the notion of Logical Depth. Essentially, it adds to Kolmogorov complexity the notion of
time and, as such, can be defined as the time required by a standard universal TM 𝑈 to
generate a given string from an algorithmically random input [43].

An area strongly connected with AIT is the theory of algorithmic randomness, which
studies random individual elements in sample spaces, mostly the set of all infinite binary se-
quences, e.g., a sequence of coin tosses represented as a binary string. While Kolmogorov’s
formalization of classical probability theory assigns probabilities to sets of outcomes and
determines how to calculate such probabilities, it does not distinguish between individual
random and non-random elements. For instance, in a uniform distribution, a sequence of
𝑛 zeros has the same probability as any other outcome of 𝑛 coin tosses, namely 2−𝑛. How-
ever, there is an intrinsic notion that such sequences are not random, which is even more
pronounced in infinite sequences. The current view of algorithmic randomness proposes
three paradigms to determine what a random object is: unpredictability (in a random
sequence, it is difficult to predict the next element of a sequence); incompressibility (a
random sequence is not feasibly compressible); and measure of theoretical typicalness (a
random sequence passes all feasible statistical tests). Martin-Löf in 1966 [44] defined a
random sequence based on the measure of theoretical typicalness. Earlier researchers such
as Von Mises [45] gave insights into describing a random sequence by formalizing a test
for randomness. If a sequence passed all tests for randomness, it would be a random
sequence. The problem was that, if we considered all possible tests, any sequence would
not be random because it would be rejected by the test whose sole purpose was to reject
that particular sequence. Martin-Löf’s critical insight was to formally use the theory of
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computation to define the notion of a test for randomness. Namely, he did not consider
the set of all tests but the set of effective tests (computable tests). Martin-Löf also proved
that this set of all effective tests for randomness can be subsumed by a universal test for
randomness [44]. Unfortunately, deciding if a sequence passes the test is not computable.
Although applying the universal test for randomness is unfeasible in practice, this notion
can be approximated. An example can be found in data compressors since, given an ar-
bitrary sequence and applying a series of models to compress the string, it is possible,
although in a very limited way, to evaluate the randomness of the string. The idea behind
using data compressors is that if a string is well compressed, there are repetitive patterns,
meaning it is not random.

It is necessary to mention that other authors have made approaches to randomness via
incompressibility (e.g., prefix-free Kolmogorov complexity [37, 38, 10]) or unpredictability
(constructive martingales [46]). Despite the progress in information theory, quantifying
information is still one of the most challenging open questions in computer science since
no computable measure encapsulates all concepts surrounding information. Thus, one
usually chooses between two options to quantify information: Shannon entropy or an
approximation of algorithmic complexity.

Shannon entropy poses some problems since it is not invariant to the description of the
object and its probability distribution [47]. Furthermore, it lacks an invariance theorem,
forcing us to decide on a characteristic shared by the objects of interest [48]. On the
other hand, algorithmic complexity is only approximately attainable since the Kolmogorov
complexity is non-computable [14]. These approximations are computable variants of the
Kolmogorov complexity and are bounded by time and resources.

Data compressors have been used to approximate the Kolmogorov complexity, as the
bit stream produced by a lossless data compression algorithm allows the reconstruction
of the original data with the appropriate decoder, and therefore, can be seen as an upper
bound of the algorithmic complexity of the sequence [49]. However, the problem with using
fast general-purpose data compressors is that most of their implementations are based on
estimations of entropy [50] and thus are no more related to algorithmic complexity than
to Shannon entropy. It is possible to embed specialized algorithms into data compressors
to achieve state-of-the-art compression results [51]. These results show the importance
of efficiently combining probabilistic and algorithmic models. Nonetheless, contrary to
probabilistic data, which may be explored in advance, algorithmic modelling requires
exhaustive search, human knowledge, or machine learning.

A substantial result in algorithmic modelling was the algorithm proposed by Levin to
solve inversion problems [52, 53]. The Universal Levin Search (ULS) consists of an iterative
search algorithm that interleaves the execution of all possible programs on a universal TM
𝑈, sharing computation time equally among them until one of the executed programs
manages to solve the inversion problem provided. This search uses Levin complexity,
a resource-bounded generalization of the algorithmic Kolmogorov complexity making it
computable. In the context of a TM, these resources are the maximum number of cells
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of the work tape used (space) and the number of execution steps (time). As such, a
time-bounded version of Equation (2.3) can be obtained as

𝐾𝑡(𝑠) ∶= min
𝑝

{𝑙(𝑝) + log(time(𝑝)) ∶ 𝑈(𝑝) = 𝑠}, (2.6)

where the time taken to generate the string 𝑠 is considered, executing all possible programs
in lexicographic order [14]. Despite this, the ULS is currently intractable due to hidden
multiplicative constants in the running time and the need to make verification fast. To
bridge this gap, Hutter proposed a more general and asymptotically fastest algorithm,
which solves these problems at the cost of an even larger additive constant [54, 55]. More
recent approaches such as the Coding Theorem Method (CTM) [56] and its derivation, the
Block Decomposition Method (BDM) [48], approximate local estimations of algorithmic
complexity providing a closer connection to the algorithmic nature. The main idea is to
decompose the quantification of complexity for segmented regions using small TMs [56].
To model the probabilistic nature, such as noise, it commutes into a Shannon entropy
quantification.

2.2.2 Information distances and approximations

Using the knowledge obtained from the definitions of Kolmogorov complexity, it is
possible to create a distance based on the quantity of information. This was first proposed
by Charles Bennett et al. in 1998, when he introduced the notion of Information Distance
(ID) [57] as

𝐼𝐷(𝑥, 𝑦) = max {𝐾(𝑥|𝑦), 𝐾(𝑦|𝑥)}, (2.7)

as the maximum length of a shortest binary program for a reference universal prefix
TM which, with input 𝑥, computes 𝑦, as well as the inverse, with input 𝑦, computes 𝑥.

In 2004 the Normalized Information Distance (NID) was introduced as a normalized
version of the ID [17] as

𝑁𝐼𝐷(𝑥, 𝑦) =
max {𝐾(𝑥|𝑦), 𝐾(𝑦|𝑥)}
max {𝐾(𝑥), 𝐾(𝑦)}

. (2.8)

The problem with the NID metric is that, while appealing, its use is unpractical since
the Kolmogorov complexity is non-computable [58, 59], although it may be approximated.

The Coding Theorem Method and the Block Decomposition Method

While the Kolmogorov complexity is non-computable, it can be approximated with
programs with that purpose. As previously mentioned, a possible approximation is the
CTM [56], and its improved version, BDM [48], which approximate local estimations of
algorithmic complexity providing a closer relationship to the algorithmic nature. This
approximation decomposes the quantification of complexity for segmented regions using
small TMs [56].
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The CTM uses the algorithmic probability between the frequency with which a string
is produced using a random program and its algorithmic complexity. The more frequent a
string is, the lower its Kolmogorov complexity, and the lower the frequency of strings, the
higher their complexity. The BDM increases the capability of a CTM, approximating local
estimations of algorithmic information based on Solomonoff-Levin’s algorithmic probabil-
ity theory. In practice, it approximates the algorithmic information, and when it loses
accuracy, it approximates the Shannon entropy. This approach has shown encouraging
results for many different purposes [60–62]. However, it has also shown underestimation
issues related to side information [63].

It is possible to perform two types of normalization of the BDM. The first one is given
by the number of elements (length) of the digital object as

𝑁𝐵𝐷𝑀1(𝑥) =
𝐵𝐷𝑀(𝑥)
|𝑥| log2 |𝜃|

, (2.9)

where |𝜃| is the size of the alphabet and |𝑥| is the length of the string 𝑥.

The second is the normalization of the BDM performed using a minimum complexity
object (BDM𝑀𝑖𝑛) and a maximum complexity object (BDM𝑀𝑎𝑥). A minimum complexity
object is filled with only one symbol, like a binary string of only zeros. In contrast, a
maximum complexity object is an object that, when decomposed (by a given decomposition
algorithm), yields slices that cover the highest CTM values and are repeated only after
all possible slices with a given shape have been used once. Using these two objects, the
NBDM2 for a given string can be computed as

𝑁𝐵𝐷𝑀2(𝑥) =
𝐵𝐷𝑀(𝑥) − 𝐵𝐷𝑀𝑀𝑖𝑛
𝐵𝐷𝑀𝑀𝑎𝑥 − 𝐵𝐷𝑀𝑀𝑖𝑛

, (2.10)

where 𝐵𝐷𝑀(𝑥) is the BDM value of 𝑥, 𝐵𝐷𝑀𝑀𝑖𝑛 is the minimum complexity object, and
𝐵𝐷𝑀𝑀𝑎𝑥 is the maximum complexity object.

Kolmogorov complexity is invariant only up to a constant factor, which depends on the
choice of a description language 𝐾 = 𝐾′ + 𝐿, where 𝐾 is the total complexity, 𝐾′ is the
description of the object and 𝐿 is the description of the language. As such, by performing
the normalization according to Equation (2.10), the normalization aims to remove the
constant factor as

𝐾 − 𝐾𝑀𝑖𝑛
𝐾𝑀𝑎𝑥 − 𝐾𝑀𝑖𝑛

=
𝐾′ + 𝐿 − 𝐾′

𝑀𝑖𝑛 − 𝐿
𝐾′

𝑀𝑎𝑥 + 𝐿 − 𝐾′
𝑀𝑖𝑛 − 𝐿

=
𝐾′ − 𝐾′

𝑀𝑖𝑛

𝐾′
𝑀𝑎𝑥 − 𝐾′

𝑀𝑖𝑛
, (2.11)

where 𝐾𝑀𝑎𝑥 and 𝐾𝑀𝑖𝑛 are the maximum and minimum Kolmogorov complexity objects
and 𝐾′

𝑀𝑎𝑥 and 𝐾′
𝑀𝑖𝑛 are the maximum and minimum Kolmogorov complexity description

of the objects.
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Data compression measures

Another approximation of the Kolmogorov complexity is provided by data compressors.
Approaches based on data compression are a natural solution to measure complexity, since
with the appropriate decoder, the bit stream produced by a lossless compression algorithm
allows reconstruction of the original data, and therefore, can be seen as an upper bound
of the algorithmic complexity of the sequence (see [49] for a mathematical explanation of
safe approximation).

Using the compression-based approach, a normalized version, known as the NC was
created as

𝑁𝐶(𝑥) =
𝐶(𝑥)

|𝑥| × log2 |𝜃|
, (2.12)

where 𝑥 is the string, 𝐶(𝑥) represents the number of bits needed by the lossless data
compression program to represent the string 𝑥, |𝜃| is the size of the alphabet and |𝑥| is the
length of the string 𝑥.

The NC compares the information contained in strings independently from their sizes.
However, in order to create metrics that compare two strings using lossless compression
algorithms, the Conditional Compression Distance (CD) (Equation (2.13)) and its nor-
malized counterpart, the Normalized Compression Distance (NCD) were developed as

𝐶𝐷(𝑥, 𝑦) = max {𝐶(𝑥|𝑦), 𝐶(𝑦|𝑥)}, (2.13)

and

𝑁𝐶𝐷(𝑥, 𝑦) =
max {𝐶(𝑥, 𝑦) − 𝐶(𝑥), 𝐶(𝑦, 𝑥) − 𝐶(𝑦)}

max {𝐶(𝑥), 𝐶(𝑦)}
⇔

𝑁𝐶𝐷(𝑥, 𝑦) =
𝐶(𝑥𝑦) − min {𝐶(𝑥), 𝐶(𝑦)}

max {𝐶(𝑥), 𝐶(𝑦)}
.

(2.14)

They assume that the chain rule of Kolmogorov complexity is mapped to the compres-
sion domain and that the conjoint compression, 𝐶(𝑥, 𝑦), corresponds to the total number
of bits required to compress the conjoint information content of the strings 𝑥 and 𝑦, as well
as the information on how to split them. This process is usually approximated through
concatenation [64]. Both these compression-based distances compute the distance between
two strings using the number of bits needed to describe one of them when a description of
the other is available, as well as the number of bits required to describe each of them.

The NCD is a normalized metric distance (𝑁𝐶𝐷 𝜖(0, 1]). It is a direct computation
of the NID and generates a non-negative value, where distances near 0 indicate similarity
between two strings, and values near 1 indicate dissimilarity.

Usually, to compute the NCDmetric, the chain rule is applied (Equation (2.14)) instead
of performing a direct substitution of the Kolmogorov Conditional complexity by the Con-
ditional Compression. This is due to the fact that to make a direct replacement, the com-
pressors needed to be capable of performing conditional compression (𝐶(𝑥|𝑦) 𝑎𝑛𝑑 𝐶(𝑦|𝑥)),
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which was initially not achievable by most compressors [65]. Consequently, the NCD
usually used the conjoint compression (𝐶(𝑥, 𝑦) 𝑎𝑛𝑑 𝐶(𝑦, 𝑥)), which was computed as the
compression of the concatenation of the 𝑥 and 𝑦 strings. However, performing the conjoint
compression by assuming concatenation reduced the efficiency of the measurement [66].

A more efficient way to compute the NCD would be to apply a direct form of conditional
compression as

𝑁𝐶𝐷(𝑥, 𝑦) =
max {𝐶(𝑥|𝑦), 𝐶(𝑦|𝑥)}
max {𝐶(𝑥), 𝐶(𝑦)}

. (2.15)

This approach defines conditional compression, 𝐶(𝑥|𝑦), as the number of bits needed
by the lossless compression program to represent the digital object 𝑥 given the digital
object 𝑦 as an auxiliary input, and 𝐶(𝑦|𝑥) as the inverse [67, 68].

It is also worth mentioning that NCD measures the information between two strings
and is robust to some degree of noise [69]. This behaviour is verified as long as the
compressor is normal (possess the property of Distributivity, Symmetry, Monotonicity,
Idempotency, and Density [36, 66]) and has an internal model capable of performing a
correct representation of the strings’ nature.

2.2.3 Normalized Relative Compression

The NCD measures a distance between two strings, in other words, it respects the
properties of identity, symmetry and triangle inequality. However, there are some cases
where the usage of semi-distances is more advantageous, namely when it is intended to
measure the information of a digital object relative to another. This implies that two
distance properties cannot be fulfilled, namely the property of symmetry and the triangle
inequality [64].

An important method to approximate relative information between strings is by using
relative compressors which can be based on Markov models [70] or dictionaries [71–73].
These relative compressors perform the compression of the digital object 𝑥 relatively to 𝑦,
𝐶(𝑥||𝑦), by first modelling and organizing the data of the digital object 𝑦, without knowing
the content of the digital object 𝑥. Then, the model of the digital object 𝑦 is frozen and
used exclusively to measure the number of bits needed to describe 𝑥, with the information
from the 𝑦 object. Furthermore, 𝐶(𝑥||𝑦), can be seen as the sum of the information content
provided, symbol by symbol, after processing the complete 𝑥, according to

𝐶(𝑥||𝑦) =
|𝑥|

∑
𝑖=1

𝐶(𝑥𝑖||𝑦). (2.16)

To assess the overall quantities of relative information between two strings, the Nor-
malized Relative Compression (NRC) was developed as

𝑁𝑅𝐶(𝑥, 𝑦) =
𝐶(𝑥||𝑦)

|𝑥| × log2 |𝜃|
. (2.17)
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The NRC can be seen as a string’s fraction that cannot be represented by another
string, regardless of the redundancy of this fraction. Although this measure cannot answer
specific questions relative to distances (since it is a semi-distance), it is helpful since it can
infer insights into dissimilarity or completeness. Unlike the NCD, the NRC does not require
the computation of the self-similarity term, 𝐶(𝑥), and only depends on one compression.
This decreases the computation time and provides a more predictable behaviour since it
relies on only one approximation function. In contrast, the NCD uses a ratio between two
approximation functions [74].

2.3 Summary

This chapter analyses the information theory, approximations of the Kolmogorov com-
plexity, and its derived distances and measures.

Since the success of classification and identification tasks largely depends on feature
selection and data representation, the success of our work depends on performing a cor-
rect data representation [75, 76]. Furthermore, considering different representations can
entangle and hide different explanatory factors of variation behind the data, by creating
an adequate representation of the data, we will identify the underlying explanatory fac-
tors hidden in the observed environment of low-level sensory data [75]. Finally, although
specific domain knowledge can be used to design representations, we assume that learning
with generic priors is more advantageus because it may lead to more robust and condensed
data representations.

On the other hand, using compression measures can be quite valuable since they can
provide insights into dissimilarity or completeness between data.

In the next chapter, we will start by analysing the applicability of algorithmic Kol-
mogorov complexity approximations in describing and detecting patterns of 1-dimensional
biological data.
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Chapter 3

Complexity analysis of natural
sequences

cThe metamorphosis of man - Jorge Miguel Silva, 2020.

“The butterfly’s attractiveness derives not only from colours
and symmetry: deeper motives contribute to it.

We would not think them so beautiful if they did not fly,
or if they flew straight and briskly like bees, or if they stung,

or above all if they did not enact the perturbing mystery of metamorphosis:
the latter assumes in our eyes the value of a badly decoded message,

a symbol, a sign.”
– Primo Levi
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3.1 Contextualization

This chapter focuses on studying and applying the Kolmogorov complexity on strings
encoded as 1d data structures. Since Kolmogorov complexity provides several ways to
examine different natural processes, we use it to analyse genomic sequences, which are
strings with finite length and quaternary alphabet. We perform this analysis by first testing
two ways of approximating the Kolmogorov complexity, the block decomposition method
and lossless data compressors. Efficient data compressors that consider the probabilistic
and algorithmic characteristics of the data seem more capable of identifying small programs
embedded in this type of biological data. As such, we use them to analyse and classify
genomic sequences. As will be shown in this chapter, the use of specific data compressors
to quantify data complexity (Kolmogorov complexity) profoundly impacts viral genomes’
identification, classification, and organization. This chapter follows the structure:

• Research questions and contributions;

• Biological background;

• Data compression in genomic data;

• Methods;

• Complexity analysis of viral genomes;

• Taxonomic classification;

• Summary.

3.2 Research questions and contributions

This chapter aims to use approximations of the Kolmogorov complexity to analyse
natural genomic sequences. By doing so, we aim to answer several questions: What
is the best approach to detecting and quantifying small programs embedded in natural
sequences? What information can be obtained by analysing the complexity landscape of
viral genomes? Moreover, how much information is present in a viral genome sequence?
Can this information be used for classification and viral taxonomic identification? If so,
can this be true for other genomic sequences?

In the following sections, we will answer these questions, present the information ob-
tained from performing an extensive complexity analysis of the viral genome, and demon-
strate that this information can be used to obtain state-of-the-art results in the taxonomic
identification of organisms.

20



CHAPTER 3. COMPLEXITY ANALYSIS OF NATURAL SEQUENCES

3.3 Biological background

In this chapter, we work with Deoxyribonucleic acid (DNA) and Ribonucleic acid
(RNA) genomic sequences. To introduce several concepts, we provide background re-
garding general aspects of organisms with the notions of genome and proteome, as well
as a more in-depth description of viruses, archaea, and finally, a description of Inverted
Repeats.

3.3.1 Life

Life is a quality that discerns matter that has biological processes from that which does
not. Living matter has biological processes, such as signalling and self-sustaining mecha-
nisms, and has, by definition, the capability for growth, response to stimuli, metabolism,
energy transformation, and reproduction.

There are many different types of life, including bacteria, fungus, protists, archaea,
and plants. Furthermore, in the case of viruses, they are considered to be matter near the
edge of being alive. This classification occurs because they share some traits with living
beings but are incapable of metabolizing and require a host cell to make new products.

The gene is the heredity unit, and the cell is the basic structural and functional unit
in Earth’s life forms. All cells possess cytoplasm enclosed within a membrane contain-
ing numerous biomolecules like proteins and nucleic acids. They reproduce through cell
division, where the parent cell splits into two or more daughter cells and passes its sur-
vival/behaviour instructions (genes) onto a new generation, sometimes producing genetic
variation.

Organisms are individual entities of life composed of cells which are open systems that
maintain homeostasis and have a life cycle. Organisms can be prokaryotes or eukaryotes,
and in the case of eukaryotes can either be unicellular or multi-cellular.

Prokaryotes are characterized by being the most diverse group of organisms and being
unicellular. They are separated into the bacteria and archaea domains [77].

On the other hand, eukaryotes are portrayed by the presence of membrane-bound
compartments in the cytoplasm. Specifically, a membrane-bound cell nucleus, and other
membrane-bound compartments (called organelles), i.e. mitochondria, Golgi apparatus,
and the chloroplasts [78]. Eukaryotes comprise the animal, plant and fungi domains.
Despite having very different morphologies and physiologies, all living organisms are time-
limited [79], the end of an organism’s existence being marked by death, which is the
irreversible cessation of all biological activities that maintain it.

To avoid the organism’s complete eradication, they perform a replication process where
all or some of their heredity unities (genes) are passed to their offspring. This process
can occur using a single individual (asexual process) or combining information from two
progenitor organisms (sexually). Due to the pressure of natural selection and genetic
variation, organisms have diversified and evolved, giving rise to various domains of life and
millions of species that can be traced back to a common ancestor, as shown in Figure 3.1.
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Figure 3.1: A metagenomic representation of the tree of life using ribosomal protein se-
quences of a tree of life according to Hug et al.[80].

Figure 3.1 shows the separation of bacteria, archaea, and eukaryotes. Despite their
structural resemblance, bacteria and archaea are very different types of prokaryotes. Ar-
chaea have genes and metabolic pathways more closely related to eukaryotes, particularly
transcription and translation enzymes. In addition, archaeal biochemistry is distinct, as
proven by the isoprene-composed and ether-bond phospholipids of their cell membranes.
Furthermore, archaea exist in practically every habitat despite being initially discovered
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in extreme environments, such as hot springs and salt lakes.
On the other hand, as seen in the Figure 3.1, viruses are not included in the tree of

life, not only because they do not share characteristics with cells but also because while
cellular life has a single, common origin, viruses are polyphyletic, meaning they have many
evolutionary origins. As such, a possible description of their place in the tree of life could
be dead leaves that have fallen off a tree at different points in time.

3.3.2 Genome and proteome

Despite all differences, all living beings and viruses possess genetic information. Living
beings use DNA, whereas some viruses can use RNA. DNA and RNA sequences have a
quaternary alphabet, adenine (A), cytosine (C), guanine (G), and thymine (T) for DNA
and uracil (U) in RNA (instead of thymine). Adenine and guanine are categorized as
purines, while cytosine and thymine as pyrimidines. Watson and Crick described the
double helix structure of DNA [81]. This discovery showcased Chargaff’s parity rule [82],
where the total percentage of complementary nucleotides, i.e. adenine-thymine (A-T) and
cytosine-guanine (C-G), in a double-stranded deoxyribonucleic acid (dsDNA) molecule,
should be equal.

The dsDNA molecule is composed of two anti-parallel chains containing genes that
encode the instructions necessary for the development and survival of the organisms. These
genes can have coding (exons) and non-coding (intron) regions. The coding regions of the
genes (exons) are used to create proteins. In living beings, this occurs in a two-step
process: The first step is transcription, where DNA is used to create a single-stranded
RNA molecule known as messenger ribonucleic acid (mRNA), whose nucleotide sequence
is complementary to the DNA used. The second step is translation, where a mature
mRNA molecule is used as a template for synthesizing a new protein. This process can
be different in the case of viruses.

In the translation of RNA to protein, one amino acid is added to the protein strand
for every three bases in the RNA, called codons. This process occurs using a specialized
RNA molecule called transfer ribonucleic acid (tRNA), which has three unpaired bases
(anticodon) complementary to the codon it reads on the mRNA and is also covalently
linked to the amino acid defined by the complementary codon.

When the tRNA attaches to its complementary codon in an mRNA strand, the ri-
bosome binds its amino acid payload to the new polypeptide chain, which is synthesized
from the amino terminus to the carboxyl terminus. The polypeptide chain has complex
interactions, which create a three-dimensional structure that characterizes a protein and
is fundamental for its functioning.

3.3.3 Viruses

Viruses are a strong driving force of life and evolution. They are the shortest and most
abundant life realm, estimated at around 1031 particles [83]. Likewise, viruses occupy
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almost every ecosystem [84–86] and infect all types of life forms [87, 88].
They are submicroscopic biological infectious agents that require living cells of an

organism to be active for replication [89]. They can exist outside of their host in the form
of independent particles named virions composed of the genetic material (DNA or RNA)
enclosed by the capsid. This protein shell protects the viral genome, and at the same time,
it is extracellular and promotes its entry into the host cells [90].

Most viruses possess capsids with helical (Figure 3.2 A) or icosahedral (Figure 3.2
B) arrangements [91, 92]. Different viruses, like bacteriophages, have developed other
structures composed of elongated capsids attached to a cylindrical tailed sheet (Figure 3.2
C) [93]. Others have an outer lipid bilayer named viral envelope (Figure 3.2 D), which is
constituted by a modified form of the host’s cell membranes. Viroids have naked genomes
without any protective layer. Like viruses, they use the host’s machinery to replicate, but
their genomes do not encode proteins [94]. Furthermore, some viruses are dependent on
another virus species in the host cell to be transmitted to new cells. They were named
‘satellites’ and may represent evolutionary intermediates of viroids and viruses [95, 96].
Regarding mutability, the viral and viroid realm is the most mutable [97] of the realms.

Figure 3.2: Illustrations of types of virus morphology. Virus (A) is a helical virus, where
the capsoid has a helical shape that envelops the genomic material, virus (B) is icosahedral
following cubic symmetry, (C) depicts a complex virus, namely a bacteriophage with a
prolate capsid protecting the genomic material, and (D) is virus covered by a viral envelop.

Viral genomes can be of dsDNA, single-stranded deoxyribonucleic acid (ssDNA),
double-stranded ribonucleic acid (dsRNA), single-stranded ribonucleic acid (ssRNA) or
mixed nature, being linear or circular molecules [98]. The ssRNA viruses can be further
classified as positive- or negative-ssRNA, depending on the sense of their RNA strand.
These features determine the viral replication and mRNA synthesis pathways. For in-
stance, (+)-ssRNA is directly translated into proteins by the host cell’s ribosomes, acting
as mRNA. On the other hand, (-)-ssRNA needs to be converted to a (+)-ssRNA by
an RNA-dependent RNA polymerase (RdRp) before translation. RdRp also transcribes
dsRNA to mRNA (using the negative strand as a template), and it is indispensable for
the replication of RNA viral genomes. Finally, ssDNA and dsDNA usually use the host’s
DNA-dependent RNA polymerase to form mRNA. However, before this process, ssDNA
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is converted to a dsDNA by a DNA polymerase upon cell invasion [99], which is also the
enzyme involved in the replication of DNA viruses. The RdRps have a high error rate due
to their low proofreading activity and, therefore, replication of RNA viruses is much more
prone to mutation than that of DNA viruses [100].

Viruses have a vast variation in size, ranging from around 10 nm with small genomes
to viruses with similar dimensions and genome sizes to bacteria and archaea [101, 102].
These viruses are called giant viruses and contain many unique genes currently not found
in other life forms.

There can also be hybrid viruses [103], making it difficult to identify species [104].
There are several possible combinations for the creation of a hybrid virus. One possible way
of occurring is the infection of a host’s cell by two or more related viruses and consequential
exchange of sequences between viruses. The result is the creation of a new variant derived
from the parental genomes. Another possible way is the recombination of RNA viral
genomes with the host’s RNA. Finally, there is evidence that small DNA viruses could
have been created by recombination events between RNA viruses and DNA plasmids [103].

Although the origin of viruses is still uncertain, they play an essential role in the evo-
lution of living organisms since they are horizontal gene transfer vehicles. This biological
phenomenon increases genetic diversity. Furthermore, it occasionally allows viral genetic
material to integrate into the host genomes, transferred vertically to its offspring. This
property is so preponderant in evolution that the origin of the eukaryotic nucleus might
be related to this process [105–107].

Additionally, viral genomic integration allows us to infer the evolutionary distance
between hosts by observing the shared virus integrated into their genomes. For instance,
in humans, viruses frequently establish persisting infections [108] and imprint their genetic
material in the tissues throughout life, displaying phylogeographic patterns. These can be
used as markers to understand the human population history and migrations better and
provide new insights into unidentified individuals’ origins on both global and local scales
[109]. In this respect, the JC polyomavirus is one of the most comprehensively studied
viruses. Its genotype-specific global spread has been suggested to indicate the origins of
modern [110] and ancient humans [111–113]. Furthermore, a worldwide study supported
the co-dispersal of this virus with major human migratory routes and its co-divergence
with human mitochondrial and nuclear markers [114].

3.3.4 Inverted Repeats

Inverted repeats (IRs) are nucleotide sequences with a downstream reverse complement
copy, causing a self-complementary base-pairing region [115]. Consequently, IRs usually
fold into different secondary structures (hairpin- and cruciform-like structures, pseudo-
knots) that participate or interfere in many cellular processes in all forms of life, including
DNA replication [116, 100]. Due to these traits, IRs play an essential role in genome
stabilization and destabilization [117], contributing to mutability. This mutability can
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create diseases in the short term [118], but over long periods leads to cellular evolution
and genetic diversity [119]. In many viruses, IRs in pseudoknots are involved in ribosomal
frameshifting. This translational mechanism allows the production of different proteins
encoded by overlapping open reading frames (ORFs) of the same mRNA [120, 121]. This
feature allows them to encode a more significant amount of genetic information in small
genomes and constitutes another level of gene regulation [122].

The genomes of some viruses, such as parvovirus, are flanked by inverted terminal
repeats (ITRs) that form hairpin structures functioning as a duplex origin of replication
sequence [116, 123]. Therefore, these ITRs contain most of the cis-acting information
needed for viral replication and viral packaging [123]. In adeno-associated viruses, ITRs
are essential for intermolecular recombination and circularization of genomes [124]. IRs
can also function as termination transcription signals, especially in giant viruses [125, 126].

3.4 Data compression in genomic data

In genomics, sequences can be codified as messages using a four-symbol alphabet
(𝜃 = {𝐴, 𝐶, 𝐺, 𝑇 } for DNA sequences and 𝜃 = {𝐴, 𝐶, 𝐺, 𝑈} for RNA sequences). These
messages contain instructions for survival and replication of the organism, its morphol-
ogy and historical marks from previous generations [127]. Initially, genomic sequences
were compressed with general-purpose data compressors such as gzip [128], bzip2 [129],
or LZMA [130]. However, this paradigm shifted towards using a specific compression
algorithm after the introduction of BioCompress [131]. Genomic data compressors can
outperform general-purpose data compressors since they are designed to consider specific
genomic properties such as the presence of a high number of copies and substitutional
mutations, and multiple rearrangements, such as inverted repeats [132, 133].

Given this advantage of using specific data compressors for the compression of ge-
nomic data, several algorithms have emerged to model these genomic data behaviours
[134]. Specifically, several algorithms have been created to model repetitions and inverted
repetitions in the genome regions through simple bit encoding, dictionary approaches and
context modelling [135–145].

Currently, state-of-the-art data compressors have different objectives, such as opti-
mizing for compression strength or prioritizing a balance between compression speed and
compression capability. Examples of the latter are NAF (Nucleotide Archival Format)
[146, 147] and MBGC (Multiple Bacteria Genome Compressor) [148], which are more
suitable for large data collections and are frequently used by computational biologists.
Data compressors focused on compressibility at the expense of more computational re-
sources, on the other hand, generally apply probabilistic and algorithmic model mixtures
combined with arithmetic encoding. Among the best compressors regarding compression
ratio performance for various genomic sequences, the best results are provided by cmix
[149], XM [150], Jarvis [151], and Geco3 [51]. For additional information regarding data
compressors’ compressibility capacity of genomic sequences, see [152]. Cmix [149] is a
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general-purpose lossless data compression program that optimises compression ratio at
the cost of high CPU/memory usage. It is based on PAQ compressors [153, 154] but
dramatically increases the amount of processing per input bit and computational memory.
Current updates include LSTM (Long Short-Term Memory) based models [155]. The XM
compressor [150] uses three types of experts: repeat models, a low-order context model,
and a short memory context model. On the other hand, Jarvis [151] uses a competi-
tive prediction model that estimates for each symbol the best class of models to be used.
There are two classes of models: weighted context models and weighted stochastic repeat
models, where both classes of models use specific sub-programs to handle inverted repeats
efficiently. Finally, GeCo3 [51], currently one of the best performing reference-free data
compressors, uses neural networks to improve upon the results of specific genomic models
of GeCo2 [156]. Specifically, the neural networks are used in mixing multiple contexts
and substitution-tolerant context models of GeCo2. Furthermore, GeCo3 has embedded
subprograms capable of detecting genome-specific patterns, such as inverted repeats.

3.5 Methods

This section describes the measures used in this chapter. Specifically, we first define
and contextualize the information-based measures used: the Normalized Block Decompo-
sition Method, the NC with different subprograms, the Normalized Compression Capacity
(NCC), the difference between NCs, and the minimal bi-directional complexity profiles.
Afterwards, we define another important measure, GC-Content. Finally, we described the
classification pipeline, specifically, the features and classifiers used as well as the metrics
used to evaluate the model’s performance.

3.5.1 Information-based measures

In this subsection, we describe the NC, the minimal bi-directional complexity profiles,
and the Normalized Block Decomposition Method (NBDM).

Normalized Block Decomposition Method (NBDM)

In this chapter, we use BDM to perform a comparison with the Normalized Compres-
sion. Consequentially we considered the normalization of the BDM (NBDM) by sequence
length BDM as described in Equation (2.9) of Chapter 2. In this case, since we have a
four-symbol alphabet in genomic sequences, 𝑙𝑜𝑔2(4) = 2, and NBDM is computed as

𝑁𝐵𝐷𝑀(𝑥) =
𝐵𝐷𝑀(𝑥)

2 × |𝑥|
. (3.1)

Normalized Compression

We used NC as described in Chapter 2. Since we have a four-symbol alphabet in
genomic sequences, the NC is computed as
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𝑁𝐶(𝑥) =
𝐶(𝑥)

2 × |𝑥|
. (3.2)

Given the normalization, the NC can compare the proportions of information contained
in the strings independently from their sizes [157]. If the compressor is efficient, then it can
approximate the quantity of probabilistic-algorithmic information in data using affordable
computational resources. In our work, to determine the NC, we made use of the state-
of-the-art genome compressor GeCo3 [51], using level 16, which yielded the best average
results (benchmark provided in the results section).

Besides computation of the NC using the standard configuration of this model, we also
computed the NC using GeCo3 with three subprogram configurations. These subprogram
configurations address the different compression aspects:

• 𝐼𝑅0 → uses the regular context model without IR detection;

• 𝐼𝑅1 → uses IR detection simultaneously with the regular context model;

• 𝐼𝑅2 → uses the IR detection sub-program without regular context models.

There was a need to determine the sequences with the highest normalized compression
capacity (𝑁𝐶𝐶) in some cases. When the compressor was only using the subprogram 𝐼𝑅2,
𝑁𝐶𝐶 was computed as 𝑁𝐶𝐶𝐼𝑅2

(𝑥) = 1 − 𝑁𝐶𝐼𝑅2
. Only positive values were considered

to filter computations where the compressor could not compress the sequence sufficiently.
Another measure used to quantify inverted repeats was the difference between 𝑁𝐶𝐼𝑅0

and
𝑁𝐶𝐼𝑅1

.

Minimal bi-directional complexity profiles

A complexity profile is a numerical sequence describing for each symbol (𝑥𝑖) of a
sequence 𝑥 the number of bits required for its compression assuming a causal order [158].
A minimal bi-directional complexity, 𝐵(𝑥), profile assumes the minimal representation of
compressing the sequences using both directions independently, namely ⃗⃗⃗⃗⃗⃗⃗𝐶(𝑥𝑖) as from the
beginning to the end of the sequence, and ⃖⃖⃖⃖⃖⃖⃖𝐶(𝑥𝑖) as from the end to the beginning [159].
Accordingly, these profiles are defined as

𝐵(𝑥𝑖) = min{ ⃗⃗⃗⃗⃗⃗⃗𝐶(𝑥𝑖), ⃖⃖⃖⃖⃖⃖⃖𝐶(𝑥𝑖)}. (3.3)

The construction of these profiles follows a pipeline formed of many transformations,
including reversing, segmenting, inverting, and the use of specific low-pass filters after data
compression to achieve better visualization. To compute these profiles, we use the GTO
toolkit [160].

The generation of these profiles is robust to localize specific features in the sequences,
namely low and high complexity sequences, inverted repeat regions and duplications,
among others.
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3.5.2 Other measures

The other two measures used to perform viral analysis and classification are the GC-
Content (GC) and the length of the viral genome |𝑥|.

GC-Content (GC) represents the proportion of guanine (G) and cytosine (C) bases out
the quaternary alphabet (𝜃 = {𝐴, 𝐶, 𝐺, 𝑇 /𝑈}). The GC percentage is given by the number
of cytosine (C) and guanine (G) bases in a viral genome 𝑥 with length |𝑥| according to

𝒢𝒞(𝑥) = 100
|𝑥|

|𝑥|

∑
𝑖=1

𝒩(𝑥𝑖||𝑥𝑖 ∈ 𝜉), (3.4)

where 𝑥𝑖 is each symbol of 𝑥 (assuming causal order), 𝜉 is a subset of the genomic alphabet
containing the symbols {𝐺, 𝐶} and 𝒩 the program that counts the numbers of symbols
in 𝜉.

GC-content is variable between different organisms and correlates with the organism’s
life-history traits, genome size [161], and GC-biased gene conversion [162]. Furthermore, in
RNA viruses, excess C to U substitutions accounted for 11–14% of the sequence variability
of viruses, indicating that a decrease in GC-content is a potent driver of RNA viruses’
diversification and longer-term evolution [163]. As such, this measure helps perform viral
classification.

On the other hand, it was shown that the number of base stackings (typical arrange-
ment of nucleobases found in the three-dimensional structure of nucleic acids) is one of
the most critical elements contributing to the thermal stability of double-stranded nucleic
acids. Furthermore, due to the relative locations of exocyclic groups, GC pairings have
higher stacking energy than AT or AU pairs [164]. This energy accumulation in the GC
pair in an organism’s genome makes the DNA more prone to mutation. Thus, over time,
a species tends to decrease its GC-content to become more stable [165], giving us further
information regarding viral characterization.

3.5.3 Classification

We tested several machine learning algorithms to perform the genomic and taxo-
nomic classification task: Linear Discriminant Analysis (LDA) [166], Gaussian Naive Bayes
(GNB) [167], K-Nearest Neighbors (KNN) [168], Support Vector Machine (SVM) [169],
and XGBoost classifier (XGB)[170].

Linear Discriminant Analysis is a generalization of Fisher’s linear discriminant, a
method used in statistics and other fields, to find a linear combination of features that
separates classes of objects. The resulting combination can be used as a linear classifier
[166]. Gaussian Naive Bayes is defined as a supervised machine learning classification
algorithm based on the Bayes theorem following Gaussian normal distribution [167]. K-
Nearest Neighbors is another approach to data classification, taking distance functions
into account and performing classification predictions based on the majority vote of its
neighbours [168]. Support Vector machines are supervised learning models with associated
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learning algorithms that, using data, construct a hyperplane in high-dimensional space to
perform classification [169]. Finally, XGBoost [170] is an efficient open-source implemen-
tation of the gradient boosted trees algorithm. Gradient boosting is a supervised learning
algorithm that predicts a target variable by combining the estimates of a set of simpler
models. Specifically, new models are created that predict the residuals or errors of prior
models and then added together to make the final prediction. This task uses a gradient
descent algorithm to minimize the loss when adding new models. XGBoost can use this
method in both regression and classification predictive modelling problems.

The accuracy and weighted F1-score were used to select and evaluate the classification
performance of the measures. Accuracy is the proportion of correct classifications in the
total number of cases examined, while the F1-score is computed using the precision and
recall of the test. We utilized the weighted version of the F1-Score due to the presence of
imbalanced classes.

For comparison of the results obtained, we assessed the outcomes obtained using a
random classifier. For that purpose, for each task, we determined the probability of a
random sequence being correctly classified (𝑝ℎ𝑖𝑡) as

𝑝ℎ𝑖𝑡 =
𝑛

∑
𝑖=0

[𝑝(𝑐𝑖) ∗ 𝑝𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑐𝑖)], (3.5)

where 𝑝(𝑐𝑖) is the probability of each class, determined as

𝑝(𝑐𝑖) =
|𝑠𝑎𝑚𝑝𝑙𝑒𝑠𝑐𝑙𝑎𝑠𝑠|
|𝑠𝑎𝑚𝑝𝑙𝑒𝑠𝑡𝑜𝑡𝑎𝑙|

.

On the other hand, 𝑝𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑐𝑖) is the probability of that class being correctly classified.
In the case of a random classifier,

𝑝𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑐𝑖) = 1
|𝑐𝑙𝑎𝑠𝑠𝑒𝑠|

.

3.6 Complexity analysis of viral genomes

Despite the significant impact of viruses on the evolution of living beings and the ecosys-
tem, our understanding of viruses is still relatively limited compared to other realms of
life. In particular, the complexity landscape of viruses is unknown. Complexity analysis of
genome sequences is not new and is frequently performed by data compressors, which serve
as an upper bound to Kolmogorov complexity. Many examples of these studies appeared
after the creation of the first data compressor for DNA sequences [171]. Specifically, data
compression has been used to detect repeated sequences in the Plasmodium falciparum
DNA, and observed patterns were related to large-scale chromosomal organization, and
gene expression control [171]. The XMAligner tool [172] was created for pairwise genome
local alignment, which considers a pair of nucleotides from two sequences related if their
mutual information in context is significant. They used a lossless compression method
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to measure the information content of nucleotides in sequences. Graph compression was
used to compare large biological networks [173]. This method involved compressing the
original network structure and then measuring the similarity of the two networks using the
compression ratio of the concatenated networks. The method was applied to several organ-
isms, showing an efficient ability to measure the similarities between metabolic networks.
Data compression was used to approximate the Kolmogorov complexity and applied to
data derived from sequence alignment data [174]. This process identified a novel way of
predicting three aspects of protein structure: secondary structures, inter-residue contacts
and the dynamics of switching between different protein states. An analysis of the com-
plexity of different DNA genomes was performed, demonstrating various evolution-related
findings linked with complexity, notably that archaea have a higher relative complex-
ity than bacteria and eukaryotes on a global scale. Furthermore, viruses have the most
complex sequences according to their size [157]. Metagenomic composition analysis of
a sedimentary ancient DNA sample was performed using relative compression of whole-
genome sequences [175]. The results showed that several viruses and bacteria expressed
high levels of similarity relative to the samples. Finally, an alignment-free tool was created
to accurately find genomic rearrangements of DNA sequences following previous studies,
which took alignment-based approaches or performed Fluorescence In Situ Hybridization
(FISH) [176].

Given the applicability of compression methods in the analysis of genomic sequences
and intending to understand viruses better, in this section, we conduct an extensive com-
plexity analysis of the viral world through the automatic computational analysis of its
genome complexity and associated characteristics. Specifically, we use a genomic com-
pressor to analyse the complexity across viral taxonomies and quantify the algorithmic
information embedded in viral genome sequences better represented by small programs.

Since studying the complexity of a DNA/RNA sequence requires efficient data com-
pressors that take into account the probabilistic and algorithmic characteristics of the
data, we compared several state-of-the-art genomic data compressors and another approx-
imation of the Kolmogorov complexity besides data compression. This comparison was
made to evaluate their ability to detect IRs with increasing levels of mutations. Conse-
quently, the best method was used to analyse viruses’ complexity and overall abundance
of inverted repeats and to construct cladograms.

The following subsections describe the database and discuss the results obtained.

3.6.1 Data description

The dataset is composed of 12,163 complete reference genomes from 9,605 viral taxa
retrieved from NCBI database on 22 January 2021 1. The download was performed in
a custom manner to retrieve the taxonomic id, host and geolocation of each reference

1 https://www.ncbi.nlm.nih.gov/labs/virus/vssi/#/virus?SeqType_s=Nucleotide&VirusLineag
e_ss=Viruses,%20taxid:10239&SourceDB_s=RefSeq&GenomeCompleteness_s=complete&CreateDate_dt
=1998-01-01T00:00:00.00Z%20TO%202021-01-22T23:59:59.00Z
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genome. The metadata header was removed from each sequence using the GTO toolkit
[160], where any nucleotide outside the quaternary alphabet {𝐴, 𝐶, 𝐺, 𝑇 /𝑈}, was replaced
by a random nucleotide from the quaternary alphabet. Notice that the sequences with
symbols outside the alphabet are scarce. Finally, the type of genome and the taxonomic
description of each sequence were retrieved using Entrez-direct [177].

Then, the retrieved NCBI sequences were filtered to remove possibly contaminated or
poorly sequenced sequences. Firstly, using the taxonomic metadata, sequences that did
not hold complete taxonomic information down to the genus rank and any sequences that
maintained a taxonomic description of unclassified were removed. Secondly, we applied
a filter to remove outlier sequences. Specifically, after computing all sequences’ length,
GC-Content, and Normalized Complexities, sequences whose measure fell outside 𝜇±3×𝛿
(approximately 0.03% of all sequences) of any measure were removed. A total of 182
sequences were removed since they most likely have errors in the assembly process or
contamination. After filtering, we kept 6,091 of the initial 12,163 sequences.

3.6.2 Determining the optimal way to quantify probabilistic-
algorithmic information in viral sequences

Viral genomes have specific characteristics, for example, short length, high average
complexity, and specific structures, that require the proper optimization of the data com-
pressor to provide higher modelling adaptability and efficiency. As such, to find the best
way to analyse the complexity of viral genomes, we performed three separate tests: one
using synthetic data to simulate small program detection; another using a small sample of
natural sequences to determine the best time-compressibility compressor; and a final step
to determine the best configuration for the selected method.

Synthetic sequence benchmark

Genomes have small subprograms embedded in them. One of the most relevant for
characterization is the subprogram that creates Inverted Repeats. These subsequences
occurring in viral genomes are better described using simple algorithmic approaches. To
benchmark the ability of different programs to quantify IRs accurately, we created a ge-
nomic sequence of 10,000 nucleotides in which the last 5,000 were inverted repeats of the
first 5,000. This length was chosen since the median size of the viral genomes is 9,836 bases.
This sequence was mutated incrementally from 0% to 10%, meaning that the number of IR
bases decreases with the increase of nucleotide substitutions. For each sequence, the NC
was computed with: i) GeCo3 [51], without and with the IR detection program (𝐼𝑅0 and
𝐼𝑅2, respectively), ii) PAQ8 [178] and iii) Cmix [149] (Figure 3.3). The Normalized Block
Decomposition Method (NBDM) [48] was also computed as a measure more predisposed
to algorithmic nature quantification. Results show that GeCo3 with the 𝐼𝑅2 subprogram
compresses the sequences better than the other programs, resulting in a lower NC at 0%
mutational rate (Figure 3.3). No other compressor (cmix and PAQ8) could detect IRs and
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compress the sequence. Furthermore, NBDM cannot detect the IRs, as shown by the same
high NC across sequences with various mutation rates. It is also evident that GeCo3 with
𝐼𝑅2 can detect IRs even in the presence of substantial mutations (5% of mutation) and is
sensitive to different levels of nucleotide substitutions, as seen by the increase in NC with
the increase of the mutational rate (i.e. decrease of IRs). The difference between 𝑁𝐶𝐼𝑅0

and 𝑁𝐶𝐼𝑅1
, both computed with GeCO3, was also analysed as a supplementary measure

to show the significance of IRs in genomic sequence compression. Its profile is inverse
to the 𝐼𝑅2 and confirms that the accumulation of nucleotide substitutions decreases the
number of IRs in the sequence.
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Figure 3.3: Plot describing the variation of NC and Normalized Block Decomposition
Method (NBDM) with an increase of mutation rate of a sequence (0%-10%). The NC
was computed using the state-of-the-art genomic compressor (GeCo3[51]) and a general-
purpose compressor (PAQ8 [178]). The red line depicts the NBDM, the NC value using
cmix with brown, and PAQ8 by a purple line. Furthermore, the GeCo3 compressor with
(𝐼𝑅2) and without the IR detection subprogram (𝐼𝑅0) is shown in orange and blue lines,
respectively. Finally, the green line shows 𝑁𝐶𝐼𝑅0

− 𝑁𝐶𝐼𝑅1
.

Comparison between state-of-the-art compressors

Cmix [149] and GeCo3 [51] are state-of-the-art genomic compressors. To assess the
viability of each compressor, we tested their computational time and NC values on a small
sample consisting of 8 medium size viral genomes. The results, presented in Figure 3.4,
show that the compression ratio of GeCo3 is, on average, slightly better, with a much
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more reasonable computational time (on average, three orders of magnitude faster than
cmix).
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Figure 3.4: Comparison between cmix and GeCo3 when applied to various Human Her-
pesviruses regarding computational time and compression ratio obtained (NC).

Fine tuning GeCO3 parameters

Since GeCo3 provided better results in the sample and contains many types of com-
pression levels [51], we next finetuned the GeCo3 parameters to find a better configuration
that achieves good average compression results. To this end, we selected 19 levels of mod-
els in GeCo3, which correspond to the default 13 levels of the GeCo3 compressor and six
others built for this task. The list of the levels used and the parameter descriptions can
be found in Table A.1 and Table A.2 of Appendix A. The 13 default levels of the com-
pressor have increasingly higher complexity and take longer to run since they use higher
context models. Therefore, since the first and lightest level performed best, the other six
custom-built levels were also built with lightweight models. These models were applied to
each viral genome from the dataset, and their NC was computed.

We evaluated the frequency of each level yielding the lowest NC (provided the best
compression for a given sequence; Figure 3.5 A) and determined the sum of the NC from
the compression of all reference genomes for each model (Figure 3.5 B). Overall, we selected
level 16 because it provided the lowest NC on average (28.38% as the best compression
level) and the lowest NC sum from compressing all reference genomes. This level is formed
of a mixture using a neural network with the following models:

• Model 1 → context-order of 1, an alpha parameter of 1 (without inverted repeats),
and a gamma parameter of 0.7 (parameters explained in Table A.2 of Appendix A);

• Model 2 → context-order of 12, an alpha parameter of 1/50 (with inverted repeats),
and a gamma parameter of 0.97.

The chosen level comprises two models with a small and average context model. This
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Figure 3.5: Selection of a level for GeCo3 from a pool of 19 levels. (A) depicts the
frequency of each level providing the best NC results, and (B) shows for each level the
sum of the NC from the compression of all reference genomes. For better visualization,
please visit the website https://asilab.github.io/canvas/.

configuration performed better because most viral genomes are small and compact, where
a small genomic space usually separates repetitions and IRs. Therefore, the depth of the
models is more adapted to provide higher efficiency to the average of the viral genomes
than, for example, a higher context model (higher than 13) that can perform marginally
better in more extensive and repetitive sequences but which loses sensitivity in the average
of the genomes.

Insights

During this analysis, GeCo3 was shown to have good computational time and com-
pressibility, ability to detect IRs (unlike the other methods used), and was resistant to
substitutional mutation up to 10%, showing that it can also deal with this extreme nature
of genomic data, namely approximate IRs. For these reasons, GeCo3 was chosen as the
method to perform this complexity analysis.
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3.6.3 Viral genome analysis and its visualization

The core of the viral genomes was analysed in terms of complexity landscape, includ-
ing the trends, singularities, and patterns for both the use or absence of IRs. The NC,
using GeCo3, with 𝐼𝑅0, 𝐼𝑅1 and 𝐼𝑅2 subprograms was determined and the 𝑁𝐶𝐶𝐼𝑅2

was
calculated. The outcome was interpreted according to the genome type or the taxonomic
group, together with the average of their genome sizes (Figure 3.6 and Table 3.1). Notice
that the NC can compare proportions of the absence of redundancy independently from
the sizes of the genomes. This value is complementary to the normalized redundancy.
Specifically, the redundancy (R) of a sequence x is defined as

𝑅(𝑥) = |𝑥| log2 |𝜃| − 𝐶(𝑥), (3.6)

where |𝑥| is the length of the sequence, |𝜃| is the cardinality of the alphabet and 𝐶(𝑥) is
the compressed size of 𝑥 in bits, and the normalized redundancy (NR) as

𝑁𝑅(𝑥) = 1 −
𝐶(𝑥)

|𝑥| log2 |𝜃|
. (3.7)

Complexity landscape according to genome type

According to NCBI, the virus’s genomes are of five types: dsDNA, ssDNA, dsRNA, ss-
RNA and mixed-DNA. On average, RNA viruses mutate faster than DNA viruses, double-
strand viruses mutate slower than single-stranded viruses, and genome size correlates neg-
atively with mutation rate [179]. Results show that ssDNA, followed by mixed-DNA and
dsRNA viruses, have higher NC, whereas dsDNA genomes have the lowest (Figure 3.6; Ta-
ble 3.1). In general, smaller genomes are less complex and are more likely to contain fewer
repeats, and hence, have less redundancy, and ssDNA, mixed-DNA and dsRNA genomes
have smaller average sequence lengths (3282 bp, 3258 bp, and 8377 bp; Table 3.1).

Table 3.1: Depiction of the genome type by the highest NC, normalized compression
capacity (𝑁𝐶𝐶) and difference. 𝑁𝐶𝐶 is computed by 𝑁𝐶𝐶 = 1 − 𝑁𝐶𝐼𝑅2

> 0, and the
difference (diff) as difference = 𝑁𝐶𝐼𝑅0

− 𝑁𝐶𝐼𝑅1
. Furthermore, the shows the genomes’

average sequence length (SL) and GC-Content (GC).

Normalized Compression Inverted Repeats Difference

Genome NC SL GC Genome NCC SL GC Genome diff SL GC

ssDNA 1.065 3282 0.447 dsDNA 0.029 84721 0.485 ssDNA 0.006 4672 0.435

mixedDNA 1.050 3258 0.491 ssDNA 0.026 5981 0.389 dsDNA 0.006 80636 0.470

dsRNA 1.047 8377 0.456 ssRNA 0.015 13425 0.393 mixedDNA 0.002 3311 0.434

ssRNA 1.013 9564 0.437 dsRNA 0.015 19911 0.396 dsRNA 0.001 6186 0.431

dsDNA 0.977 70353 0.481 ssRNA 0.001 10197 0.433

According to the 𝑁𝐶𝐶 and the 𝑁𝐶𝐼𝑅0
−𝑁𝐶𝐼𝑅1

results, dsDNA and ssDNA have more
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Figure 3.6: Average Normalized Compression (ANC) and average sequence length per viral
group by genome type.

significant quantities of IRs than the other genome types. This can be due to ITRs present
at the ends of some dsDNA viruses, such as Adenovirus and Ampullaviruses, and ssDNA
virus as Parvoviruses, or other IRs structures that perform ribosomal frameshifting.

This analysis shows that the redundancy of dsDNA is higher than ssDNA, but for RNA
viruses, the opposite occurs. The sequences that showed a higher normalized redundancy
of the ssRNA relative to dsRNA have approximately the same length. However, the
dataset of dsRNA has less than one order of magnitude in the number of sequences. This
difference is natural since ssRNA is much more abundant than dsRNA. Nevertheless, this
discrepancy could justify the higher normalized redundancy of ssRNA in the first instance.
Although the lower average NC values of ssRNA are similar to dsRNA, the dsRNA has
higher NC extremes. Therefore, we argue that this difference in the number of sequences
in the dsRNA is not significant in changing the lower average of the ssRNA. Also, ssRNA
is more prone to mutation than dsRNA [180]. On the other hand, extensive C to U
mutations have been reported in many mammalian RNA viruses [163]. This behaviour
was detected during a much faster evolution of the SARS-CoV- 2, an ssRNA virus [181].
Therefore, the faster average decrease of GC-content in ssRNA viruses explains a decrease
in the ssRNA entropy, and hence, average NC. A higher GC-content (approximately 2%)
of the dsRNA over ssRNA strengthens these outcomes (Table 3.1).

Complexity landscape according to taxonomic level

In complexity analysis of viral genomic sequences, when considering the realm taxo-
nomic level (Figure 3.7), the lowest NC values were obtained for Adnaviria, Varidnaviria
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and Duplodnaviria (Tables A.3 and A.4 in Appendix A). These results are consistent with
the genomic grouping since they are composed exclusively of dsDNA viruses and have
the highest sequence lengths. Hence, an inverse correlation between genome size and NC
was generally observed as with the genome type analysis (Figures 3.6 and 3.7) and oc-
curs across all taxonomic levels (Table A.4 of Appendix A). However, within these three
realms, Adnaviria has the lowest sequence length and presents higher compressibility than
Varidnaviria and Duplodnaviria, suggesting that the last are highly complex.
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Figure 3.7: Average Normalized Compression (ANC) and average sequence length per viral
group by realm. To view all boxplots by groups of realm, kingdom, phylum, class, order,
family, and genus, please visit the website https://asilab.github.io/canvas/.

Regarding IRs, Adnaviria was the realm where the highest compression was obtained
using the 𝐼𝑅2 subprogram (highest rate of IRs; Table A.5 in Appendix A). Consequently,
its only recognized kingdom, Zilligvirae, also has one of the highest NCC values (Table A.5
in Appendix A). Adnaviria is a realm constituted of mostly A-form dsDNA viruses, and
the ends of their genomes contain ITRs [182]. A-form is proposed to be an adaptation
allowing DNA survival under extreme conditions since their hosts are hyperthermophiles
and acidophiles microorganisms from the archaea domain [182, 183]. The fact that Ad-
naviria presented the lowest NC might indicate that their genomes require redundancy to
survive such extreme environments. The kingdom of Trapavirae, belonging to the realm of
Monodnaviria, is also composed of dsDNA viruses that infect halophilic archaea. Together
with the kingdom of Zilligvirae, Trapavirae presented the highest difference between IRs
and standard compression (Table A.6 in Appendix A). These results also support that IRs
can stabilize the DNA of viruses in extreme environments. It has already been demon-
strated that archaeal viruses with linear genomes use diverse solutions to protect and
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replicate the genome ends, including covalently closed hairpins and terminal IRs [184].
Botourmiaviridae presented the highest complexity at the family level, followed by Al-

phasatellitidae and Tolecusatellitidae families (Table A.4). Botourmiaviridae is composed
of ssRNA viruses that infect plants and filamentous fungi [185]. Curiously, plants and fungi
have higher redundancy despite the lower redundancy of their pathogens. Alphasatelliti-
dae and Tolecusatellitidae are families of satellite viruses that depend on the presence of
another virus (helper viruses) to replicate their genomes. These satellite viruses have min-
imal genomes, making sense that they possess very low redundancy. Regarding IRs, Mala-
coherpesviridae, Herpesviridae, and Rudiviridae contained the highest 𝑁𝐶𝐼𝑅0

− 𝑁𝐶𝐼𝑅1

difference (Table A.6 in Appendix A). Malacoherpesviridae and Herpesviridae are evolu-
tionarily close dsDNA viruses, since they belong to the order of Herpesvirales [186]. Mala-
coherpesviridae encompasses the genera Aurivirus and Ostreavirus, which infect molluscs.
Herpesviridae are also known as herpesviruses and have reptiles, birds and mammals as
hosts. This family will be discussed in more detail in the following subsection. Rudiviridae
is a family of viruses with linear dsDNA genomes that infect archaea. The viruses of these
families are highly thermostable and can act as a template for site-selective and spatially
controlled chemical modification. Furthermore, the two strands of the DNA are covalently
linked at both ends of the genomes, which have long ITRs [187]. Again, these IRs could
be an adaptation to stabilize the genome.

Complexity landscape of the Herpesviridae family

Here we analysed the complexity landscape of the genera of the Herpesviridae family
in more detail, and the results show a significant variation between them (Figure 3.8 A).
Mardivirus had the highest 𝑁𝐶𝐼𝑅0

− 𝑁𝐶𝐼𝑅1
difference among all viruses, and only three

other genera (out of thirteen) of herpesviruses were within the ten highest differences list
(Table A.6 in Appendix A). Indeed, the genus Mardivirus had the highest compression,
whereas the genus Lymphocryptovirus possessed very low compression with the 𝐼𝑅2 sub-
program. We performed the minimal bi-directional complexity profiles of one sequence of
each virus to visualize their distribution of complexity locally (Figure 3.8 C). As we can
see, Human herpesvirus 4 (also known as Epstein-Barr virus) has more internal repeats
(Figure 3.8 C, 𝐼𝑅0 profile) detected and fewer IRs (Figure 3.8 B; 𝐼𝑅2 profile). The op-
posite occurs with the Falconid herpesvirus-1 strain S-18, where IRs are more prominent
than internal repetitions. Furthermore, these regions determined with compression profiles
coincide with actual regions detected in the genome with other methods (Figure 3.8 C;
first profile).

Next, we analyse a particular group of the Herpesviridae family, the human her-
pesviruses (HHVs), regarding their genome complexity and IRs abundance. Some of these
viruses are involved in globally prevalent infections and cancers and are characterized
by lifelong persistence with reactivations that can potentially manifest life-threatening
conditions [188]. Globally, the HHVs present a higher redundancy than other viruses (Fig-
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Figure 3.8: Average Normalized Compression (ANC) and average sequence length per
the genera of the Herpesviridae family (A) and for various Human Herpesviruses (B).(C)
minimal bi-directional complexity profiles of Lymphocryptovirus and Mardivirus. In panel
A, two genera were selected, one with a low level of IRs (Lymphocryptovirus) and one
with a high level of IRs (Mardivirus). Then, a representative reference sequence was
selected (Lymphocryptovirus - Human herpesvirus 4 or EBV, NCBI Reference Sequence:
𝑁𝐶_024450.1; Mardivirus - Falconid herpesvirus 1 strain S-18, NCBI Reference Sequence:
𝑁𝐶_009334.1) and used to create minimal bi-directional complexity profiles.

ure 3.8 B). These viruses are divided into i) the alpha-subfamily members, namely herpes
simplex virus type 1 and 2 (HSV-1 and HSV-2) and varicella-zoster virus (VZV), ii) the
beta-subfamily of human cytomegalovirus (HCMV) and human herpesviruses 6A, 6B, and
7 (HHV-6A, HHV-6B, and HHV-7) and iii) the gamma-subfamily of Epstein-Barr virus
(EBV) and Kaposi’s sarcoma-associated herpesvirus (KSHV). Specifically, the EBV, one
of the most potent cell transformation and growth-inducing viruses known, capable of
immortalizing human B lymphocytes, contains a higher redundancy than the other HHVs
(Figure 3.8 B). The other gamma-herpesvirus, KSHV, has the genome with the highest
𝑁𝐶𝐼𝑅1

(Figure 3.8 B). Unlike the beta- and gamma-subfamilies, the alpha-subfamily is
characterized by a substantial quantity of IRs, as suggested by the NCs with 𝐼𝑅1 and
𝐼𝑅2 configurations (Figure 3.8 B). The VZV has the shortest genome and the highest NC
within this group. These differences might be justified by the different rates of evolution
within these genomes [189]. Considering the beta-subfamily members, HCMV contains a
small proportion of IRs while having a substantial-high NC relative to other HHVs being
analysed. Since the HCMV has the largest genome, this was surprising because the NC
typically has an inverse correlation with the genome size and the quantity of IRs. The
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other beta-subfamily members are the Human Herpesvirus 6A, 6B, and 7, which produced
lower NCs (with 𝐼𝑅1 and 𝐼𝑅2 configurations) compared to the other HHVs, with a low
quantity of IRs, an effect that their integrating function might favour. For instance, HHV-
6A and 6B can integrate their genomes into the telomeres of latently infected cells [190,
191]. Thus, their genomes contain subsequences similar to the human telomere regions
that can be formed by internal nucleotide repetitions [192]. As such, these are sequences
with very low complexity, and hence, highly compressible.

Alternative visualization methods of the viral complexity landscape

After analysing the results, we wanted to display the results qualitatively. As such, we
generated Cladograms depicting the redundancy (NC; Figure 3.9 A) and the prevalence
of inverted repeats (NCC; Figure 3.9 B) on each taxonomic branch. In addition, we per-
formed the same analysis to portray the relation between inverted and internal repetitions
(Figure 3.10). These cladograms show the broad picture of the regions with more complex
and less redundant sequences, regions rich in inverted repeats, and regions with a higher
prevalence of inverted repeats relative to standard repetitions in the genomes.

Another way to analyse the results is by producing 3D-scatter plots of randomly sam-
pled values obtained from computing the features’ sequence length (SL), NC and GC-
content (GC; Figure 3.11 A) or 2D-scatter plots of their projections (Figure 3.11 B and
C), both concerning a particular taxonomic level (herein realm). Analysing the sequence
length projections (Figure 3.11 B), it is evident that there is a logarithmic downtrend
of the NC with the increase in sequence length. Thus, although longer sequences have,
on average, greater complexity (absolute quantities), they have higher redundancy, which
the data compressor takes advantage of to perform a better compression. On the other
hand, the NC vs the GC-content displays a normal distribution around the 0.5 GC-mark,
with higher complexities associated with a similar frequency of occurrence of the four
bases A, C, G, T/U (Figure 3.11 C). This result also makes sense since, in principle,
a well-distributed frequency of bases has more complex sequences which are harder to
compress. The image also shows that the NC, GC and SL seem to discriminate between
different taxonomic groups (Figure 3.11). As such, in the following section, we analyse the
classification capability of these features.

Insights

During this analysis, we identify that, on average, dsDNA viruses are the most redun-
dant (least complex) according to their size, and ssDNA viruses are the least redundant.
Contrarily, dsRNA viruses show a lower redundancy relative to ssRNA viruses.

In the analysis at the taxonomic level, we have found indications that some viruses that
infect extremophiles are more redundant and possess more IRs, indicating the presence of
an adaptation to stabilize the genome in these environments.

In-depth analysis of the human herpesviruses indicated that higher compressibility and
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Figure 3.9: Cladograms showing average NC of each viral group (A), and the normalized
compression capacity (𝑁𝐶𝐶) (B). 𝑁𝐶𝐶 results were obtained by 𝑁𝐶𝐶 = 1−𝑁𝐶𝐼𝑅2

> 0.
The colour red depicts the highest complexity, and blue the lowest. The first cladogram
describes the NC of each taxonomic branch. Red shows genomes with less redundancy, and
blue more redundancy. On the other hand, the second cladogram depicts the prevalence
of inverted repeats on each taxonomic branch. Red indicates branches with genomes with
a high percentage of inverted repeats, whereas blue shows branches with a low percentage.
For better visualization, please visit the website https://asilab.github.io/canvas/.

abundance of inversions in herpesvirus might be associated with viral genome integration
and showed that it is possible to provide the structural description of the viral genome
using minimal bi-directional complexity profiles.
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Figure 3.10: Cladogram showing average difference (𝑁𝐶𝐼𝑅0
−𝑁𝐶𝐼𝑅1

> 0). Red depicts the
branches where on average, the genome possesses more inverted repetitions than internal
repetitions (higher difference), whereas blue represents the branches with fewer inverted
repetitions than internal repetitions (smaller difference).
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3.7 Taxonomic classification

Metagenomics is a vast field that enables the discovery of taxonomic and physiological
information of species collected from their natural environment. Acquiring this infor-
mation is especially important given the role that microorganisms play in terms of the
structural and functional balance of the ecosystem, medicine and patient health status, as
well as industrial and economic activity [193]. Due to its importance, this field has become
instrumental in medicine, forensics, and exobiology [104].

The rapid growth of metagenomics has led to the generation of large amounts of ge-
nomics data. As a result, several institutions host distinct genomic repositories. These
data can be used to help researchers conduct genomic analysis. However, to do so, a
correct characterization and identification of the genomic samples present in these repos-
itories are vital since repositories correctly catalogued facilitate filtering and selection for
research. This characterization can be done by identifying the organisms in the metage-
nomics samples. However, the identification of the organism is not always conclusive [194].
The leading cause is that most classification pipelines rely on reference-based comparison
approaches to perform organism identification [195], where the reconstructed sequence is
compared to a collection of references stored in a database. Problems occur when perform-
ing reference-based identification since this method is ineffective when there is a variation
between the sequences of known organisms in the database, when irregularities are intro-
duced during the reconstruction process of the organism being identified, or when a new
organism is being sequenced [196, 197].

Other approaches have recently been used to identify organisms without reference-
based methods. Karlicki et al. [198] developed a deep learning-based categorization sys-
tem. The system first classifies nuclear and organellar eukaryotic fractions. Afterwards,
it separates organellar sequences into plastidial and mitochondrial categories. Zhang et
al. [199] used k-mers as genomic features for viral genome identification.

In the previous section, we observed that the NC, GC and SL features seem capable of
discriminating between different viral taxonomic groups. Consequently, in this section, we
analyse and propose a feature-based methodology for classification that uses NC and other
simple features. We will start by performing viral classification using a viral database and
then archaea classification in a database of archaea genomic sequences.

3.7.1 Viral classification

SOTA of viral taxonomic classification

Although sequence alignment is essential for genomic analysis, the fact that pairwise
and multiple alignment methods are often slow led to the popularization of fast alignment-
free methods for sequence comparison. Most alignment-free methods are based on word
frequencies for words of a fixed length or word-matching statistics. Others use the length
of maximal word matches, and others rely on spaced-word matches (SpaM). These inex-
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act word matches allow mismatches at certain pre-defined positions and can accurately
estimate phylogenetic distances between DNA or protein sequences using a stochastic
model of molecular evolution [200]. This approach has also been updated as the Mul-
tiple Spaced-Word Matches (Multi-SpaM) method, which is based on multiple sequence
comparison and maximum likelihood [201]. Regarding viral sequences, many studies were
performed on alignment-free sequence comparison and classification. For instance, Gar-
cia et al. [202] developed a dynamic programming algorithm to create a classification
tree using metagenome viruses. To create the classification tree, k-mer profiles of each
virus’ metagenome were created, and proportional similarity scores were generated and
clustered. Using the JGI metagenomic and NCBI databases, the authors identified the
correct virus (including its parent in the classification tree) 82% of the time. Zhang et al.
[199] created an alignment-free method that employed k-mers as genomic features for a
large-scale comparison of complete viral genomes. After determining the optimal k for all
3,905 complete viral genomes, a dendrogram was created, which shows consistency with
the viral taxonomy of the ICTV and the Baltimore classification of viruses. He et al. [203]
proposed an alignment-free sequence comparison method for viral genomes based on the
location correlation coefficient. When applied to evolutionary analysis of common human
viruses, including SARS-CoV-2, Dengue virus, Hepatitis B virus, and human rhinovirus,
it achieves the same or even better results than alignment-based methods. Finally, Huang
et al. [204] proposed a classification method based on discriminant analysis, employing
the first and second moments of positions of each nucleotide of the genome sequences as
features, and performed classification of genomes regarding their Baltimore classification
and family (12 families), obtaining a maximum value of accuracy of 88.65% and 85.91%,
respectively.

Feature-based archaea taxonomic classification

Considering these studies, here we aim to create an alignment-free feature-based clas-
sification method. We performed eight classification tasks using the viral dataset. Specifi-
cally, the sequences were classified regarding their genome type, realm, kingdom, phylum,
class, order, family, and genus. To that end, we conducted a random 80-20 train-test
split on the dataset to perform viral classification. Due to classes being imbalanced in
the dataset, we performed several actions. First, we did not consider classes with fewer
than four samples. Depending on the classification task, the number of samples decreased
from 6,091 to the values shown in Table 3.2 (number of classes column). Secondly, we
performed a stratified train-test to ensure each label’s representability in the train and
test sets. Finally, instead of performing k-fold cross-validation, we performed the random
train-test split fifty times and retrieved the average of the evaluation metrics. Then, we
computed the Accuracy and the Weighted F1-score to select the best-performing method.

We applied 5 types of classifiers: Discriminant Analysis (LDA) [166], Gaussian Naive
Bayes (GNB) [167], K-Nearest Neighbors (KNN) [168], Support Vector Machine (SVM)
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[169] and XGBoost (XGB) classifier [170].
We performed classification using six different features: Sequence Length (SL), GC-

Content (GC), the NC values for the best performing model, and the NC of the same
model with IR configuration to 0, 1 and 2. These six features were fed to all the classifiers,
and the accuracy and weighted F1-score were measured to determine which classifier was
best suited for this task.

Tables 3.2 and 3.3 depict the accuracy and weighted F1-score values obtained for
each classifier. For all classification tasks, the best performing classifier was the XGBoost
classifier.

Table 3.2: Accuracy results obtained for viral taxonomic classification tasks regarding
genome type, realm, kingdom, phylum, class, order, family, and genus. The classifiers
used were Linear Discriminant Analysis (LDA), Gaussian Naive Bayes (GNB), K-Nearest
Neighbors (KNN), Support Vector Machine (SVM), and XGBoost classifier (XGB).

Classification Classes Samples LDA GNB SVM KNN XGB

Genome 5 6089 67.32 74.14 72.41 84.40 87.25
Realm 5 5799 75.95 80.95 81.38 88.71 92.57
Kingdom 10 5788 73.49 78.76 78.41 85.49 90.96
Phylum 17 5778 61.59 56.75 55.88 71.28 83.41
Class 34 5845 51.15 52.95 47.56 63.47 80.23
Order 48 5838 48.89 55.65 48.89 60.62 79.62
Family 102 5990 36.64 43.24 27.05 42.99 74.46
Genus 360 4673 44.60 36.79 18.82 17.65 68.71

Table 3.3: F1-score (F1) results obtained for viral taxonomic classification tasks regarding
genome type, realm, kingdom, phylum, class, order, family, and genus. The classifiers
used were Linear Discriminant Analysis (LDA), Gaussian Naive Bayes (GNB), K-Nearest
Neighbors (KNN), Support Vector Machine (SVM), and XGBoost classifier (XGB).

Classification Classes Samples F1LDA F1GNB F1SVM F1KNN F1XGB

Genome 5 6089 0.6549 0.736 0.6989 0.836 0.8662
Realm 5 5799 0.7496 0.8001 0.7949 0.8817 0.9234
Kingdom 10 5788 0.7238 0.7640 0.7512 0.8410 0.9039
Phylum 17 5778 0.5824 0.5226 0.4435 0.6891 0.8299
Class 34 5845 0.4780 0.4562 0.3803 0.5896 0.7963
Order 48 5838 0.4435 0.4798 0.3832 0.5462 0.7884
Family 102 5990 0.3042 0.3517 0.1681 0.3429 0.7323
Genus 360 4673 0.3600 0.2956 0.0682 0.0621 0.6561

Following this, we analysed if all features were necessary. For that purpose, the XG-
Boost classifier was used with only the NC feature, the NC with SL and GC, and finally,
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using all features. The obtained accuracies are shown in Table 3.4, and the weighted
F1-score results are shown in Table 3.5.

Table 3.4: Results obtained for viral taxonomic classification task regarding the genome
type, realm, kingdom, phylum, class, order, family, and genus using XGBoost classifier.
The features used were the genome sequence length (SL), the GC-content (GC) and the
NC values for the best model, the same model with IR configuration to 0, to 1 and 2.
The results correspond to the accuracy, and the probability of a random sequence being
correctly classified (𝑝ℎ𝑖𝑡) using a random classifier.

Classification Classes Samples phit
Accuracy

NC NC+GC NC+ SL+GC All without SQ All Features

Genome 5 6089 20.00 75.57 80.60 87.11 81.24 87.25

Realm 5 5799 20.00 77.90 84.56 92.25 86.16 92.57

Kingdom 10 5788 10.00 76.44 82.51 90.82 84.06 90.96

Phylum 17 5778 5.88 63.97 70.69 82.36 73.21 83.41

Class 34 5845 2.94 59.83 65.90 79.05 68.66 80.23

Order 48 5838 2.08 58.44 65.08 78.20 67.88 79.62

Family 102 5990 0.98 43.35 54.06 72.46 58.34 74.46

Genus 360 4673 0.28 35.59 50.02 67.32 54.23 68.71

Table 3.5: F1-score obtained for the viral taxonomic classification task regarding genome
type, realm, kingdom, phylum, class, order, family, and genus. The features used were
the genome sequence length (SL), the GC-content (GC) and the NC values for the best
model, the same model with IR configuration to 0, 1 and 2.

Classification Classes Samples
F1-score

NC NC+GC NC+ SL+GC All without SL All Features

Genome 5 6089 0.7490 0.7988 0.8649 0.8051 0.8662

Realm 5 5799 0.7726 0.8401 0.9200 0.8569 0.9234

Kingdom 10 5788 0.7518 0.8131 0.9026 0.8295 0.9039

Phylum 17 5778 0.6234 0.6926 0.8194 0.7188 0.8299

Class 34 5845 0.5742 0.6404 0.7844 0.6705 0.7963

Order 48 5838 0.5568 0.6292 0.7736 0.6598 0.7884

Family 102 5990 0.4112 0.5187 0.7118 0.5636 0.7323

Genus 360 4673 0.3248 0.4661 0.6417 0.5089 0.6561

The best results are obtained when using all features. This improvement increased
when the number of classes was higher, demonstrating that the different compression sub-
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programs (𝐼𝑅0, 𝐼𝑅1, and 𝐼𝑅2) are more helpful in classifying more specific taxonomic
groups. The results show a decrease in accuracy and F1-score when there is an increase
in the number of classes. Specifically, we obtained the best performance in the realm clas-
sification of the virus (accuracy - 92.57%, F1-score - 0.9234) and our lowest performance
in genus classification (accuracy - 68.71%, F1-score - 0.6561). This decrease is mainly
because the average number of samples per class decreases as the number of classes in-
creases. As such, many classes may still have an insufficient number of samples to be
accurately classified. Figure 3.12 represents the number of samples (genome sequences)
per viral genus.
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Figure 3.12: Frequency of genome sequences per viral genus using radial plot.

Furthermore, part of the classification inaccuracies can be explained by possible errors
in the assembly process of the original sequence or eventual sub-sequence contamination
of parts of the genomes. Moreover, other inaccuracies could be due to several genomes
being reconstructed using older methods that have been improved since then [205].

Despite being pertinent, the alignment-free studies are not directly comparable due to
sample size, absence of classification metrics and source code. Furthermore, the method
proposed in this work is not only alignment-free but also feature-based, providing a higher
level of flexibility since it does not resort directly to the reference genomes but rather
features that the biological sequences share. Therefore, we compared our results with
the outcome obtained using a random classifier as a measure of comparison. Specifically,
for each task, we determined the probability of a random sequence being correctly classi-
fied (𝑝ℎ𝑖𝑡). Overall, there is a vast improvement over the random classifier, showing the
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importance of the features used in the classification process.
These results show that we could automatically and accurately distinguish between

viral genomes at different taxonomic levels using the XGBoost classifier with all features
(NC with different configurations, GC-content and SL). However, a decrease in accuracy
when approaching the lowest taxonomic levels was observed, which can be increased with
future entries to the database. Furthermore, when analysing viral sequences from en-
vironmental samples, the original viral genome length is often unknown. Therefore, we
computed the accuracy of a model that does not include this feature. Although we obtain
a lower accuracy and F1-score, the results indicate that the method is still reliable for fast
and efficient viral taxonomic identification in these scenarios.

3.7.2 Archea classification

Since the results obtained for in-depth taxonomic identification of viruses seem promis-
ing, we tried to analyse this methodology when applied to other genome sequences. In
this case, we experimented with the archaea domain.

Data description

The dataset comprises all archaea genome samples (FASTA format) in the NCBI
database on 10 January 2022. In total, 2,437 samples were retrieved. After retrieving
all the data from the NCBI database, the dataset was processed according to Section 3.6.1
and filtered by discarding sequences without any taxonomic information. As a result of
the filtering process, a total of 667 (of the initial 2,437) samples remained for classification.
All these samples contain genomic sequences and their taxonomic descriptions.

Feature-based viral taxonomic classification

Using the archaea dataset, we performed taxonomic classification of the archaea re-
garding their phylum, class, order, family, and genus. The same setup as in viral analysis
was performed, using the same classifiers and stratified train-test split. We also did not
consider classes with fewer than four samples. Depending on the classification task, the
number of samples decreased from 667 to the values shown in Table 3.6. The table also
shows the results of feeding all genomic features to the classifiers.

For all classification tasks, the best performing classifier was the XGBoost classifier,
with the second-best results being obtained using LDA for the majority of the classification
tasks.

On the other hand, different features were fed to the XGBoost classifier to determine
the best features to be used. Table 3.7 shows the most relevant entries (only NC feature
and when combining all features).

Overall, the best results were obtained for all feature groups in the phylum classification
task. The worst classifications were present in the order/family classification task despite
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Table 3.6: Accuracy (Acc) and F1-score (F1) results for archaea taxonomic group classi-
fication using all features. The classifiers used were Linear Discriminant Analysis (LDA),
Gaussian Naive Bayes (GNB), K-Nearest Neighbors (KNN), Support Vector Machine
(SVM), and XGBoost classifier (XGB).

Group Classes Samples
SVM GNB KNN LDA XGB

Acc F1-score Acc F1-score Acc F1-score Acc F1-score Acc F1-score

Phylum 5 660 44.36 0.4436 48.35 0.4835 68.45 0.6845 60.11 0.5600 96.09 0.9606

Class 10 615 29.10 0.2910 42.33 0.4233 52.41 0.5241 59.76 0.5674 93.35 0.9314

Order 20 634 23.64 0.2364 31.01 0.3101 36.53 0.3653 52.33 0.4804 89.67 0.8930

Family 29 623 22.84 0.2284 31.77 0.3177 33.92 0.3392 51.82 0.4703 89.50 0.8889

Genus 55 543 12.47 0.1247 27.69 0.2769 17.47 0.1747 60.67 0.5753 91.50 0.9048

Table 3.7: Accuracy (Acc) and F1-score (F1) results from archaea taxonomic group clas-
sification using XGBoost classifier. The features used were the genome’s sequence length
(SL), GC-content (GC), and NC.

Group Classes Samples Phit
NC All

Acc F1-score Acc F1-score

Phylum 5 660 20.00 65.76 0.6423 96.09 0.9606
Class 10 615 10.00 50.65 0.4933 93.35 0.9314
Order 20 634 5.00 41.75 0.3963 89.67 0.8930
Family 29 623 3.45 41.57 0.3872 89.50 0.8889
Genus 55 543 1.82 37.47 0.3263 91.50 0.9048

not having the highest number of classes. In contrast, remarkable results were obtained
for the genus classification task, which has the highest number of classes.

For comparison purposes, we assessed the outcomes obtained using a random classifier.
Specifically, for each task, we determined the probability of a random sequence being cor-
rectly classified (𝑝ℎ𝑖𝑡). Overall, there is a substantial improvement relative to the random
classifier, showing the features’ importance in the classification process. For instance, the
probability of a random classifier correctly identifying the genus of a given sequence was
1.82%, whereas, in our best classification, we obtained 91.50% accuracy. These results
are particularly encouraging, given the small sample size and the diversity of labels in the
dataset.

In the genomic features, despite the NC being the most relevant, the ensemble of fea-
tures improved the accuracy and F1-score in all tasks. These results are significant in
archaea, given that this classification is challenging since a set of these archaea have not
been isolated in a laboratory and were only detected by their gene sequences in environ-
mental samples.
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Furthermore, these results are congruent with the results obtained for viral classifica-
tion and reinforce that this method can be efficiently utilized in identifying organisms.

Insights

The results show that the efficient approximation of the Kolmogorov complexity of
sequences can accurately perform taxonomic identification and classification. Regarding
the features selected, surprisingly, rich genomic features suffice to correctly identify viruses
and archaea’s taxon, even with a large number of labels. These results are significant since
they show that this methodology facilitates the classification of viruses and archaea, usually
identified from metagenomic samples.

3.8 Summary

In this chapter, we have analysed the usage of approximations of the Kolmogorov
complexity to analyse natural genomic sequences. The results show that efficient approx-
imation of the Kolmogorov complexities of viral sequences as measures that quantify the
absence of redundancy profoundly improves genomes’ identification, classification, and
organization. The same was verified for archaea taxonomic identification.

After optimization, we benchmark a specific data compressor (GeCo3) against other
approaches for computing an upper bound of the sequence complexity. Specifically, GeCo3
was compared with high compression ratio general-purpose data compressors (PAQ and
cmix) and a measure that combines small algorithmic programs and Shannon entropy
(BDM). Unlike the other approaches, we show that GeCo3 can efficiently address and
quantify regions properly described by simple algorithmic sources, namely inverted repeats
(exact and approximate), among other characteristics.

Using an optimized compression level of GeCo3 in an extensive viral dataset, we pro-
vide a comprehensive landscape of the viral genome’s complexity, comparing the viral
genomes at several taxonomic levels while identifying the genome regarding the lowest
and highest proportion of complexity. Specifically, on average, dsDNA viruses are the
most redundant (least complex) according to their size, and ssDNA viruses are the least
redundant. Contrarily, dsRNA viruses show a lower redundancy relative to ssRNA viruses.

By performing analysis at various taxonomic levels, we have also found evidence to sup-
port that viruses infecting archaeal extremophiles possess a more redundant genome and
abundance of IRs. This suggests an adaptation of the genomes to resist the environment
they inhabit.

We perform an in-depth analysis of the human herpesvirus regarding its genome com-
plexity and abundance of IRs. We suggest that higher compressibility and abundance of
inversions in herpesvirus may be associated with viral genome integration.

We describe and use minimal bi-directional complexity profiles of one sequence of each
virus to visualize the distribution of complexity of these sequences locally. These profiles
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can describe structural regions detected in the genome with other methods, proving the
description capability of data compression at a structural level.

We reveal the importance of efficient data compression in genome classification tasks,
explicitly showing that the complexity, when combined with simple measures (GC-content
and size), is efficient in accurately distinguishing between viral and archaea genomes at
different taxonomic levels without using direct comparisons between sequences.

The methods and results presented in this work provide new frontiers for studying viral
genomes’ complexity, magnifying the importance of developing efficient data compression
methods for automatic and accurate viral analysis and its usage for organism taxonomic
identification.
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Chapter 4

Complexity analysis of artistic
paintings

d Dream world - Jorge Miguel Silva, 2021.

“The purpose of art is to lay bare the questions
that have been concealed by the answers.”

– James Baldwin
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4.1 Contextualization

After using Kolmogorov complexity approximations to analyse 1-dimensional natural
strings, specifically genomes, in this chapter, we will focus on studying and applying the
Kolmogorov complexity approximations in 2-dimensional data structures. In this case, we
will analyse images of artistic paintings.

We use the block decomposition method and lossless data compressors to examine
the potential of these information-based measures as descriptors of images. We notice
that both approaches have different merits and initially consider them both in analysing
artistic paintings. After the first analysis of both author and style complexity, we use
compression measures combined with the roughness exponent (𝛼) of the two-point height
difference correlation (HDC) function and observe that these measures can distinguish
different styles. Next, we create different regional complexity descriptions of paintings
and use them to create author complexity fingerprints. From these fingerprints, we create
cladograms depicting relations and influences between authors. Finally, we use these
measures to obtain state-of-the-art author and style classification results. This chapter
follows the structure:

• Research questions and contributions;

• Introduction;

• Methods;

• Kolmogorov approximations in images;

• Artist painting analysis;

• Artist painting classification;

• Summary.

4.2 Research questions and contributions

In this chapter, we use approximations of the Kolmogorov complexity to analyse im-
ages. Concretely, we introduce novel solutions for automatic computational analysis of
artistic paintings and the problem of artist authentication. When addressing artist au-
thentication and classification, several questions arise: What defines a painter’s style?
How does the author expose information? How does the author differ from and relate to
other artists? Furthermore, taking inspiration from information theory: How do we best
quantify information in a painting? How is the information utilized across the canvas?
Moreover, what can information quantification tell us about the author’s style, way of
painting, and relationships with other authors? These complex questions are at the core
of this chapter, where we describe and compare solutions for unsupervised measures of
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probabilistic and algorithmic information in images (2D) of artistic paintings.
Our contributions are as follows:

• We perform a direct comparison between state-of-the-art unsupervised probabilis-
tic and algorithmic information measures to specify each measure’s strengths and
weaknesses.

• We show that hidden patterns and relationships present in artistic paintings can be
identified by analysing their complexity.

• We show an efficient stylistic descriptor by combining the Normalized Compression
and a measure of the paintings’ roughness.

• We propose a new descriptor of the artists’ style, artistic influences, and shared
techniques.

• We show that average local complexity describes how each artist typically composes
and distributes the elements across the canvas and, therefore, how their work is
perceived.

• We demonstrate that these measures can serve as useful auxiliary features capable
of improving current methodologies in the classification of artistic paintings.

4.3 Introduction

Artistic paintings are concrete visual expressions of human evolution and creativity to
share emotions, values, visions, beliefs, and trends of history and culture. The creation,
interpretation, and analysis of artistic paintings are social, contextual, subjective, passive,
and, beyond superficial characteristics, complex to compute and automatize [206]. In
particular, it is theorized that art is an output of social agents, particularly a human
experience, that can only be imitated by machines [207].

The process of measuring the information contained in paintings is non-trivial. For
example, artistic paintings contain information related to schools, periods, and artists
[208]. The artistic community widely uses automatic computational analysis of artistic
paintings for authentication of artistic paintings [209, 210]. Currently, this process does
not substitute human experts completely, but it is an essential additional control for fraud
and misleading detections [211]. Furthermore, applying new techniques and pre-existing
ones that are new to the field can be helpful for authorship attribution, fraud detection,
art style categorization and organization, and even for art content explanation.

The idea of automatic computational analysis of artistic paintings is mature [209,
210], and the artistic community has widely relied on it to authenticate artistic paintings.
Specifically, the characteristics of artistic paintings have been analysed through several
probabilistic techniques and properties, namely fractal [212], wavelet-based [209], hidden
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Markov models [213, 214], Fisher kernel based [215], sparse coding model [216, 217], colour
and brightness [210], illumination [218], stroke [219, 220], print index [221], and entropy-
based analysis [222, 223]. Recently, the work of Machado and Lopes [223], using fractional
calculus, showed the potentiality of measures based on entropy to describe the hierarchical
clustering of paintings and their correlation with artistic movements.

Regarding style and author classification, several recent studies have proposed using
Convolutional Neural Networks (CNNs). A straightforward approach is to combine fea-
tures extracted from multiple CNN layers, as proposed by Peng et al. [224]. Another more
effective approach is based on representing images by the principal components of a Gram
matrix, which captures correlations across the different feature maps obtained from a con-
volutional layer of a pre-trained deep CNN, such as VGG16 or VGG19. Mao et al. [225]
combine this representation with the features from all the five convolutional blocks of the
VGG16, learning a joint representation that can simultaneously capture the content and
style of visual arts. On the other hand, Chu et al. [226] apply a support vector machine
(SVM) to the Gram representation to perform author and style classification. Then, they
improve the results by automatically learning correlations between feature maps.

As previously mentioned, in this chapter, we bring the notion of Kolmogorov complex-
ity to the field of artistic painting analysis and classification. Measuring the information in
paintings requires fast, efficient, and automatic computation due to the diversity and large
number of existing artistic paintings [227]. To measure the information (or complexity)
contained in paintings, we first need to define the quantity of information in an image.
We define the quantity of information of an image as the smallest number of bits required
by a model to represent an image losslessly. To perform this task, the model searches
for unknown patterns of similarity between sub-regions of the image [228–230] and uses
this information to create this compressed representation of the image, relying exclusively
upon the patterns of the two-dimensional pixels without using exogenous information.

In the following sections, we will explain how data compression and other Kolmogorov
complexity approximations behave as descriptions of images and artistic paintings.

4.4 Methods

In this section, we describe the measures used, their normalizations, the methodology,
and the compression benchmark performed.

4.4.1 Information-based measures

In this subsection, we describe the Normalized Compression and two BDM normal-
izations when applied to this problem. Then, we establish the local application of the
Normalized Compression to create a complexity matrix for each author and the methods
used to create a distance matrix and the cladogram.
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Normalized Compression (NC)

We used NC as described in Chapter 2. Since we consider a binary matrix of each im-
age, |𝜃| = 2, log2 2 = 1. Given the normalization, the NC allows comparing the information
contained in the strings independently from their sizes [157].

Normalized Block Decomposition Method (NBDM)

In this chapter we use both normalizations of BDM described in Equations (2.9)
and (2.10) of Chapter 2. We perform a direct comparison between the NC and the NBDM1,
and we compare the two types of BDM normalization and their impact on the results.

Local complexity analysis using the Normalized Compression

The NC was used to approximate the local (or regional) complexity of images of artistic
paintings. To that end, all the dataset images were divided into 16x16 blocks (256 equal
regions) and the NC was computed for each block, generating a complexity matrix. Other
patch sizes were also tested, specifically patch sizes of 8x8 and 32x32 blocks. Following
this operation, the average complexity matrix was generated for each author, using the
complexity matrices of their paintings. The average complexity matrices were then used
to obtain a similarity matrix, in which the distance between matrices was determined as

d(A,B) =
𝑛

∑
𝑖=0

𝑛

∑
𝑗=0

∣ 𝑎𝑖𝑗 − 𝑏𝑖𝑗 ∣, (4.1)

where 𝑑 is the distance between the complexity matrix 𝐴 and 𝐵, and 𝑎𝑖𝑗 and 𝑏𝑖𝑗 are the
complexity values at the index 𝑖 and 𝑗 of matrices 𝐴 and 𝐵, respectively. Subsequently,
using the similarity matrix, a cladogram was computed resorting to two methods, namely
UPGMA (unweighted pair group method with arithmetic mean) [231] and the Kruskal min-
imum spanning tree algorithm [232], in order to portray complexity relationships among
different authors.

4.4.2 Two-point height difference correlation function

The two-point height difference correlation (HDC) function was computed to quantify
brightness contrast as

HDC(𝑟) = [ℎ( ⃗𝑥 + ⃗𝑟) − ℎ( ⃗𝑥)]2 = 1
𝑁𝑟

∑
�⃗�,| ⃗𝑟|=𝑟

[ℎ( ⃗𝑥 + ⃗𝑟) − ℎ( ⃗𝑥)]2, (4.2)

where 𝑟 is the distance between two-pixel points, the overbar represents the spatial average
at a fixed distance 𝑟 for all possible points, 𝑁𝑟 is the number of possible pairs at a distance
𝑟, ℎ(𝑥) is pixel intensity at position 𝑥. Using the HDC function, its roughness exponent
as
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𝛼 =
log10(𝐻𝐷𝐶(𝑟𝑓𝑖𝑛𝑎𝑙)) − log10(𝐻𝐷𝐶(𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙))

log10(𝑟𝑓𝑖𝑛𝑎𝑙) − log10(𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙)
, (4.3)

where the roughness exponent (𝛼) is the slope of the HDC curve in a double logarithmic
plot of the surface growth model. The slope was calculated from 𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 10 to 𝑟𝑓𝑖𝑛𝑎𝑙,
which matches the point where the HDC function saturates, approximately 30% of the
image’s width.

4.4.3 Dataset

The dataset used for the complexity analysis of artistic paintings contains 4,266 images
of paintings by 91 artists with approximate geometric sizes [208]. The 91 artists are well-
known, such as Claude Monet, Frida Kahlo, Henri Matisse, Jackson Pollock, Picasso,
Rembrandt, and Salvador Dali.

4.4.4 Assessment pipeline

In order to evaluate the information-based measures fairly, we designed a pipeline for
processing images. It respects the following steps: obtaining the dataset images; converting
the images to PGM format; quantization of the images to 8 bits (256 levels) using the
Lloyd-Max algorithm; binarization of the images (conversion to 01 format in ASCII) and
finally, applying the information-based measurements (NC, NBDM1 and NBDM2).

Quantization was performed to reduce the precision of the pixels (alphabet) in images,
enabling the filtering of minor variations that might occur during the digitalization process.
Lloyd-Max algorithm [233, 234] was used to make the errors small in the regions where
the signal is most likely. In addition, the images were binarized since the BDM currently
only supports a small alphabet.

4.5 Kolmogorov approximations in images

In this work, we develop, use, and compare unsupervised pattern recognition techniques
to quantify information in images of artistic paintings. We rely on two approaches, namely
data compression using the NC, and the Block Decomposition Method (BDM), to estimate
information of both probabilistic and algorithmic sources.

4.5.1 Finding an effective data compressor

To compute the NC, we have to find an effective data compressor, meaning a compres-
sor that best represents each image, while using practical resources. Since our aim is later
to apply this measure to a dataset of artistic paintings, we compared seven compression
tools, namely GZIP [128], BZIP2 [129], XZ [235], LZMA [130], AC [236], PPMD [237],
and PAQ8 [238].
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Figure 4.1: Benchmark of lossless data compression tools specifically for the processed
dataset of artistic paintings. The y-axis depicts the sum of bytes to compress the dataset,
where each image was compressed individually using each tool.

As depicted in Figure 4.1, the PAQ8 tool shows the best compression ratio for this
dataset. It shows an improvement of ≈ 26% over the second-best tool (XZ). The disadvan-
tage is the use of higher RAM and substantially more computational time. Nevertheless,
since our purpose is to find the number of bits of the shortest program to reproduce the
image, it is affordable to spend these computational resources. Therefore, we used the
PAQ8 tool to compress each of the quantized images. The code was compiled using the
package provided from the PAQ website[154]. The version selected was PAQ8kx v7, and
it ran with the mode with the highest level to achieve the best compression rates at the
expense of speed.

The PAQ8 compressor uses a context mixing algorithm between many models inde-
pendently predicting each quantized pixel’s next bit [239]. The predictions are combined
using a neural network and arithmetic coding [240, 241]. For more information on PAQ,
see the work of Knoll and Freitas [153]. The computations ran on a single-core Ubuntu
Linux computer at 2.13 GHz with 16 GB of RAM. Using this machine, the compression
of the whole dataset with PAQ8 required approximately 270 hours of real-time without
parallelization. The results indicate that PAQ8 is the most effective for this dataset.

4.5.2 Comparison of NC and BDM

In order to compare NC with BDM regarding capacity to represent probabilistic and al-
gorithmic information in images, we performed three types of tests. Namely, we compared
the robustness of both measures according to increasing rates of random pixel changes in
paintings, tested their application on different types of images, and assessed the minimal
information bounds.

In the first test, we assessed the impact of an increasing rate of pixel editions using
a pseudo-random uniform distribution and compared both information-based measures.
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This approach is not identical to image noise but rather a pure edition of pixels. For
this purpose, for three authors (Theodore Gericault, Marc Chagall, and Rene Magritte),
we selected a painting and made 50 adulterated copies of each with an increasing edition
rate (from 1 to 50%). Finally, we measured the NC, the NBDM1 (Equation (2.9)), and
NBDM2 (Equation (2.10)) in all the paintings. NBDM1 considers the normalization by
the length of the input object, NBDM2 performs a normalization that aims to mimic the
removal of the constant factor related to Kolmogorov complexity (see Equation (2.11)).

Figure 4.2: Information-based measures evaluation. Impact of increasing pseudo-random
substitution on information-based measures: NC (approximated using the PAQ8 algo-
rithm) and two BDM normalizations (NBDM1 and NBDM2).

Figure 4.2 depicts the values obtained for the NC and BDM. The results show that,
when using the same type of normalization, NC is more robust to the increment of pixel
edition than NBDM (NBDM1). Since the NBDM2 normalization does not consider the
constant of the description language, it shows more robust behaviour than NBDM1, which
increases rapidly with the increase of pixel edition. Since NC and NBDM1 have the same
type of normalization, we will focus on comparing these normalizations from now on.

In the second test, we applied both measures to six datasets with distinct natures
(9 images each) to understand how NBDM1 and NC behave with different types of im-
ages. The six datasets were: artistic images from 2 different datasets [208, 242]; cellular
automata images; diabetic retinopathy images [243]; chest computed radiography (CR)
images [244], and photographic images [245].

The results are depicted in Figure 4.3. Overall, the NC and NBDM1 show similar
behaviour across the majority of the datasets. The exception to this the cellular automata
dataset, which exhibit more algorithmic behaviour.

The cellular automata dataset is constituted by images created with small programs
with simple rules. Whereas the compressor has difficulty compressing this type of image,
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Figure 4.3: Information-based measures evaluation. Values of the NC and NBDM1 for
different types of images.

the BDM can point to their algorithmic nature and thus attribute them a very small value.
This outcome shows the importance of the BDM in detecting simple algorithmic outputs
embedded in data.

For the last test, we selected one of the most complex images identified by the NBDM
in the previous test. Then, we used it to evaluate if the BDM could accommodate specific
data alterations. This test is depicted in Figure 4.4.

After the binarization process, we performed a super-sample image transformation
where each char was amplified to a 4x4 representation. This value was selected since the
BDM has the default block size value of 4x4 in 2D structures. After this operation, the
BDM was computed for the original and the super-sampled image. While the original
image was measured with 370981 bits, the super-sampled image had only 79 bits. This
abrupt decrease in complexity indicates that the BDM underestimates the amount of infor-
mation contained in the object. This underestimation occurs because the BDM analyses
object information in blocks instead of looking at the whole object. Specifically, blocks
analysed by the BDM have the same size as the super-sample image transformation. As
a result, the complexity attributed to each block is approximately zero since each block
is composed of all zeros or ones. Hence, the overall value attributed to the complexity of
the object will drop dramatically.

This analysis shows that BDM is not prepared to deal with the information associated
with the choice of the model, unlike the NC. Instead, the NC relies on a lossless data
compressor bounded by a maximum information channel capacity.
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Figure 4.4: Information-based measures evaluation. Image transformation pipeline lead-
ing to BDM underestimation of the amount of information contained in the transformed
object.

In these three tests, we can notice some advantages and limitations of both measures.
However, ranking these measures is unfair because they have different characteristics and
natures. Therefore, we will use the NC and NBDM in a combined mode to recover insights
and characteristics from the images of the artistic paintings.

4.5.3 Insights

By benchmarking several compressors, we found that the most effective compressor for
the artistic dataset under study is PAQ8.

When evaluating the NC and two normalizations of the BDM regarding their robust-
ness when images undergo uniform pixel editing, we found that the NC is more robust
than BDM with the same kind of normalization.

When we compared NC and NBDM using different images, we found that the results of
the NC and NBDM are similar, except for the cellular automata dataset, which exhibited a
more algorithmic behaviour. The cellular automata data was created with small programs
with simple rules. While the compressor had difficulty compressing this data, BDM could
approximate their algorithmic nature and thus assign them a value close to a minimal
complexity value. The ability to identify an algorithmic nature incorporated in the data
demonstrates the relevance of BDM as a measure.

Compression makes use of the digital object in its entirety to create the shortest possible
representation without loss of information. This is reflected in the NC, a compression-
based measure. In contrast, BDM divides the digital object into blocks and, based on the
complexity of the blocks, estimates the image complexity in its entirety. Consequently,
BDM cannot determine the information shared between the blocks, which causes it to
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increase, compared to the NC, with the increase in uniform pixel editing.
On the other hand, the fact that BDM cannot determine the information shared be-

tween the blocks causes it to underestimate the amount of information contained in the
object when performing a super-sample image transformation. Since the ampliation size
was the same as the blocks analysed by BDM, the complexity attributed to each block was
approximately zero. Consequently, the overall value attributed to the image complexity
decreased dramatically.

4.6 Artist painting analysis

Here, we investigate using information measures to analyse the Painting-91
dataset[208]. In the following subsections, we present the results of applying the com-
plexity approximation measures, combining the NC with the HDC function, measuring
local complexity for different authors, and constructing a cladogram.

We also measure the impact of normalizing these images by applying the abovemen-
tioned measures to the dataset after normalization. Afterwards, we compare the average
variation and percentage difference between the results obtained for each author. These
results are shown in Section B.2.1.

4.6.1 Global measures analysis

In this subsection, we measure an approximation to the Kolmogorov complexity for the
dataset of artistic paintings. The same pipeline, described in Section 4.4.4, was used, with
the difference that the Lloyd-Max algorithm quantization was set to 16, 64, and 256 levels
(4, 6, and 8 bits, respectively). It is important to note that the Lloyd-Max algorithm
forced normalization of the images for the 16 and 64 levels, while 256 was the original
level of the images, and as such, these images were not normalized. This process was
performed to evaluate the impact of quantization on the measures used to approximate
the Kolmogorov complexity in artistic painting images. From the results obtained, we
show unknown characteristics and insights into temporal traits.

In general, the complexity of each painting follows the example of Figure 4.5. Paintings
with low complexity are classified as abstract and minimalist, following simple patterns. As
the complexity increases, we start to recognize paintings with different local complexities,
meaning there are regions with high complexity and detail (generally at the centre/bottom
of the paintings) surrounded by low complexity regions (same colour background), known
as chiaroscuro. This pattern begins fading as the complexity increases, since the highest
complexity paintings are also the most irregular, detailed, and convoluted.

Each artist’s average complexity is described in Figure 4.6 as the average NBDM1 and
NC, respectively. Each artist has an associated colour, and lines of the same colour illus-
trate its relative positional deviation in different quantizations. Noticeably, quantization
impacts the NBDM1 more than the NC, since the relative positioning between authors
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Figure 4.5: Examples of artistic paintings with different levels of complexity (8 bits quan-
tization). The NC and NBDM1 values are displayed bellow each painting.

varies more in the former. On average, the variation is 13.4 ± 11.37 relative positions of
each author in NBDM1, while in NC, the variation is 4.9 ± 4.3 positions.

Despite the higher variation in the NBDM1, both measures can detect styles with
low and high complexity. Artists such as Mark Rothko, Lucio Fontana, Piet Mondrian,
and El Lissitzky can be easily identified on the low side of the complexity spectrum.
Minimalism, Abstract Expressionism, and Constructivism movements are associated with
these styles. On the other hand, artists also from Abstract Expressionism, such as Willem
de Kooning, Jackson Pollock, and Jasper Johns, characterize the highest complexity side
of the spectrum, as well as other artists with a more detailed and convoluted style, like
Gustav Klimt and Vincent van Gogh.

Abstract Expressionism is characterized by aggressive features combined with random
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Figure 4.6: Average Normalized Block Decomposition Method using NBDM1 (A), and
Average Normalized Compression (B) for each author where images of paintings where
quantized for 4, 6, and 8 bits. The authors are sorted by the value of NBDM1 and
NC, respectively. To see this result in more detail, please visit the website described in
section B.3.

and geometric features and spontaneity [246]. Abstract Expressionism artists are present
at both extremes of the complexity spectrum because this style is divided into two oppo-
sites, Action Painting and Colour Field. In Action Painting, the paint was thrown directly
on the canvas, through instinctive gestures, where chance and randomness determined
the evolution of painting [247]. This style is characteristic of artists like Jackson Pollock
(known for the technique of “dripping”) and Willem de Kooning. On the other hand,
Colour Field is more mystical and meditative. This style of painting has few elements in
the frames, indefinite limits, and explores the sensory effects of colour and the subtlety
of chromatic relations [248]. A specific example of an artist that followed this trend was
Mark Rothko. In all cases, Jackson Pollock had complexity values completely different
from other artists, the average complexity of his paintings being approximate to random
(normalized value close to 1). Although he denied his paintings were random, similar re-
sults were also found in previous work, which defined Jackson Pollock’s dripping paintings
as not typical artworks [210].
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The same results for NBDM2 are presented in Figure 4.7.

Figure 4.7: Author’s average Normalized Block Decomposition Method (ANBDM) using
NBDM2 for 4, 6, and 8-bit quantization. The authors are sorted by the value of NBDM2.
To see this result in more detail, please visit the website described in section B.3.

This measure, on average, has a relative positional variation of 13.2 ± 13.2, a value
slightly lower than in NBDM1, although with a higher average standard deviation. This
aspect, combined with the fact that the author positions vary slightly from their position
in NBDM1, demonstrates that, overall, normalization has minimal impact on the measure,
and thus, does not influence the results obtained with BDM.

4.6.2 Combining the NC with the roughness exponent of HDC function

We used the average NC and the roughness exponent (𝛼) of the two-point height dif-
ference correlation (HDC) function, which measures the roughness exponents of brightness
surfaces, to assess the ability of these measures to distinguish different styles. Accordingly,
we made use of style-labelled paintings available in the dataset. From these labelled im-
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ages, we computed their author’s average NC and the value of 𝛼. The roughness exponent
was used as an additional measure since it has proven to be capable of some differentiation
between styles [210]. We discarded the usage of BDM due to quantization impacting it
more than the NC. Using the average NC and 𝛼 of each labelled painter, we created a scat-
ter plot (Figure 4.8) and represented each artistic movement as an ellipse, with the centre
in the points centre of mass and with a width corresponding to the standard deviation.

Figure 4.8: Combining the HDC with NC. (A) Average and standard deviation for each
style in NC and 𝛼, respectively. (B) Results grouped by styles using average NC and
average 𝛼 of HDC for each artist labeled on the dataset.

As shown in Figure 4.8 (A), each measure alone is not capable of efficiently separating
styles. However, when combined, the styles are well confined into different regions (except
for Abstract Expressionism), showing that together these measures are representative of
artistic movements. The roughness exponent 𝛼 captures the brightness and relative spatial
position level and is correlated to variations in painting techniques and genres [210]. The
NC adds to the level of brightness and relative spatial position provided by the HDC, the
notion of average information present in each artist’s painting. This amount of information
differs depending on the artistic movement and historical circumstances.

Interestingly, similar to NC, the roughness exponent of the HDC varies greatly in
Abstract Expressionism, and in this artistic movement, there is an inverse correlation
between the NC and 𝛼. Artists like Jackson Pollock and Willem de Kooning (Action
Painting) presented a high average NC and a low 𝛼, whereas, Mark Rothko (Colour Field)
had polar results. This atypical behaviour corroborates the big difference between the two
currents of Abstract Expressionism. The Action Painting usage of instinctive gestures and
randomness creates high NC values and spatial correlation approaching a random image.
In contrast, in Colour Field, we get more minimalist images with high spatial contrast
between regions but low complexity.
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The capacity of these measures to differentiate styles will be further explored in Sec-
tion 4.7, where we use these as features for style and author classification.

4.6.3 Local complexity of paintings

After exploring the global impact of NBDM and NC on paintings and styles, we focused
on local complexity of the paintings.

Picking the best block size

When creating the fingerprints, we tried to select a patch size that is the minimum
for the differences in the compression rate to be significant and capable of being used as
a measure between paintings. To this end, we computed the regional complexity of each
image for the 8x8, 16x16, and 32x32 blocks of the image. It is worth mentioning that for
the regional complexity of 8x8 and 16x16, all images were divided into the same number
of tiles, resulting in tiles with slightly different sizes. On the other hand, for the 32x32
regional complexities, the images were divided into blocks of the same size, except for the
last tiles, which were the remainder of each image since the image size was not an exact
multiple of the desired tile size. There are two reasons for this difference in the method
of dividing blocks. Firstly, when we divide the image into a few blocks, each block has
a reasonable size and therefore, the variation with the addition of a row or column does
not affect the results of the compression. With small tiles, adding a column or row affects
the compression results of each tile more significantly. Secondly, cropping tiles with the
same size in larger blocks would cause a large remainder, which would be more inaccurate
than distributing the remainder among the other blocks. The results of each author’s
fingerprints (computed for the 8x8, 16x16, and 32x32 blocks) are shown in the website
(Section B.3). Furthermore, some illustrative results are exemplified in Figure 4.9.

Qualitatively, as can be seen in Figure 4.9, the images of the authors show similar
patterns for each author. However, with the increase in patch size, from 16x16 blocks
to 32x32 blocks, the patterns become less noticeable, as such a good balance between
detail and differentiation would be the 16x16 blocks. Quantitatively, we computed the
distance matrix for each author using images of different patch sizes. On those distances,
we performed the Mantel test and measured the average difference between them. The
results are shown in Table 4.1.

Since the matrices correspond to distances computed for the same measure but with
a different number of blocks, the distance between authors is expected to be similar and
yield a high correlation between distance matrices. The results show a high correlation
between the distances computed from 8x8 and 32x32 fingerprints towards the 16x16 dis-
tance. However, there is a higher correlation (0.951) and lower average variation between
8x8 and 16x16 fingerprints distance than between 16x16 and 32x32 fingerprints distance
(0.918). These results reveal that the increase in the number of blocks from 16x16 to 32x32
decreases consistency between the same author’s fingerprints as the correlation between
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Figure 4.9: Heat maps of the local complexity matrix (fingerprint) of some authors for the
different number of blocks the images were divided. This fingerprint shows the author’s
range of complexity and where they paint with more detail. To see all fingerprints, please
visit the website described in section B.3.

distances decreases significantly. Thus, we can conclude that the 16x16 fingerprints can
give a more optimized balance between detail and differentiation since it retains correla-
tion to the 8x8 fingerprints and provides a more detailed map of the author’s complexity
range.

Analysing local complexity of paintings

To analyse the paintings’ local complexity, we divided the images into identical quadri-
lateral sizes and measured the algorithmic information for each (16x16 blocks). Then, we
computed the average of each quadrilateral for all the paintings for each painter. The
results are shown in Figure 4.10, illustrating the same authors as those in Figure 4.5.
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Table 4.1: Mantel Test between distance matrices and average difference between them.
For the Mantel test, all results had a p-value of 0.001.

Comparison methods Mantel Test Average ± Standard Deviation

16x16 blocks* 0.955 3.262 ± 2.820
8x8 vs 16x16 blocks 0.951 14.959 ± 12.372
32x32 vs 16x16 blocks 0.918 74.092 ± 50.952

* Normalized vs non-normalized images.

However, the matrices of Figure 4.10 were computed using all the authors’ paintings in
the dataset. The complete results are available on the website described in section B.3.

Figure 4.10: Heat maps of the local complexity matrix (fingerprint) of some authors,
computed with the NC average. This fingerprint shows the author’s range of complexity
and the locations in the canvas painted with more detail (or complexity). To see all
matrices, please visit the website described in section B.3.

All artists have a unique complexity matrix (fingerprint). This fingerprint shows, on
average, where artists paint with more detail and emphasis, as well as their average range
of complexity. For instance, Jackson Pollock and Jasper Johns show high complexity
values dispersed over the canvas. At the same time, artists like Francis Bacon and George
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de la Tour focus more on the centre of the canvas, and Mark Rothko and Piet Mondrian
have their highest complexities around the paintings’ borders.

Since the 16x16 fingerprints conveyed the best results regarding detail and differentia-
tion, the cladograms were constructed utilizing the distance computed from the fingerprints
with this block size. Two cladograms were constructed to portray the relations between
different artists. One cladogram was constructed using the UPGMA algorithm, which is
illustrated in Figure 4.11, and another was built using the Kruskal minimum spanning
tree algorithm [232], which is depicted in the Figure B.1 in Section B.2.2.

Figure 4.11: Artists’ cladogram computed resorting to the UPGMA algorithm. Each artist
has a sample painting and a colour associated with one of his styles (the colour was chosen
based on nearest leaves) assigned to him, as well as a description of some styles usually
associated with the author. To obtain an improved view of the cladogram, please visit the
website described in section B.3.
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The cladogram shows the fingerprint’s ability to group artists from the same artistic
movements. Broad groupings of artists from styles are present in the cladogram: Renais-
sance, Baroque, Romanticists, Impressionists, Surrealism, Cubism, and Abstract Expres-
sionism. Also, the cladogram shows smaller groupings of sister leaf-nodes with the same
style. The cladogram also depicts relationships of influence between authors of different
artistic movements. For example, this relation is seen in the case of Titian, who influenced
Diego Velazquez; Caravaggio, who influenced Francisco de Zurbarán; Frida Kahlo, who
influenced Amedeo Modigliani; Sandro Botticelli who influenced William Blake; Claude
Lorrain who influenced Joseph Mallord William Turner; and Peter Paul Rubens who in-
fluenced Jean-Antoine Watteau.

On the other hand, some authors seem unrelated in style and influence, for instance,
Francis Bacon and Georges de la Tour, George Braque and Hieronymus Bosch, Peter Paul
Rubens and Frida Kahlo, Max Ernst and Giorgione, and Rembrandt van Rijn and Roy
Lichtenstein. There may be many reasons for this, for instance, the number of regions the
images were divided in can be sub-optimal for some images of artistic paintings, decreasing
the sensitivity of the measure and jeopardizing the cladogram’s construction. On the other
hand, the algorithm used to measure the similarity between matrices or the algorithm
used to construct the cladogram (UPGMA) may not be the most appropriate for all cases.
However, we have tested the Kruskal minimum spanning tree algorithm, which generated
similar results (Section B.2.2). Additionally, these seemingly unrelated connections could
reveal undiscovered elements and relationships. For instance, one of Roy Lichtenstein’s
early artistic idols was Rembrandt van Rijn. Moreover, if artists are not related regarding
the artistic movement or influence, the vicinity between them could be representing another
property. This aspect is not necessarily related to the period or movement the artists were
inserted in, but rather, the way they projected their compositions, ideas, and impressions
onto the canvas. Complexity can be approximated by the total number of properties
transmitted by an object and detected by an observer. By dividing images into blocks of
equal size and evaluating their local complexity, we are quantifying the local information
being transmitted. On the other hand, by averaging the canvas results per artist, we obtain
a matrix that describes how they present information to the observer. This information
intertwines various notions critical to how the work is perceived, such as composition,
which describes where the artist places the subject and how the background elements
support it, as well as the unity, balance, movement, rhythm, focus, contrast, pattern,
and proportion of the painting. For instance, the proximity between Hans Holbein and
Vermeer could be due to both of them having used optics to achieve precise positioning
in their compositions, namely by performing a combination of curved mirrors, camera
obscura, and camera lucida [249].

The fingerprints can also convey the notion of space by depicting where the positive
(subject itself, usually more detailed) and the negative (the area of painting around it)
areas are on the canvas. Artists can play with a balance between these two spaces to further
influence how viewers interpret their work. Therefore, the similarity between different
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artists concerning the regional (local) complexity can reflect the similarity in thought
regarding their approaches to painting. For instance, the proximity between Francis Bacon
and Georges de la Tour could be due to the former being heavily influenced by the Baroque
style and making dramatic use of contrasts of light and shadow. These methods are
characteristic of the chiaroscuro principle and its radicalization in the Tenebrista school
(signature style of Georges de la Tour) [250, 251]. The intense contrasts of light and
shadow highlight the characters, and although exaggerated, lighting increases the feeling
of realism, making the muscles and facial expressions more evident. Simultaneously, the
presence of large blackened areas highlights the chromatic reach and the illuminated space,
which acquire their value as elements of the composition.

4.6.4 Insights

We found that paintings with low complexity are abstract, minimalist, and follow sim-
ple patterns. Paintings with a slightly higher average complexity possess different regional
complexities, specifically, a region with high complexity and detail surrounded by a back-
ground of low complexity. This noticeable pattern begins to fade with more complexity,
and the most complex paintings are globally irregular, detailed, and convoluted.

Regarding the average complexity values for each artist, we found that NC and NBDM
behave similarly, but quantization has a bigger impact on NBDM. We also establish that
the low side of the complexity spectrum was characterized by Abstract Expressionism, Min-
imalism, Constructivism movements, with authors such as Mark Rothko, Lucio Fontana,
Piet Mondrian, and El Lissitzky. Also, artists from Abstract Expressionism characterized
the high complexity side of the spectrum, such as Willem de Kooning, Jackson Pollock,
and Jasper Johns, as well as other artists with a more detailed and convoluted style, like
Gustav Klimt and Vincent van Gogh. Due to two different currents (Colour Field with
authors with low average complexity and Action Painting with authors with high com-
plexity), Abstract Expressionism was present at the polar ends of the spectrum. In all
cases, Jackson Pollock had average complexity values that were completely different from
other artists, the average complexity of his paintings being close to random. Although he
denied being a creator of random paintings, this result and others [210] seem to indicate
that Jackson Pollock’s dripping paintings are not typical artworks, possibly related to the
artist including many symbolic layers and dispersion intentions over the canvas.

When evaluating the artists’ average NC and the roughness exponent (𝛼) of the HDC
function in the labelled images of the dataset, we found that styles are well confined into
different regions, showing that the combination of these measures gives a robust repre-
sentation of artistic movements. Specifically, the NC adds to the brightness and relative
spatial position shown by the roughness exponent, the notion of average information in
each artist’s painting, consistent within the same style and historical circumstances. We
also detected that in Abstract Expressionism, the NC is inversely correlated to 𝛼. Artists
related to Colour Field painting presented a high 𝛼 and low NC, whereas artists related
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to Action Painting presented the exact polar results (low 𝛼 and high NC).
We divided the image into equal quadrilateral parts and estimated the local complexity

of each painting on the dataset, using it to ascertain each artist’s average regional ma-
trix (fingerprint). Data complexity measures the total number of properties transmitted
by a digital object and detected by an observer (plus the language used). By dividing
images into blocks of equal size and evaluating its local complexity, we quantified the
local information being transmitted. Furthermore, by averaging the canvas results per
artist, we obtain a unique fingerprint that describes how the author exposes information
to the observer. Among other things, these fingerprints give specific insights into each
artist’s way of painting, showing where, on average, they paint with more detail and give
more emphasis, while also providing insights into each artist’s range of complexity. Using
these matrices, we computed a distance matrix and utilized it to construct a cladogram.
We discovered that these cladograms aggregated authors of the same style close to each
other and artists’ influencing relationships, like Francis Bacon and Georges de la Tour,
and George Braque and Hieronymus Bosch. Furthermore, we observed proximity between
artists due to shared methods and techniques which are not correlated with the time or
artistic movement. For example, the proximity between Hans Holbein and Vermeer, who
do not share styles but who both used optics to achieve precise positioning in their com-
positions. This evidence shows that artists’ fingerprints contain critical information about
how the work is perceived, such as composition, unity, balance, movement, rhythm, focus,
contrast, pattern, and proportion of the painting and space.

4.7 Artist painting classification

To evaluate the use of these measures quantitatively for classification purposes, we
assessed their impact when used as additional features to improve state-of-the-art classi-
fication methods.

4.7.1 Evaluation of measures for classification purposes

To perform quantitative evaluation, we recreated a recently published state-of-the-
art (SOTA) method as a baseline and improved the results by combining our proposed
measures. Based on current methods [225, 226], we extracted a Gram representation using
the first convolutional layer from the fifth convolutional block of the VGG16 network,
which was pre-trained with the ImageNet dataset (no significant result difference was
found between the use of VGG16 or VGG19). Then, principal component analysis (PCA)
was applied to the Gram matrix to reduce the dimensionality, and finally, this vector was
provided to an SVM to perform classification.

Afterwards, the features obtained from computing the HDC and the regional complex-
ity were used for author and style classification using the XGBoost classifier [170] and
combined with the SOTA classifier via a Voting Classifier ensemble. The results of the
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SOTA and ensemble classifiers, applied to the Paintings-91 dataset in the author and style
classification task using the labels provided in the dataset, are shown in Table 4.2.

Table 4.2: Accuracy results obtained for the test set in style and author classification task
using state-of-the-art (SOTA), SOTA with regional complexity (RC) feature and ensemble
with our measures (RC and HDC).

Task Classes Images SOTA SOTA+RC SOTA+RC+HDC+RC

Style 13 2338 0.622 0.644 0.650
Author 91 4266 0.480 0.490 0.500

The results show that including the regional complexity increased the accuracy of the
results by 2.2 p.p. and 1.0 p.p in the style and author classification tasks, respectively.
Moreover, the overall inclusion of the proposed measures (HDC + RC) increased the ac-
curacy in both classification tasks by 2.8 p.p. and 2.0 p.p. in the style and author classifi-
cation tasks, respectively. These results indicate that these predictors are useful auxiliary
features capable of improving current methodologies in classifying artistic paintings. These
results are congruent with those obtained by Nanny et al. [252], since handcrafted features
and non-handcrafted features seem to extract different information from the input images,
and as a result, the fusion of the two types of features improves the results obtained when
using non-handcrafted features only. Furthermore, regional complexity (RC) has a higher
impact on improved accuracy than the HDC features, demonstrating the importance and
distinction of regional complexity as a feature.

4.7.2 Insights

We show that regional complexity and HDC extract information that differs from non-
handcrafted features and improve current methodologies in classifying artistic paintings.

Regional complexity provided the most significant increase in accuracy in the classifi-
cation tasks, showing its relevance as a descriptor of images of artistic paintings.

4.8 Summary

In this chapter, we introduce novel solutions to the field of computer analysis of artis-
tic paintings and the problem of artist classification and authentication. Specifically, we
assessed the viability of unsupervised measures that approximate the quantity of proba-
bilistic and algorithmic information to perform these tasks.

Our direct comparison between NC and BDM allowed us to understand the strengths
and weaknesses of both measures. Although BDM has difficulty dealing with uniform
pixel edition and information quantification given the block representability, it serves as
a useful tool to measure and identify data content similar to simple algorithms. On the
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other hand, the NC is more robust to data alterations (pixel edition and quantization)
and can measure the quantity of information without underestimation.

Regarding the application of information-based measures in artistic paintings, we stud-
ied and developed techniques that can be valuable for art authorship attribution and val-
idation, art style categorization and organization, and art content explanation. Namely,
the NC proved to be a robust measure that gives us some insight into the complexity of
different styles, showing hidden patterns and relationships in artistic paintings that share
the same range in complexity. Furthermore, it could be a stylistic descriptor when coupled
with the roughness exponent 𝛼. On the other hand, fingerprints depict how each author
typically spreads content on canvas. Thus, they can provide a suitable means of art con-
tent explanation and be valuable for art authorship attribution and validation. Moreover,
since complexity approximations provide insights into artists’ way of painting, they can
be used as a means of relating authors, therefore being useful in depicting artists’ stylistic
influences, and shared techniques. Additionally, using the distance between the artists’
regional complexity, we find some interesting links between artists regarding the use of
space, technique, composition, rhythm, and proportion.

Finally, we demonstrated that the regional complexity and the HDC function of the
paintings could serve as useful auxiliary features capable of improving current methodolo-
gies in author and style classification of images of artistic paintings.
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Chapter 5

Complexity analysis of Turing
Machines

e Oak Tree - Jorge Miguel Silva.

“Come up to me on the mountain and stay here,
and I will give you the tablets of stone

with the law and commandments
I have written for their instruction.”

– Moses, Bible: Exodus 24:12
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5.1 Contextualization

In the previous chapters, we analysed 1d and 2d data using Kolmogorov complexity
approximations, specifically data compressors and the BDM. We found that these approx-
imations help describe, understand, and classify these data types. In this chapter, we take
a closer look at data generated from algorithmic sources, specifically Turing Machines
(TMs). Sources that generate symbolic sequences with the same algorithmic complex-
ity may differ in probabilistic complexity. For example, in the case of Turing Machines,
machines with the same algorithmic complexity can create tapes with different statistical
complexity.

Specifically, in this chapter, we will use a compression-based approach to measure
the global and local probabilistic complexity of specific TM tapes. Both measures are
estimated using the best-order Markov model. For the global measure, we use the NC,
while for the local measures, we define and use normal and dynamic complexity profiles
to quantify and localize lower and higher regions of probabilistic complexity.

We assess the validity of our methodology on synthetic and natural genomic data,
showing that it is tolerant to increasing rates of editions and block permutations. Re-
garding analysis of the tapes, we localize patterns of higher probabilistic complexity in
two regions for a different number of machine states. Furthermore, we show that these
patterns are generated by a decrease in the tape’s length, caused by small rule cycles.
Additionally, we use BDM to analyse the TM tapes.

Finally, we provide a simple algorithm to increase the probabilistic complexity of a
TM tape while retaining the same algorithmic complexity. The structure of this chapter
is as follows:

• Research questions and contributions;

• Turing Machines;

• Methods;

• Viability assessment of the NC;

• Global analysis of TM tapes;

• Analysis of probabilistically complex TM tapes;

• NC and BDM comparison;

• Increasing the probabilistic complexity of TM tapes;

• Summary.
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5.2 Research questions and contributions

In this chapter, we study data generated from algorithmic sources and assess their prob-
abilistic patterns. The sources have identical conditions and are evaluated using global
and local measures. When performing this analysis, several questions arise: Is there a
correlation between probabilistic and algorithmic complexity? Is there a way to quantify
and localize higher and lower regions of probabilistic complexity? Can we systematically
increase probabilistic complexity while retaining the same algorithmic complexity? This
chapter revolves around these challenging questions. To try and answer them, we fix
the source exclusively to an algorithmic nature, combining different rule configurations
while keeping the number of states and cardinality fixed. This configuration is used to
measure and analyse the probabilistic complexity of the TM tapes using compression-
based approaches approximated by the best-order Markov model. First, we assess this
compression-based approach according to different levels of symbol substitutions and per-
mutations of contiguous blocks of symbols. After definition and assessment, we identify
some patterns in these TMs. Then, we define and introduce the normal and dynamic
complexity profiles as local measures to quantify and localize higher and lower regions
of probabilistic complexity. Next, we compare the BDM with our compression-based ap-
proach. Finally, we describe a simple algorithm to increase the probabilistic complexity
of the tape while maintaining the same amount of algorithmic complexity.

Our contributions are as follows:

• We showed that in two regions Turing Machines have on average higher NC (and
lower tape length).

• We localized these regions and identified the cause as short cycles in the rules that
output tapes with smaller length through the complexity profiles.

• We analyse statistically complex TM tapes.

• We compare BDM with compression-based measures.

• We create a simple algorithm to increase the probabilistic complexity of the tape
while maintaining the same amount of algorithmic complexity.

5.3 Turing Machines

Turing’s proposal on automatic machines (Turing Machines) simplified the concept of
decision machines by defining an abstract machine that handles symbols on a strip of tape
according to a table of rules. Despite the simplicity of the mathematical model, a TM
(TM) is capable of simulating the logic behind any computer algorithm provided to it
[253]. Specifically, a TM is composed of a rule table, a head, and a state, and operates on
a memory tape divided into discrete cells. The machine starts with an initial state and
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its head positioned at a given point of the tape. In this position, it scans a single symbol
of the tape and based on the scanned symbol, initial state, and instruction table, the TM
writes a symbol on the tape and changes its position. This process repeats continuously
until the machine enters its final state, causing a halt in the computation [254].

Formally, a TM can be defined as a 7-tuple 𝑇 = ⟨𝑄, Γ, 𝑏, 𝜃, 𝛿, 𝑞0, 𝐹 ⟩, where: 𝑄 is a
finite, non-empty set of states; Γ is a finite, non-empty set of tape alphabet symbols; 𝑏 ∈ Γ
is the blank symbol; 𝜃 ⊆ Γ ⧵ {𝑏} is the set of input symbols; 𝑞0 ∈ 𝑄 is the initial state; and
𝐹 ⊆ 𝑄 is the set of final states or accepting states. Finally, the transition function, 𝛿 is
characterized by 𝛿 ∶ (𝑄 ⧵ 𝐹) × Γ↛𝑄 × Γ × {𝐿, 𝑅, 𝑁}, where 𝐿 is left shift, 𝑅 is right shift,
and 𝑁 is no shift. The initial tape contents are said to be accepted by 𝑇 if it eventually
enters a final state of 𝐹 and halts. Despite this definition, there are many variants of
these machines. For instance, there are models which allow symbol erasure or no writing,
models that do not allow motion [255], and others which discard the stop criteria or final
state, and consequently, do not halt.

With this model, a mathematical description of a simple device capable of arbitrary
computations was developed, capable of proving properties of computation in general, and
in particular of proving the uncomputability of the halting problem [5].

5.4 Methods

5.4.1 Turing Machines configuration

In this chapter, we analyse the output of simple TMs. All TMs have a binary or
ternary set of symbols 𝜃2 = {0, 1} 𝑜𝑟 𝜃3 = {0, 1, 2}, with a matching set of tape symbols
Γ = {0, 1} 𝑜𝑟 Γ = {0, 1, 2}. These TMs have the following specific conditions:

• The machines start with a blank tape (all set to zero, 𝑏 =“0”);

• The machines do not have an internal condition to halt (𝐹 = ∅);

• The halting is performed by an external condition representing a certain number of
iterations that is set the same in every TM;

• The TMs are restricted to read only one tape character at a time and perform three
types of movement on the tape, namely move one cell to the left, move one cell to
the right, or stay in the same position.

Table 5.1 shows a matrix rule 𝑀 example for a TM with #𝑄 = 2 and #𝜃 = 2. Given
a scanned symbol and the internal state of the TM, there is a triple that provides the
TM information regarding the next symbol to write on the tape from the set 𝜃2, the next
movement of the head relative to the tape (left = 0, stay = 1, right = 2) and the next
internal state from the set 𝑄 = {0, 1}. This matrix table is used to fill the tape across a
given number of iterations. Each TM starts with the initial state of “0”, and the tape with
the initial symbol “0”. With these initial conditions, the TM reads the tape’s symbol and,
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given the value read and the rule matrix, changes the tape symbol at the current position,
its internal state, and the position of the head on the tape.

Table 5.1: Rule matrix for a TM with #𝑄 = 2 and #𝜃 = 2.

Symbol 0 1

State 0 (0, 1, 1) (0, 2, 0) (write, move, state)
1 (1, 0, 1) (1, 2, 0)

5.4.2 Search approaches

Since we want to study the probabilistic complexity of TM tapes for different config-
urations, we created many TMs, as specified in Section 5.4.1 with a small cardinality of
states and alphabet (#𝑄, #𝜃). These TMs were then analysed as a whole, followed by a
more detailed analysis targeting TMs with specific configurations. For #𝑄 × #𝜃 ≤ 6, we
performed a sequential search through all possible TMs. Since the total number of Turing
Machines (TNTM) increases in a super-exponential way ((3 × #𝜃 × #𝑄)#𝜃×#𝑄, as shown
in Figure 5.1), it becomes computationally intractable to run all the TMs for larger values
of (#𝑄, #𝜃). Therefore, to approximate the results of a complete traversal of the TMs
domain, we applied a Monte Carlo algorithm [256] to select TMs from their total pool for
#𝑄 ∈ {4, … , 10} and #𝜃 = 2, since this algorithm is widely used to obtain qualitative
information regarding the behaviour of large systems [257].

Figure 5.1: Super-exponential growth in TNTM, with the increase in number of states
(#Q), and a fixed alphabet cardinality (#𝜃 = 2).

To perform a sequential search through all possible TMs of a pair (#𝑄, #𝜃), we consider
that each TM is represented by its rule matrix 𝑀 and define a total order relation between
them. Furthermore, we consider this order to start with an initial TM (𝑡𝑚0), which has
its rule matrix filled with the same tuple (0, 0, 0). The definition of next(𝑀) → 𝑀 was
based on a succession of increments that would carry to the next significant attribute on
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overflow. When the last possible 𝑀 is reached, 𝑀 returns to its configuration of 𝑡𝑚0. As
an example, for #𝑄 = #𝜃 = 2, all four elements of the first TM rule matrix would start
at (0, 0, 0), and the last TM would have all elements defined as (1, 2, 1).

To provide a unique numerical identifier (𝑖𝑑) for each TM within the set of TNTM for
a pair (#𝑄, #𝜃), we mapped 𝑀 → 𝑖𝑑 (Algorithm 1). The inverse function 𝑖𝑑 → 𝑀 is well
defined and can be inferred from the former algorithm.

Algorithm 1: Mapping a TM rule matrix 𝑀 to a unique identifier 𝑖𝑑, in order
to traverse through all TMs.
1 #𝑅 = #𝑄 × #𝜃 × 3;
2 𝑖𝑑 = 0;
3 for each 𝑐 in 𝑀 do
4 𝑖𝑑 = 𝑖𝑑 × #𝑅 + 𝑐.𝑤𝑟𝑖𝑡𝑒 + (𝑐.𝑚𝑜𝑣𝑒 + 𝑐.𝑠𝑡𝑎𝑡𝑒 × 3) × #𝜃 ;
5 end
6 return 𝑖𝑑;

In contrast, in the Monte Carlo approach, rather than starting in one rule matrix
and ending in another, TMs are randomly configured by sampling each cell’s components
(write, move, state) from uniform distributions.

In both search cases, we took advantage of multiple processing cores of the same
machine by subdividing the entire group of TMs into different jobs. For the sequential
search, the domain was evenly split into as many partitions as the number of jobs in
parallel. However, this separation was not required in the Monte Carlo algorithm. At the
end of each job, the extracted measures were collected into a single measure set.

5.4.3 Probabilistic complexity

We used data compression to measure the probabilistic complexity of the output tape
created by the TM after 𝑛 iterations. The NC was used as the compression measure
(Equation (2.12)). 𝐶(𝑥) is computed as

𝐶(𝑥) = −
|𝑥|

∑
𝑖=1

log2 𝑃(𝑥𝑖|𝑘), (5.1)

where 𝑃 is the probability of each string symbol 𝑥𝑖 occurring given a context k.
Probability P is computed using a Markov model, which is a finite-context model that

predicts the following outcomes given a past context 𝑘 [144]. Specifically, a Markov model
loads the input using a given context 𝑘 and updates its internal model. This internal
model is used to compute the probability of any character being read at a given point.

The Markov model operates in two distinct stages: estimation and update. During
the estimation stage, the model leverages the given context 𝑘 to predict the probability of
each character in the input sequence. The update stage consists of refining the internal
model based on the observed input, thus improving the prediction accuracy.

In the estimation stage, the Markov model computes the probability of a character 𝑥𝑖

occurring, given the context 𝑘, as follows:
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𝑃(𝑥𝑖|𝑘) =
𝑁(𝑥𝑖, 𝑘) + 𝛼
𝑁(𝑘) + 𝛼|𝜃|

, (5.2)

where 𝑁(𝑥𝑖, 𝑘) is the number of times the character 𝑥𝑖 appears after the context 𝑘, 𝑁(𝑘)
is the total number of occurrences of the context 𝑘 in the input sequence, 𝛼 is Laplace
smoothing and |𝜃| is the size of the alphabet.

During the update stage, the model refines the internal representation by incrementing
the corresponding counters for 𝑁(𝑥𝑖, 𝑘) and 𝑁(𝑘) each time a new character 𝑥𝑖 is observed
after the context 𝑘. This process allows the model to learn and adapt to the input data,
enhancing the prediction accuracy.

In the case of Algorithm 2, the tape produced by the TM is provided to the Markov
model with context 𝑘. Then, this model is used to determine the NC by computing the
normalized summation of the probability of each character occurring on the tape.

Algorithm 2: Determine the NC of a generated TM tape.
Input : tape
Output: nc

1 for ( i = 0; i < tape.size(); ++i ) {
2 element_value = markov_table.get_element_occurrence_for_context(tape[𝑖]);
3 sum_context_occurrences = summation(markov_table.get_context_occurrences(tape[𝑖]));
4 markov_table.update_model(tape[𝑖])+=1;
5 value += 𝑙𝑜𝑔2(element_value/sum_context_occurrences);
6 }
7 tape_length = tape.get_length();
8 normalizer = tape_length × 𝑙𝑜𝑔2(alphabet_cardinality);
9 return nc = value / normalizer;

5.4.4 Normal and dynamic complexity profiles

Some probabilistically complex tapes were analysed individually by studying how the
NC behaved with the increase in the number of characters currently written on the tape
(length of the tape). This study was carried out in two forms: a normal complexity
profile and a dynamic complexity profile of the tapes. The normal complexity profile is
computed after the TM is halted by an external condition representing a certain number
of iterations, while the dynamic complexity profile is computed during the TM execution.
It is also worth mentioning that the normal complexity profile was applied to the sequence
of rules used by the TMs.

A normal complexity profile can be seen as a numerical sequence ⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥𝑖) containing
values that express the predictability of each element from 𝑥 given a compression function
𝐶(𝑥). Assuming 𝑥𝑏

𝑎 is a subsequence of 𝑥 from position 𝑎 to 𝑏, we define a complexity
profile as

⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥𝑖) = 𝐶(𝑥𝑖|𝑥𝑖−1
1 ). (5.3)

Notice that 𝐶(𝑥) has a causal effect, which means it is assumed that, for ⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥𝑖), we
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have to access the elements previously ⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥1), ⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥…), ⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥𝑖−1) by order. The profile was
normalized to compare tapes with different alphabets according to

⃗⃗⃗⃗⃗⃗⃗𝐶(𝑥𝑖) =
⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥𝑖)
log2 |𝜃|

, (5.4)

where log2 |𝜃| is the normalization factor by the cardinality of the alphabet.
The number of bits needed to describe 𝑥 can be computed as the sum of the number

of bits of each 𝑥𝑖, namely,

𝐶(𝑥) =
|𝑥|

∑
𝑖=1

⃗⃗⃗⃗⃗⃗⃗⃗𝑁(𝑥𝑖), (5.5)

where, as 𝑖 increases, the compressor is asymptotically able to accurately predict the
following outcomes, because it creates an internal model of the data. In other words, 𝐶 is
memorizing, and in some cases, learning.

The dynamic complexity profile can be defined as

⃗⃗⃗⃗⃗⃗⃗⃗𝐷(𝑥𝑡) = 𝑁𝐶(𝑥𝑖
1, 𝑡), (5.6)

where 𝑥𝑖
1 is the 𝑥 sequence generated at the time iteration 𝑡 considering that 𝑥 is described

from position 1 to 𝑖. As such, the dynamic profile was computed by providing the tape
to the Markov model during the TM’s execution time (while the tape is being edited),
computing the NC in small intervals as described in Equation (2.12).

5.4.5 Increasing the probabilistic complexity of TM’s tape

We also investigated the formulation of a methodology capable of consistently increas-
ing the TM tapes’ probabilistic complexity while maintaining the machines’ algorithmic
complexity. To this end, we created two methods:

• Method I aims to increase probabilistic complexity by optimizing the impact of the
rules on the TM’s probabilistic complexity (aggregation of fundamental rules).

• Method II aims to globally increase probabilistic complexity by iteratively changing
the TM’s rules.

The first method provided exciting conclusions regarding the interaction between crit-
ical rules, whereas the second proposed method consistently increases the probabilistic
complexity of the tapes. It is worth mentioning that in every computation of the NC, the
best Markov model was selected, and the set of TMs has specific conditions (specified in
Section 5.4.1).

Method I

The main principle of the method described in Algorithm 3 is to maximize the relevance
of a given rule on the TM by computing an impact measurement of the rule using the NC.
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This metric is used as a selection criterion of rules when merging two randomly generated
TMs.

The first premise is that a rule can be essential in a certain sub-network of rules at a
particular time. The second premise is that we can successfully join essential rules relevant
to the source matrix by maximizing impact metrics. Even if specific rules lost relevance
during the TM merging process, since the value of their impact decreased, these rules
would be replaced by others that would fit the TM rule matrix better.

Algorithm 3: Method I: pseudo-code algorithm.
Input : merge_number, number_of_states, alphabet_size
Output: tm

1 rule_matrix_1 = rule_matrix.random(number_of_states, alphabet_size);
2 for ( it = 0; it < merge_number; ++it ) {
3 nc_matrix_1 = Compute_nc_matrix(rule_matrix);
4 rule_matrix_2 = rule_matrix.random(number_of_states, alphabet_size);
5 nc_matrix_2 = Compute_nc_matrix(rule_matrix);
6 rule_matrix_1 = tm_merge(rule_matrix_1, nc_matrix_1, rule_matrix_2, nc_matrix_2);
7 }
8 return tm(rule_matrix);
9 Function 𝑡𝑚_𝑚𝑒𝑟𝑔𝑒(𝑟𝑢𝑙𝑒_𝑚𝑎𝑡𝑟𝑖𝑥_1, 𝑛𝑐_𝑚𝑎𝑡𝑟𝑖𝑥_1, 𝑟𝑢𝑙𝑒_𝑚𝑎𝑡𝑟𝑖𝑥_2, 𝑛𝑐_𝑚𝑎𝑡𝑟𝑖𝑥_2):
10 for ( index = 0; index < rule_matrix_1.size(); ++index ) {
11 nc_rule_1 = nc_matrix_1[index];
12 nc_rule_2 = nc_matrix_2[index];
13 if (𝑛𝑐_𝑟𝑢𝑙𝑒_2 > 𝑛𝑐_𝑟𝑢𝑙𝑒_1) then
14 rule_matrix_1[index] = rule_matrix_2[index];
15 end
16 }
17 return rule_matrix;
18 Function 𝐶𝑜𝑚𝑝𝑢𝑡𝑒_𝑛𝑐_𝑚𝑎𝑡𝑟𝑖𝑥(𝑟𝑢𝑙𝑒_𝑚𝑎𝑡𝑟𝑖𝑥):
19 tm = tm(rule_matrix);
20 nc_original = nc(tm, number_iterations);
21 summation_nc=0; for ( i = 0 i < rule_matrix.size(); ++i ) {
22 original_rule = rule_matrix[i];
23 for ( 𝑟𝑢𝑙𝑒 = (0, 0, 0) … (𝑤𝑚𝑎𝑥, 2, 𝑠𝑚𝑎𝑥) ) {
24 if (rule ≠ original_rule) then
25 rule_matrix[i] = rule;
26 summation_nc += nc(tm, number_iterations);
27 end
28 }
29 average_nc = summation_nc/(number_possible_rules - 1);
30 rule_relevance = nc_original - average_nc;
31 nc_matrix[i] = rule_relevance;
32 rule_matrix[i] = original_rule;
33 }
34 return nc_matrix;

The algorithm can be decomposed into steps: (1) Generate a random rule matrix for
a TM. (2) Run TM through n iterations. (3) Compute NC of resulting TM using its
tape. (4) (i) For each element in the rule matrix, change its content sequentially to every
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possible outcome ((0, 0, 0) … (𝑤𝑚𝑎𝑥, 2, 𝑠𝑚𝑎𝑥)) other than the original rule, and maintain the
remaining matrix unedited; (ii) for each outcome, run the TM n iterations and compute
the resulting tape’s NC; (iii) compute the average of all resulting NC values; (iv) compute
the impact of the original rule in the element by calculating the difference between the
original NC from Step (3) and the average NC from Step (iii); and (v) store the resulting
value (𝑖𝑚𝑝𝑎𝑐𝑡 ∈ [−1, 1]) in an impact matrix, with the same size of the rule matrix, at
the same index of the element in the rule matrix. (5) Repeat Steps (1)–(4) to generate
another random rule matrix for a TM and obtain its impact matrix. (6) Merge the first
and second TMs by selecting the rules with the highest impact value, creating a new TM.
(7) Calculate the impact matrix of the new TM. (8) Keep generating and merging other
new randomly generated TMs for n iterations.

This impact metric is vital as it allows us to assess the relevance of a given rule since:

1. An impact of zero means that the rule is not used by TM, as the mean probabilistic
complexity from changing it does not alter from the original;

2. An impact value closer to 1 means that the rule is more relevant, as changing the
rule results in a decrease in the probabilistic complexity of the tape compared to the
original rule;

3. An impact closer to −1 signifies that the rule decreases the probabilistic complexity
of the tape.

Method II

In contrast to the previous method, this more straightforward method iteratively at-
tempts to increase the probabilistic complexity of the tape by changing TM rules. This
method, described in Algorithm 4, looks at the global impact a rule has on the probabilistic
complexity of the TM’s tape and tries to increase the global NC.

The algorithm goes as follows: (1) While the length of the TM is smaller than a
limit (set as 100 here), generate a random rule matrix, run TM through n iterations and
determine the length of the generated tape. (2) Compute the NC of the resulting TM
using its tape. (3) For the number of iterations defined: (i) randomly select a matrix
rule index; (ii) randomly change the value of the rule; (iii) run TM for n iterations; (iv)
determine the length and NC of the generated tape; and (v) if the resulting NC is higher
than the previous maximum and the length is higher than 100 characters, keep the new
rule. Finally, (4) Retrieve the new TM.

In the next section, we assess our compression-based method regarding noise (substi-
tutions) and permutations in synthetic and actual genomic data.
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Algorithm 4: Method II: pseudo-code algorithm.
Input : number_of_states,alphabet_size,number_of_iterations
Output: tm

1 while length<100 do
2 rule_matrix = rule_matrix.random(number_of_states,alphabet_size);
3 length=tm(rule_matrix).get_length();
4 end
5 nc = nc(rule_matrix);
6 for ( it = 0; it ≠ number_of_iterations; ++it ) {
7 random_index=random(rule_matrix.size());
8 rule=rule_matrix[random_index];
9 new_rule=rule.random();
10 rule_matrix[random_index]=new_rule;
11 nc_rule=nc(rule_matrix);
12 new_length=tm(rule_matrix).get_length();
13 if (nc<nc_rule AND new_length>100) then
14 nc=nc_rule;
15 else
16 rule_matrix[random_index]=rule;
17 end
18 }
19 return tm(rule_matrix);

5.5 Viability assessment of the NC

In this section, we validate using the NC computed with the best Markov model.
To make this assessment, we made use of synthetic and natural inputs. The synthetic
input was a string of 500 zeros followed by 500 ones, whereas the natural inputs were
the complete genome sequences of the Microplitis demolitor bracovirus segment O and the
Human parvovirus B19 isolate BX1 (both retrieved from NCBI 1).

5.5.1 Assessment

For each type of data, the substitution probability of the string increased from 0%
to 100%, and the string was randomly permuted in blocks of increasingly smaller sizes.
At each point, the NC was computed using the best Markov model (𝑘 ∈ {2, … , 9}) (the
model that provides the highest compression for that given string) and the obtained results
were plotted as a heat map (Figure 5.2). It is worth mentioning that, since the generated
synthetic data have low probabilistic complexity and genomic data usually have high
probabilistic complexity, in synthetic data, the substitution was randomly set to generate
any symbol of the alphabet 𝜃 = {0, 1} in order to increase the complexity of the string. On
the other hand, in genomic data, the substitution was fixed to generate always a specific
nucleotide (symbol of the alphabet) to decrease the complexity continually.

As shown in Figure 5.2, the NC behaves as expected, increasing as the substitution
rate of the strings increases in synthetic data and decreasing in biological data.

1 https://www.ncbi.nlm.nih.gov/nuccore/

87

https://www.ncbi.nlm.nih.gov/nuccore/


CHAPTER 5. COMPLEXITY ANALYSIS OF TURING MACHINES

Figure 5.2: Heat map of Normalized Compression with an increase in permutation and
edition rate. Generated string starting with 500 zeros followed by 500 ones (top); NC_-
007044.1 Microplitis demolitor bracovirus segment O, complete genome (bottom-left);
and MH201455.1 Human parvovirus B19 isolate BX1, complete genome (bottom-right).

The same occurs regarding a random permutation of the synthetic and natural strings.
There was a significant increase in NC with the increase in the number of blocks permuted
for the synthetic input. The same occurred in genomic data. Although less noticeable
due to being more probabilistically complex than the synthetic sequence, an increase in
the NC with an increase in the number of blocks permuted can be seen in both genomic
sequences. This occurrence is more pronounced in the Microplitis demolitor bracovirus
genome sequence than in the Human parvovirus B19 isolate BX1 genome sequence since
the latter has higher probabilistic complexity.

5.5.2 Insights

The results of the assessment suggest that the NC is a tolerant way of dealing with
substitutions and permutations when computed in this manner. As such, this methodology
could be successfully applied to measure the output of TM tapes since, besides being an
ultra-fast method of obtaining information about the tape, it can cope with the presence
of substitutions and permutations in a string and is thus a good estimator of probabilistic
complexity on a tape.
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5.6 Global analysis of Turing Machine tapes

This section analyses the probabilistic complexity of TMs with a different alphabet
and state cardinality. We look at regions with spikes in NC and investigate the reason for
their occurrence using global metrics and average rule complexity profiles.

5.6.1 Probabilistic complexity patterns of Turing Machines

All TMs ran for 50,000 iterations. This value was selected since a considerable number
of iterations can still be performed in a reasonable computational time. The tapes pro-
duced by each TM were analysed with Markov models of context 𝑘 ∈ {2, … , 9}, and the
smallest NC was selected. Table 5.2 shows the average length of the tape and NC as well
as its standard deviation obtained for each group of TMs with a different pair of (#𝑄, #𝜃).
Due to the limited availability of computational resources, the number of sampled TMs
in the Monte Carlo search approach was the same order of magnitude as the TNTM for
#𝑄 = 3 and #𝜃 = 2.

Table 5.2: The average and maximum standard deviation of the length of the tape and
NC obtained in each TM group.

#𝜃 #Q TM No. Search Approach Mean Amp ± std Mean NC ± std

2 2 20,736 Sequential 32,055 ± 20,836 0.22724 ± 0.420,95
2 3 34,012,224 Sequential 29,745 ± 20,609 0.22808 ± 0.42330
3 2 34,012,224 Sequential 32,603 ± 19,923 0.17887 ± 0.38230
2 4 34,000,000 Monte Carlo 28,146 ± 20,348 0.22753 ± 0.42403
2 5 34,000,000 Monte Carlo 26,932 ± 20,092 0.22643 ± 0.42403
2 6 50,000,000 Monte Carlo 25,963 ± 19,856 0.22512 ± 0.42363
2 7 50,000,000 Monte Carlo 25,164 ± 19,636 0.22356 ± 0.42285
2 8 30,000,000 Monte Carlo 24,477 ± 19,433 0.22219 ± 0.42215
2 9 30,000,000 Monte Carlo 23,882 ± 19,245 0.22079 ± 0.42134
2 10 30,000,000 Monte Carlo 23,357 ± 19,068 0.21933 ± 0.42039

A moving average low-pass filter was applied to the obtained values of data compres-
sion, the tape’s length was normalized by the maximum size obtained for its pair (#𝑄, #𝜃),
and the results were expressed as plots for #𝑄 ∈ {2, … , 6}, as presented in Figure 5.3. We
did not create the plots for higher cardinalities due to the under-sample of computed TM
relative to the TNTM. Nevertheless, the plots show an interesting relationship between
the tape’s length and the NC. In particular, the NC tends to be higher for tapes with a
shorter length. There are two significant reasons for this: firstly, smaller strings have few
elements and thus are harder to compress. This occurs mainly in machines that only pro-
duce 1 to 10 elements in the tape. Secondly, there is a correlation between smaller tapes
created by TMs with intertwined rules and a high NC value. This increase in probabilistic
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complexity in short tapes is caused by TMs systematically re-writing portions of the tape
several times and consequently increasing the probabilistic complexity.

Figure 5.3: Plot of all TMs in Table 5.2. NC value is in blue, and the tape’s normalized
length is in yellow. The x-axes of the plots represent the index of the TM computed
according to Algorithm 1. The blue background is the plot that corresponds to the
group of TMs with #𝜃 = 3 and #𝑄 = 2; all other plots have #𝜃 = 2.

Overall, the TM plots show two large regions with a significant NC spike and a smaller
tape length. Moreover, these regions persist for TMs with a different #𝑄 and #𝜃, at least
for the cardinality under examination (see circles in Figure 5.3).

To examine this phenomenon, we computed the average bits required to represent the
generated tapes inside these regions, the NC, and the tape’s length. Furthermore, we
sampled from this pool 5000 TMs from inside and outside this region (except for #𝑄 and
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#𝜃 = 2, with only 2000 selected). These sampled TMs ran for 1000 iterations. Figure 5.4
depicts these results:

• The length of TM’s tape (top-left);

• The required bits to perform compression of the tape (top-middle);

• The corresponding NC value (top-right);

• The average required bits to perform compression of index rules used by each TM
(bottom-left);

• The corresponding NC value (bottom-right).

Figure 5.4: The average value for the length of TM’s tape (top-left); average required
bits to perform compression of the tape (top-middle); and average NC value (top-right),
inside and outside the regions marked with circles in Figure 5.3. The average bits required
(bottom-left); and the average NC value obtained for the rules used by the TM (bottom-
right), inside and outside the regions marked with circles in Figure 5.3

By analysing Figure 5.4, we observe that, for all TM(#𝑄, #𝜃), the length of the tape
and bits required to compress it are, on average, higher outside the circle lines than inside
this region. In contrast, the average NC is higher inside the region. This information
demonstrates that, despite the seemingly higher probabilistic complexity, tapes are, in
fact, not more probabilistically complex but rather simply smaller in size. On average,
the tapes inside this region require fewer bits to represent than those outside this region.
Consequently, the results are only caused by the logarithmic normalization factor of the
NC, which creates this discrepancy in values, not the complexity of the sequence itself.

Regarding the NC and the average bits required to represent the index of the rules
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used, we notice that in both cases, the indexes of the rules are, on average, more easily
compressible inside the regions under analysis (Figure 5.4, bottom). This data indicates
the presence of smaller rule cycles in these regions, making it easier for the Markov models
to compress them. To see this, we performed the normal complexity profile of these
rules and computed their average. Figure 5.5 shows the important regions of these rule
complexity profiles (all complete profiles are shown in Section C.2.1, Figure C.1).

Figure 5.5: Regional capture of average rule complexity profiles obtained from pseudo-
randomly selected TMs with #𝑄 ∈ {2, 3, 5, 6} and #𝜃 = 2 up to 1000 iterations.

The rule complexity profiles have a higher complexity outside the region than inside.
Furthermore, the decrease in complexity occurs faster inside the region than outside. This
difference is incremented with the increase in the cardinality of states. These results
indicate that the rule cycles are smaller inside this region. These small rule cycles (that
create low probabilistic complexity) are going back and forth in tiny regions of the tape,
decreasing its overall size. This decrease in size coupled with the low complexity of the
rules produces, on the one hand, models that require fewer bits to represent the tape and,
on the other hand, a higher NC value due to its dividing factor |𝑥|.

We conclude that given the same number of iterations, TM tapes in these regions
possess smaller lengths and higher NC due to similar short cycles. The regions in Figure 5.3
were created because these short cycles occurred in TMs, which were grouped due to the
sequential generation order of the TM rules (changes in the rules).

5.6.2 Insights

Using the Normalized Compression, we showed that some TMs have higher Normalized
Compression (and smaller tape length) in two regions (shown up to six states). These
regions correspond to probabilistic low complexity regions, and have a high NC due to
tape size.

We localized these regions and, using average rule complexity profiles, identified this
grouping as being caused by short cycles in the rules that output tapes with smaller
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lengths. Since the probabilistic complexity of the TM tapes was measured assuming a
sequential generation order of the rules (changes in the sequential rules), these similar
short cycles with similar configurations were grouped together.

5.7 Analysis of probabilistically complex Turing Machine
tapes

In this section we look at probabilistically complex TM tapes by applying the normal
and the dynamic complexity profiles.

5.7.1 Analysis using normal and dynamic complexity profiles

To create the normal and dynamic complexity profiles, we filtered from each pair
(#𝑄, #𝜃) in Table 5.2 the top 15 TMs with a tape length larger than 100 characters and
the highest NC. Figure 5.6 depicts the normal and dynamic complexity profiles obtained
from the TMs with the highest NC for their state cardinality when run until each has a
tape length of 10,000.

Figure 5.6: Normal complexity profiles (left); and dynamic complexity profiles (right)
obtained for some of the filtered TMs. Each TM has a different cardinality of states or
alphabet.

We can draw some conclusions from the normal complexity profile from the results.
Firstly, all machines have tape regions that are harder to compress given the prior knowl-
edge of the Markov table, thus the spikes. These spikes are regions where the tape pattern
has been altered due to changes in the machine’s state or part of the tape being rewritten.

Furthermore, similarly to Figure 5.2 (top), where an increase in the number of string
editions leads to an increase in the probabilistic complexity of the string, the profiles of
Figure 5.6 (left) show the tape regions which have suffered more edition. This edition is
caused by complex rule interchange, which is harder to compress (more probabilistically
complex).
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Regarding the dynamic complexity profile, TMs that create a tape with simple repeti-
tive patterns have a dynamic complexity profile that decreases their NC across time until
it reaches approximately zero. This behaviour is also observed in TMs with the highest
NC (#𝑄 ∈ {2, 3, 4}, #𝜃 = 2). However, with the increase in the number of rules, the
compression capacity of these tapes starts to decrease due to more complex patterns be-
ing generated. These patterns change during the creation of the tape due to interlocked
changes in TM states and changes in received inputs.

As expected, in both the normal and dynamic complexity profiles, with the increase in
#𝑄 and #𝜃, there is an increase in the number and size of spiky regions (normal complexity
profile) and the value of NC (dynamic complexity profiles). These results imply that the
number of rules influences the amount of information on the tape. Notably, TMs with
more rules have the potential to generate tapes that are generally harder to compress.

The results obtained show that these profile methods can localize higher probabilistic
complexity for different purposes. On the one hand, the normal complexity profile can
localize regions of higher and lower probabilistic complexity (assuming the machine has
reached the external halting condition) and localize regions of short cycles of rules. On
the other hand, the dynamic complexity profile is capable of localizing temporal dynam-
ics of probabilistic complexity, showing where there is an abrupt change in probabilistic
complexity.

5.7.2 Insights

In this section, we studied probabilistically complex TM tapes by applying the normal
and dynamic profiles described in Section 5.4.4.

The normal and dynamic complexity profiles serve as approximate measures that can
detect complexity change in the events through spatial and temporal quantities. The nor-
mal complexity profiles localize higher and lower probabilistic complexity regions assuming
the machine reaches the external halting condition. In contrast, the dynamic complexity
profiles localize temporal dynamics of probabilistic complexity through the dynamics of
the tape (while running). The latter identifies when a change in complexity occurs at a
certain depth. It is worth mentioning that a similar concept, Algorithmic Information
Dynamics (AID), was introduced by Zenil, Kiani, and Tegnnér [258]. AID explores the
effects of perturbations to systems and data (such as strings or networks) on their underly-
ing computable models. It uses algorithmic probability between variables to determine the
probability for the dependency (and direction between variables) and the set of candidate
models explaining such a connection. On the other hand, the dynamic complexity profiles
localize temporal dynamics of probabilistic complexity through the modification cycles of
the tape. Namely, it shows where there is an abrupt change in the probabilistic complexity
during the TM’s execution. Moreover, it detects the rules that directly influence the tape’s
probabilistic complexity during the TM’s run time. Although these notions are similar,
they differ because one relies on NC to compute the probabilistic complexity of the tape
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in a dynamic temporal way, whereas the other uses algorithmic probability to determine
the smallest program to represent that pattern after the perturbations have taken place.

5.8 NC and BDM comparison

After considering the relationship between the algorithmic complexity of TMs and the
probabilistic complexity produced by their tapes and applying complexity profiles as local
measures to quantify and localize higher and lower regions of probabilistic complexity,
in this section, we compared the NC and the BDM regarding their ability to detect the
probabilistic complexity of tapes.

5.8.1 Comparison analysis between NC and BDM

To perform the comparison between NC and BDM, we pseudo-randomly selected 10,000
TMs with 6, 8, or 10 states and a binary alphabet, and ran each for 50,000 iterations.
The NC and the one-dimensional normalized BDM (according to [48]) were applied to
the tapes obtained. The average results can be observed in Table 5.3, and the overall
behaviour for TMs with #𝑄 = 10 and #𝜃 = 2 can be seen in Figure 5.7 (images for all
analysed states are shown in Figure C.2 in Appendix C). Notice that, in Figure 5.7, the
results are presented after applying a moving average low-pass filter. Furthermore, tape
length was normalized by the maximum size obtained for its pair (#𝑄, #𝜃) and, to observe
BDM compared to the NC, the BDM results were scaled in the left image by a 102 factor.
An example with non-scaled BDM is also presented in the right image.

Table 5.3: The average and maximum standard deviation of the NC and NBDM obtained
in each TM group.

#𝜃 #Q TM No. Mean Amp ± std Mean BDM ± std Mean NC ± std

2 6 10,000 26,359.6 ± 19,821 0.00042801 ± 0.011328 0.21631 ± 0.41753
2 8 10,000 24,471.8 ± 19,353 0.00045401 ± 0.010250 0.21975 ± 0.42054
2 10 10,000 23,123 ± 19,157 0.00060360 ± 0.012539 0.22696 ± 0.42404

Similar to Table 5.2, there is a decrease in the tape’s length when the number of states
increases. Additionally, in this sample, BDM and NC increase with the number of states.
The results indicate that the algorithmic nature of BDM allows for a tiny representation
of these data. Internally, BDM uses values derived from the computation of small TM.
Consequently the BDM can represent TM tapes with very small values. Nevertheless, for
a higher number of states, the BDM is progressively approximated by our methodology.
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Figure 5.7: Comparison between the NC and BDM for 10,000 TM with #𝑄 = 10 and
#𝜃 = 2 that ran over 50,000 iterations: (Left) BDM scaled by a factor of 102; and (Right)
same example but with non-scaled BDM.

5.8.2 Insights

Herein we compared the NC and the BDM in analysing the TM tapes. BDM efficiently
describes the TM tapes since it uses TM values for their complexity estimation. Never-
theless, for a higher number of states, the BDM progressively approximates the statistical
values since the algorithmic approach of the BDM is constituted by a set of small TMs,
currently up to a maximum number of five states in a binary alphabet. Since BDM has
been computed for this number of states, it lacks the information to represent some Tur-
ing Machine tapes after this state cardinality. This effect grows with an increment in the
number of states.

On the other hand, the probabilistic approach used in the BDM is more simplistic
than ours, making the proposed method more relevant for this specific application. Fur-
thermore, since this analysis aims to quantify the probabilistic complexity of the TM
tapes with the same algorithmic complexity, the BDM is unsuitable for use in this use
case because the BDM has algorithmic models in its internal composition. Nevertheless,
for an application of quantification of both algorithmic and probabilistic complexity, a
combination of both methods would approximate the complexity of strings efficiently.

5.9 Increasing the probabilistic complexity of Turing Ma-
chine tapes

In this section, we analyse the impact of methods I and II on increasing the probabilistic
complexity of TM tapes.

5.9.1 Applying methods I and II

Methods I and II were implemented and tested regarding their ability to increase
probabilistic complexity. Method I was instantiated 200 times, where in each instance,
100 TMs were merged according to Algorithm 3. Method II was instantiated 2000 times
(10 times more since it is a faster algorithm) for 1000 iterations. In both methods, all TMs
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had a #𝑄 = 10 and #𝜃 = 2, and were executed for 50,000 tape iterations. The compared
results can be observed in Section 5.9.1.

Regarding method I (Section 5.9.1, left), both top and bottom plots show that this
algorithm decreases the tapes’ length by half while retaining approximately the same bits
required to represent the tape and slightly increasing the NC. This method shows incon-
clusive results as the bits required to compress the tape are, on average, approximately the
same. Therefore, the tape length shrinkage is responsible for the increase in NC. However,
this could mean that information on the tapes is being condensed.

Moving on to the results obtained for method II, both top and bottom plots show
that this algorithm, on average, decreases tape length while significantly increasing the
bits required to represent the tape and the NC value. Besides being much faster than
the previous method, it can systematically increase the probabilistic complexity of TMs.
These results are a consequence of the way this method behaves. The method tries to
change the rules by looking at the outcome of the TM’s tape NC rather than augmenting

Figure 5.8: Comparison between method I (left) and method II (right). (Top) Plots show
the length of the tapes, bits required to represent the sequence, and the NC obtained for
200 TMs after a low-pass filter was applied. (Bottom) Plots show the average tape length
(bottom-left); average bits required (bottom-middle); and NC (bottom-right). Green
and red represent TMs before and after the method was applied, respectively. For method
I, the average corresponds to 200 instances, and for method II to 2000.
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the rule’s impact on the tape. Figure 5.9 presents two tape evolution examples using
method II.

Tape 1 Before:010101010101010101010101010101010101010101010101010101010101

Tape 1 After:  111111111110011110111100111011110011001110111110111100110011

Tape 2 Before:000000000000000000000000000000000000000000000000000000000000

Tape 2 After:  111101011011111110110100111010010000001001111000100100111101

Figure 5.9: The first 59 characters of TMs’ tapes before and after method II was applied.

To evaluate method II better, we altered the number of rule iterations it uses to improve
(𝑖𝑡 ∈ {50, 100, 200, … , 32, 000}), the number of iterations the TM can write on the tape
(𝑛 ∈ {500, 1000, 2000, … , 8000}), and computed for 2000 instances:

• The final average length of the tape;

• The variation of the bits required (BR) to represent the tape (BRvar = 1
𝑛

×
∑𝑛

𝑖=1(𝐵𝑅𝑓𝑖𝑛𝑎𝑙 − 𝐵𝑅𝑖𝑛𝑖𝑡𝑖𝑎𝑙));

• The variation of NC (NCvar = 1
𝑛

× ∑𝑛
𝑖=1(𝑁𝐶𝑓𝑖𝑛𝑎𝑙 − 𝑁𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙)).

The results of this process are shown in Figure 5.10.
It is possible to observe in Figure 5.10 that both rule iterations and iterations on

the tape play a significant role in the probabilistic complexity of the TM. The method
demonstrates that as the number of rule iterations increases (iterations that try to increase
the NC value of the tape), both the variation of the NC (maximum average increase of
40%) and bits required (maximum average increase of 55 bits) increase. At the same time,
the length of the tape decreases (minimum of 111 characters of tape length).

On the other hand, the variation of the NC and bits required act interestingly. Firstly,
for a reduced number of rule iterations, the NC is higher for a lower number of tape
iterations, showing an overall improvement of the NC due to the small tape size. However,
as the number of rule iterations increases, so does the variation of the NC and bits required,
showing an actual increase in the probabilistic complexity of the TMs’ tapes. This result
indicates that the sequence is getting increasingly complex with the number of iterations,
as the only way to sustain an increase in complexity is by creating rules with non-repeatable
patterns. As such, the decrease in tape length observed when using method II implies that
the rules obligate the rewriting of certain parts of the tape, making it more compact and,
thus, harder to describe by a probabilistic compressor. Accordingly, a simple adaptation
of method II can be made to decrease probabilistic complexity while maintaining the
same algorithmic complexity (the opposite). This adaptation allows the variation of the
probabilistic complexity of a TM tape according to the desired value while maintaining
the same algorithmic complexity.

5.9.2 Insights

In this section, we evaluated methods to increase the probabilistic complexity of TM
tapes while maintaining the same amount of algorithmic complexity. Although method I
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Figure 5.10: Average final length of the tape (top-left); variation of the bits required to
represent the string (top-right); and variation of the NC (bottom), with the increase in
number of rule iterations and tape iterations.

provided inconclusive results, method II could effectively increase probabilistic complexity
while retaining algorithmic complexity. The value of the probabilistic complexity can be
set to the desired number instead of the maximum using a simple variation of method II.
This algorithm can be applied for ultra-fast generation from a short program, outputting
tapes with a desired probabilistic complexity while the algorithmic complexity remains low.
This algorithm may have many applications in genomics, metagenomics, and virology. For
example, the output of these TMs can be used as an input to test and quantify the accuracy
of genome assembly algorithms for different complexities from non-stationary sources. The
significant advantage is that the output has high-speed generation without the need to store
any sequence besides the program’s configurations. Another application is the simulation
of progressive mutations in metagenomic communities. It can also complement absent
regions of genome viruses given sequencing incapabilities or DNA/RNA degradation (using
similar probabilistic complexity). A broader application is the benchmark of compression
algorithms used to localize complexity in the data given possible algorithmic sources.

5.10 Summary

Turing Machine tapes with the same algorithmic complexity may have very different
probabilistic complexities. In this study, we analysed the behaviour of TMs with specific
conditions regarding the probabilistic complexity of their generated tapes. To carry out
this study, we created low algorithmic complexity TMs (a small number of states and
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alphabet). We used a compression-based measure approximated by the best-order Markov
model to measure the quantity of probabilistic complexity in the output tapes.

After assessing the compression-based approach regarding symbol editions and block
transformations, we identified that TMs with the same number of states and alphabet
produce distinct tapes with higher NC patterns in two regions. Furthermore, we showed
that these two regions are related to repetitive short cycles in the configuration matrix,
given sequential modifications in the matrix that create shorter tapes.

We introduced normal and dynamic complexity profiles as approximate measures to
quantify local complexity. The normal complexity profiles localize regions of higher and
lower probabilistic complexity for machines that reached the external halting condition.
The dynamic complexity profiles localize probabilistic complexity’s temporal dynamics
through the tape’s modification cycles. We showed examples using both profiles and
applied them to achieve some findings in this chapter regarding global quantities.

Additionally, we compared a measure that uses both algorithmic and probabilistic
approaches (BDM) to analyse the tapes. The fact that the tapes were created by TMs with
the mentioned specific conditions makes BDM an efficient describer of the tapes. However,
for a higher number of states, BDM is progressively approximated by our methodology.

Finally, we developed an algorithm to increase a tape’s probabilistic complexity pro-
gressively. This algorithm creates a tape that evolves through a stochastic optimization
rule matrix that is modified according to the quantification of the NC. As such, this algo-
rithm can be modified to variate the value of the NC. We pointed out some of its potential
applications in the bioinformatics field.
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Chapter 6

On solving the inverse problem
through approximation

f Abraham meets Melchizedek - Jorge Miguel Silva.

“When you find your path, you must not be afraid.
You need to have sufficient courage to make mistakes.

Disappointment, defeat, and despair
are the tools God uses to show us the way.”

– Paulo Coelho
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6.1 Contextualization

Despite being highly heterogenous, all data can be reduced to a string of bits. Kol-
mogorov Complexity analyses data in this way. It estimates the complexity of data as
the length of a smallest program that, when run, generates the string and halts. Despite
Kolmogorov complexity being noncomputable, it can be approximated.

In the previous chapter, we evaluated the usage of NC to select the best Markov model
that minimizes the complexity quantity of TM tape. Although the algorithmic complexity
of the TMs that generate the tapes is the same for a set of (#𝑄, #𝜃) since the number
of rules is the same, the output tapes can vary widely in size and form (a good example
being the Busy Beaver [259]). Hence, the approximation of the probabilistic complexity
provided by the NC of the tapes generated differs substantially from tape to tape. While
it is relatively easy to compress repeated sequences, the compression of some sequences
with an algorithmic scheme has proven difficult to do by simple probabilistic compressors.
However, the string is simple to describe using the rule matrix. This problem is an inverse
problem since the rule matrix given the produced TM tape.

Suppose it is possible to develop a close algorithmic representation of a digital object,
even if it is not the smallest representation possible. In that case, the applications are
tremendous since we can (besides losslessly representing data in a compressed manner)
get insights into the underlying structure of the data itself. Detecting algorithms in data
can allow for better data compression, comprehension, and behavioural prediction.

As such, in this chapter we aim to create a program that can represent approximately
any given string. However, this problem is very complex due to the high dimensionality
and heterogeneity of the data. Consequently, this chapter presents only an initial proposal,
and there is still much work to be done in order to function correctly for any type of string.
The remainder of this chapter is divided as follows:

• Research Questions and Contributions;

• Considerations regarding the inverse problem;

• Methods;

• Results;

• Summary.

6.2 Research questions and contributions

As previously mentioned, algorithmic Kolmogorov complexity, although non-
computable, can be approximated. One meaningful approximation is performed by data
compressors, which are an upper bound of the algorithmic complexity of the sequence.
However, most lossless data compression algorithms are limited to finding simple proba-
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bilistic regularities because these algorithms have been designed for fast storage reduction.
Still, some compressors like GeCo3 [51], and PAQ [239, 153] are designed for compression
ratio improvement at the expense of more computational resources. These lossless data
compression algorithms are hybrids between probabilistic and algorithmic schemes. This
algorithmic approach differs from most lossless data compression algorithms since it con-
siders that the source creates structures that follow algorithmic schemes and, as such,
does not only perceive data as being generated from a probabilistic function. Conse-
quently, they detect some algorithmic schemes in data and use them in data compression.
But, more importantly, they show the importance of efficiently combining models that
address probabilistic and algorithmic nature. Raw data is not only algorithmic in nature,
and its characteristics, quantity of noise, and precision, on average, affect the efficiency of
programs that measure information using pure algorithmic schemes more than those of a
more probabilistic nature. Although nature can be based on algorithmic schemes, it is not
limited to them. This other part is based on non-computable sources that make logical
descriptions inconsistent [260, 261].

This chapter will explore a possible approximation solution for the inverse problem.
Specifically, we propose a method that, given a target string 𝑦, tries to find a program
that approximately describes that string. So how do we look for a program that generates
the algorithmic schemes present in data? Furthermore, how do we do this in a way that
is tolerant to noise and from a single example? These are the questions at the core of this
chapter, which we will try to answer. When dealing with this problem, it is crucial to
create a solution that leverages the algorithmic and probabilistic methods for the solution
to be tolerant to noise and flexible in finding various algorithmic schemes in data. Another
aspect that needs to be considered is the computational time required by this method, as
it needs to be executed in feasible computational time.

As a result, we have made the following contributions in this chapter:

• A method of approximating a solution for the inverse problem;

• Three different search solutions.

6.3 Considerations regarding the inverse problem

6.3.1 Global aspects

Mathematical models are a key tool in the scientific pursuit of understanding our world.
When a mathematical model is known, it is employed to predict the system’s behaviour,
given some parameters that describe a system. This approach is known as mathematical
modelling, and the parameters are called model parameters.

In the inverse problem, causal factors are estimated using a set of observations. Since
they provide information about parameters that are not directly observable, they are
among the most paramount mathematical issues in science and mathematics, always being
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present: e.g., estimating a planet’s density from measurements of its gravitational field;
determining a function that generates a sequence number; determining from where a fire
weapon was shot, given the position of the bullet hole; decrypting a cryptographic message;
finding a program that generated a given string.

Formally in an inverse problem, given the generated observation data (𝑑𝑜𝑏𝑠), we seek
to identify the model parameters. As such, we look for the model parameters 𝑝 such that
(at least approximately)

𝐹(𝑝) = 𝑑𝑜𝑏𝑠, (6.1)

where 𝐹 is the forward map, 𝐹(𝑝) is the data predicted by model 𝑝. Using this formulation,
we can also think of the discrepancy between 𝑑𝑜𝑏𝑠 and 𝐹(𝑝) (𝐷(𝑑𝑜𝑏𝑠, 𝐹 (𝑝))) as the residuals
associated with the model. They are essential to assess the model’s viability since their
analysis indicates if the assumed model is realistic or not. The biggest challenge of the
inverse problem is that it is an unstable process: noise and errors can be tremendously
amplified, making a direct solution challenging. This is especially true for the case of raw
data, which is common in scientific areas and is why probabilistic approaches have become
prevalent when trying to solve these types of problems.

6.3.2 Inverse problem in case of study

Despite the progress of probabilistic methods, there is value in studying the algorithmic
modelling of problems. For example, in data compression, although the probabilistic
approaches have been highly studied, algorithmic modelling is yet to be fully explored.

In our case, finding the program that defines a given string allows us to losslessly rep-
resent compressed data and get insights into the underlying structure of the data itself.
This is because data compression can be viewed as a way of learning since the more we
can reduce data without losing their description, the more we understand their underly-
ing structure [11]. Consequently, we could understand its structure better by finding an
algorithmic program that describes a string in a compressed manner.

As seen in the previous chapter, sequences that follow algorithmic schemes are easier
to compress with the algorithmic knowledge of how to compress them. The complex part
is the inverse problem of how to determine from a target string what is the algorithm that
generated it. We know of two approaches to solve this problem: human inspection and
automatic computational search. Human inspection is primarily subjective, unpredictable,
and requires programming time, while automatic computation is incremental and constant.
Furthermore, given the size of the problem, it is only rational to use a computational
solution.

Unfortunately, it is intractable to perform a sequential search due to the super-
exponential growth of TMs associated with higher cardinalities of the alphabet or states.
One might try to tackle the problem with a resource-bounded approach similarly to Levin
[52, 53] or Hutter search [54, 55], although, in search of long strings, the problem also be-
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comes unfeasible. More recent approaches are the CTM [56] and its derivation, the Block
Decomposition Method [48]. These approaches decompose the quantification of complex-
ity for segmented regions using small TMs. Furthermore, they change into a Shannon
entropy quantification when modelling the probabilistic nature, such as noise. This nu-
merical method that implements the ULS in a resource-bounded way has shown promising
results in different applications. However, as seen in Chapters 3 and 4, it also has shown
problems such as the incapacity to detect small programs such as IRs and underestimating
the amount of information contained in the object.

Inspired by a data compressor that combines models addressing the probabilistic and
algorithmic nature of data, in the following section, we introduce a novel method that
aims to create an approximate solution to the inversion problem by discovering Turing
Machines that define or approximately define a given string.

6.4 Methods

6.4.1 General configuration

Usually, data compressors use a probabilistic approach to look for patterns in strings.
The program follows a fixed set of rules to analyse string patterns, and using these patterns
creates a probabilistic model that it uses to compress the data. Instead of following this
reasoning, our proposal balances probabilistic and algorithmic methods. This equilibrium
is performed using algorithmic methods to generate output and probabilistic methods to
assess similarities between the generated and target strings.

Our proposal has two modules to approximate an algorithmic source that produces a
target string 𝑦. Module 1 uses Turing Machines as string generators (their tapes), and
module 2 uses Finite-Context Model (FCM) to determine the loss between the generated
string 𝑥 and target string 𝑦. Turing Machines have the same configuration as those refer-
enced in the previous chapter. Each TM starts at state zero, interacts with a blank tape
(tape full of zeros), and stops after 𝑛 iterations, producing the tape 𝑥. The generated
string 𝑥 is then compared to the target string 𝑦.

To compare the generated string with the target tape, we used FCMs. Each Markov
model loads the generated tape using a context 𝑘 and updates its internal model. This
internal model is used to compute the probability of any character being read at a given
point. After reading the generated strings, the FCMs are used to compute the loss function
between strings. This process of generation and evaluation of similarity is performed until
a solution is found or a 𝑁 number of executions are performed. At this point, the program
outputs its best results obtained.

6.4.2 Loss function

To determine the similarity between a target string and the generated TM tape, we
computed a loss (𝐿) using the FCMs. Specifically, FCMs were loaded with the target
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string (𝐹𝐶𝑀(𝑦)) and saved in the program’s memory. When a generated string 𝑥 is
created, other FCMs with the same contexts as 𝐹𝐶𝑀(𝑦) are created and loaded with 𝑥
(𝐹𝐶𝑀(𝑥)). The models are paired for each context 𝑘 and then used to compute the loss
function.

The loss is determined using three main components, two based on the Kull-
back–Leibler divergence (𝐷𝐾𝐿) and one based on a length difference penalization.

Particularly, the loss is determined according to

𝐿 = 𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑐𝑜𝑛𝑑 + 𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑠𝑒𝑞 + 𝜆(𝐿(|𝑥|, |𝑦|)), (6.2)

where 𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑐𝑜𝑛𝑑 is the Kullback–Leibler divergence determined between the con-
ditional distributions of the FCM from the predicted string (𝑥) given the target string
(𝑦); 𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑠𝑒𝑞 is the Kullback–Leibler divergence determined between distributions
of occurrence of a substring 𝑠 of size (𝑘+1), where 𝑘 is the context of the FCM; 𝜆 is a con-
stant multiplication factor and 𝐿(|𝑥|, |𝑦|) is the loss penalization from the size difference
between 𝑥 and 𝑦.

The conditional Kullback–Leibler divergence (𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑐𝑜𝑛𝑑) is determined as

𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑐𝑜𝑛𝑑 = 1
|𝑐|

|𝑐|

∑
𝑖=0

|𝜃|

∑
𝑗=0

𝑃 𝑦(𝜃𝑗|𝑐𝑖) × log2 (
𝑃 𝑦(𝜃𝑗|𝑐𝑖)
𝑃 𝑥(𝜃𝑗|𝑐𝑖)

) , (6.3)

where |𝜃| is the cardinality of the alphabet 𝜃, |𝑐| is the cardinality of all prefixes for an
alphabet 𝜃 and a context 𝑘, determined by |𝑐| = 𝜃𝑘. 𝑃 𝑦(𝜃𝑗|𝑐𝑖) is the conditional probability
of a letter 𝜃𝑖, given the prefix 𝑐𝑗.

The Kullback–Leibler divergence for a given prefix 𝑐𝑗 followed by the alphabet letter
𝜃𝑖 is determined as

𝐷𝐾𝐿(𝑦 ∥ 𝑥)𝑠𝑒𝑞 = 1
|𝑐|

|𝑐|

∑
𝑖=0

|𝜃|

∑
𝑗=0

𝑃 𝑦(𝑐𝑖𝜃𝑗) × log2 (
𝑃 𝑦(𝑐𝑖𝜃𝑗)
𝑃 𝑥(𝑐𝑖𝜃𝑗)

) , (6.4)

where 𝑃 𝑦(𝑐𝑖𝜃𝑗) is the probability of a given sequence of prefix 𝑐𝑗 followed by the alphabet
letter 𝜃𝑖 occurring.

And finally, the loss penalization from the size difference between 𝑥 and 𝑦 is computed
as

𝐿(|𝑥|, |𝑦|) =

⎧{{
⎨{{⎩

− 𝑙𝑜𝑔2(
|𝑦|
|𝑥|

), |𝑥| ≤ |𝑦|

− 𝑙𝑜𝑔2(
|𝑥|
|𝑦|

), |𝑥| > |𝑦|
. (6.5)

6.4.3 Search approaches

In order to perform the search for strings, we defined three search approaches:

• Sequential search;
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• Monte Carlo search;

• Guided search.

Sequential and Monte Carlo searches served as baseline methods to compare the guided
search. It is worth mentioning that for all search approaches, multiple processing cores
were used.

To perform a sequential search, we used the same approach explained in Chapter 5,
where we navigate through all possible TMs of a pair (#𝑄, #𝜃) by considering that each
TM is represented by its rule matrix 𝑀 and define a total order relation between them.
The unique numerical identifier (𝑖𝑑) was computed using the same notation explained in
Section 5.4.2 and Algorithm 1.

Monte Carlo algorithm [256] was used again since this algorithm is widely used to
obtain qualitative information regarding the behaviour of large systems [257]. As explained
in Section 5.4.2, rather than starting in one rule matrix and ending in another, the method
was used to configure TMs randomly by sampling each cell’s components (write, move,
state) from uniform distributions.

The guided search is a derivation of A*, an informed search algorithm drafted in terms
of weighted graphs. In the A* algorithm, the search starts from a specific starting node of
a graph and seeks to find a path to a goal node having the smallest cost. It holds a tree
of paths originating at the start node and extends those paths one edge at a time until its
termination criterion is met. In our derivation, length penalization was considered as the
heuristic, and the cost was the average of the Kullback–Leibler divergences. Furthermore,
one node is composed of a TM rule matrix and the loss obtained from the tape generated
after 𝑛𝑖𝑡 iterations.

Initially, the program receives as input the alphabet cardinality, state cardinality, the
number of tape iterations (𝑛𝑖𝑡) each Turing Machine runs, and the number of attempts
to approximate the solution (𝑛𝑡𝑜𝑡𝑎𝑙_𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠). Then, with this knowledge, our algorithm
selects 𝑛 starting nodes (one node each running thread) with a random state matrix and
associated cost. In each thread, the algorithm will run 𝑛𝑡𝑜𝑡𝑎𝑙_𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠/𝑛𝑡𝑟𝑒𝑎𝑑𝑠 attempts to
find a TM that represents a given TM tape.

After defining each thread’s initial node, each starting node will determine its succes-
sors. In this case, each successor has a rule matrix that differs in one rule from its ancestor
node. In total, the number of possible successors (𝑛𝑝_𝑠𝑢𝑐) for a node is given by

𝑛𝑝_𝑠𝑢𝑐 = (#𝜃 × #𝑄 × 3 − 1)(#𝜃 × #𝑄). (6.6)

Using each successor’s rule matrix, a TM is created and run for 𝑛𝑖𝑡 iterations to obtain
its generated tape 𝑥. Then, utilizing the generated tape, a loss is computed towards the
target string. This pair is inserted into a node and added to the list of nodes to open.
This list is ordered by the nodes with fewer costs (in this case, the lower loss). The
ancestor node is then moved to a synchronized, unordered set of visited nodes shared
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among threads. Afterwards, a successor node not included in the set of visited nodes is
opened. The process is repeated until the number of attempts is reached or a solution is
found. During this process, the nodes which provided the smallest costs are retained in a
top 𝐾 list.

6.4.4 Guided search optimizations

Due to the sheer size of the search space, some other optimizations were performed
on this search. Namely, the creation of a patience mechanism, the selection of random
successors, selective loss increment for successor nodes, and providing a good initialization
of the starting nodes.

The patience mechanism was performed to prevent nodes from getting stuck on a
specific local minimum. Each thread has a maximum patience number (𝑀𝑎𝑥𝑃𝑎𝑡𝑖𝑒𝑛𝑐𝑒)
which, once reached, stops the search process in that thread, discards the nodes to be
opened and restarts the search with a new node using a random rule matrix. The maximum
patience number is a function of the current loss value as

𝑀𝑎𝑥𝑃𝑎𝑡𝑖𝑒𝑛𝑐𝑒 = 1
2 × 𝑙𝑐

+ 𝑐, (6.7)

where 𝑙𝑐 is the loss of the current node being opened, and 𝑐 is the baseline maximum pa-
tience value. This heuristic value and the function that relates loss and maximum patience
were refined by trial and error. The mechanism works by incrementing the patience value
(which starts at zero) every time the current node has the same loss as its ancestor. On
the other hand, when loss decreases, the patience value returns to zero. When the level
of patience reaches the maximum value for patience, the search in that thread stops and
is restarted with a new never-visited node with a rule matrix filled with pseudo-randomly
generated rules. After this restart, the patience value returns to zero, and the process
starts again.

Another improvement to the algorithm was the selection of random successors from
the total pool of possible successors. Due to the large number of possible successors each
node has and the space of search characteristic of this problem, instead of opening all
possible nodes, only a sample of random successors is selected to compute its loss. This
number of successors also depends upon the loss of the current node being opened since
the aim is to have fewer successor nodes of a node with high loss rather than nodes with
smaller losses. As such, at a given point, the number of successor nodes is determined by

𝑛𝑠𝑢𝑐 = 2
𝑙𝑐

+ 𝑛𝑚𝑖𝑛, (6.8)

where 𝑛𝑚𝑖𝑛 is the minimal number of successors for a given node, determined as

𝑛𝑚𝑖𝑛 = 𝑙𝑜𝑔2(𝑛𝑝_𝑠𝑢𝑐 + 1) × 100. (6.9)

Once again, these values are heuristics determined by trial and error.
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Another mechanism introduced to navigate the search space faster, and avoid local
minima, is the selective loss penalization of successor nodes. Concretely, instead of running
all iterations of the TM, each successor runs for a small number of iterations first. Following
this short run, the nodes that, at that point, have the same loss as the ancestor node (at
the same number of iterations) are attributed a final loss equal to the ancestor node plus
a penalization (1% loss of the ancestor node).

Finally, the initialization is performed, and instead of generating a random node for
each thread, each thread generates 10 initial nodes. Since the node to open is a priority
queue, the first node to be used is the one with the smallest loss.

6.4.5 Data representation

The bit representation of the target string 𝑦, is defined as 𝐵(𝑦). In the case of finding
a program that represents 𝑦, the generated string 𝑥 is the same as 𝑦 and the number of
bits (𝐵(𝑦)) is expressed by

𝐵(𝑦) = 𝐵𝑎𝑙𝑔𝑜(𝑦), (6.10)

where 𝐵𝑎𝑙𝑔𝑜(𝑦) is the number of bits that a Turing Machine when executed for 𝑛 iterations
outputs the target string 𝑦. Likewise, 𝐵𝑎𝑙𝑔𝑜(𝑦) can be defined as

𝐵𝑎𝑙𝑔𝑜(𝑦) = 𝑟𝑚𝑏𝑖𝑡𝑠 + ⌈𝑙𝑜𝑔2(𝑁𝑡𝑎𝑝𝑒𝑖𝑡
)⌉, (6.11)

where ⌈𝑙𝑜𝑔2(𝑁𝑡𝑎𝑝𝑒𝑖𝑡
)⌉ is the bits required to represent the number of tape iterations used

by the TM; and 𝑟𝑚𝑏𝑖𝑡𝑠 is the bits required to represent the rule matrix, which is computed
as

𝑟𝑚𝑏𝑖𝑡𝑠 = (⌈𝑙𝑜𝑔2(#𝑄)⌉ + ⌈𝑙𝑜𝑔2(#𝜃)⌉ + ⌈𝑙𝑜𝑔2(𝑀)⌉)(#𝑄 × #𝜃), (6.12)

where M is the number of movements the Turing Machine can take, which is always 3
(left, fixed, right); ⌈𝑙𝑜𝑔2(#𝑄)⌉ is the number of bits required to represent the number of
states used; and ⌈𝑙𝑜𝑔2(#𝜃)⌉ is the bits required to represent the alphabet used.

If the program does not find a program that represents the string (𝑥 ≠ 𝑦), and obtains
only an approximation of the target string 𝑦, the bits required to describe 𝑦, will be
computed as

𝐵(𝑦) = 𝐵𝑎𝑙𝑔𝑜(𝑦) + ⌈𝐶(𝑦||𝑥)⌉, (6.13)

where 𝐵𝑎𝑙𝑔𝑜(𝑥) is the number of bits required to represent the best program found that
represents the target string 𝑦 (according to Equation (6.11)), and 𝐶(𝑦||𝑥) is the relative
compression. 𝐶(𝑦||𝑥) can be seen as the number of bits used to represent 𝑦, having
exclusively the information from the string 𝑥. It measures the residual bits associated
with the tape generated using the algorithmic model and is computed as
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𝐶(𝑦||𝑥) = −
|𝑦|

∑
𝑖=0

𝑙𝑜𝑔2(𝑃 (𝑦𝑖|𝑥)). (6.14)

The bits required to simply represent the string 𝑦 is determined as

𝐵(𝑦) = ⌈|𝑦| × 𝑙𝑜𝑔2(#𝑄)⌉. (6.15)

6.5 Performance evaluation using synthetic data

To evaluate the performance of each method, we devised an experiment that, using
method I described in Chapter 5, created TMs with increasingly more probabilistic com-
plexity. Specifically, for each state-alphabet cardinality pair, 10 tapes were generated after
1000 iterations of a TM, where each tape was generated to fit into an NC bucket. The first
tape 𝑁𝐶 ∈ ] 0, 0.2] , the second 𝑁𝐶 ∈ ] 0.2, 0.4] , and so on. These tapes were generated
for #𝜃 ∈ {2, 4} and #𝑄 ∈ {2, 4, 8, 16, 32, 64}.

After their creation, these tapes were used to assess the performance of the search
methods. All three search methods were executed for each of the tapes. The search TMs
were initialized with the same state and alphabet as the tapes generated by the Turing
Machines. If a tape was generated with a two state and a two symbol alphabet (#𝜃,
#𝑄) = 2, the search was only executed in this space. Furthermore, the iterations used to
generate the tapes were also provided to the search program. All searches had a maximum
of 10,080,000 attempts to find the target tape, and run in 18 threads (each thread searched
for 560,000 TM). Each attempt corresponded to a TM being tested as the generator of the
solution. After the program finds a program that generates the string or if the maximum
number of executions is reached, the program halts and outputs the best-obtained results
to a file. The number 10,080,000 was selected because it roughly corresponds to 10 minutes
of computation using 18 cores. It is worth mentioning that our program has a seed input
parameter, and as such, all these searches can be replicated.

6.6 Results

Table 6.1 shows the results obtained from the sequential, Monte Carlo and guided
search for the generated TM tapes with #𝜃 ∈ {2, 4} and #𝑄 ∈ {2, 4, 8, 16, 32, 64}. For
each file, the search runs for, at the maximum, 10,080,000 attempts, corresponding to
approximately 10 minutes.

110



CHAPTER 6. ON SOLVING THE INVERSE PROBLEM THROUGH APPROXIMATION

Table 6.1: Results obtained for sequential, Monte Carlo and guided search. The table
shows the minimum loss obtained per file for each search performed as well as the bits
required to represent the target object as a string 𝐵(𝑦), and with our program (𝐵𝑎𝑙𝑔𝑜(𝑥)+
⌈𝐶(𝑦||𝑥)⌉). In bold are the searches that found a TM that generates the target tape 𝑦
and the TM that could be more compressed with our method rather than simply using
the tape as representation.

#Q,#𝜃 NC
Min loss

B(y)
Balgo(x) + ⌈C(y||x)⌉

Sequential Monte Carlo Guided Sequential Monte Carlo Guided

2, 2 ]0.0,0.2]
0,00 0,00 0,00 252 36 36 36

0,00 0,00 0,00 168 27 27 27

2, 4

]0.0,0.2]
0,00 0,00 0,00 334 51 51 51

0,00 0,00 0,00 402 60 60 60

]0.2,0.4]
3,37E-03 1,75E-03 0,00 128 59 59 59

9,90E-02 5,32E-02 3,53E-03 120 57 57 51

]0.4,0.6]
0,00 0,00 0,00 572 59 59 59

4,80E-03 0,00 0,00 501 70 59 59

]0.6,0.8] 2,13E-02 4,71E-03 8,44E-05 185 58 57 57

2, 8

]0.0,0.2]
1,29E-02 0,00 0,00 501 129 117 117

0,00 0,00 0,00 401 107 107 107

]0.2,0.4]
8,43E-02 0,00 0,00 113 116 115 115

1,56E-01 2,75E-03 1,57E-04 104 118 113 112

]0.4,0.6]
5,91E-03 0,00 0,00 668 115 115 115

5,20E-02 0,00 0,00 384 108 107 107

]0.6,0.8]
2,08E-02 0,00 0,00 239 107 107 107

9,53E-02 3,23E-03 0,00 194 127 113 113

2, 16

]0.0,0.2]
1,57E-03 0,00 0,00 144 236 235 235

0,00 0,00 0,00 334 235 235 235

]0.2,0.4]
1,02E-01 2,32E-04 0,00 126 245 242 242

1,06E-01 2,74E-04 0,00 162 257 242 242

]0.4,0.6]
7,43E-03 0,00 0,00 668 254 243 243

5,85E-03 0,00 0,00 668 235 235 235

]0.6,0.8]
6,76E-01 0,00 0,00 377 603 242 242

1,40E-01 0,00 0,00 236 245 242 242

]0.8,1,0]
6,20E-01 3,02E-05 0,00 1001 1227 235 235

6,37E-01 9,57E-03 0,00 371 597 235 235

2, 32

]0.0,0.2]
1,14E-02 0,00 0,00 144 542 531 531

1,53E-03 0,00 0,00 600 523 523 523

]0.2,0.4]
4,88E-02 0,00 0,00 119 530 529 529

1,49E-01 0,00 0,00 126 525 523 523

]0.4,0.6]
1,61E-02 0,00 0,00 329 523 523 523

6,52E-01 0,00 0,00 230 744 529 529
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#Q,#𝜃 NC
Min loss

B(y)
Balgo(x) + ⌈C(y||x)⌉

Sequential Monte Carlo Guided Sequential Monte Carlo Guided

]0.6,0.8]
7,39E-01 0,00 0,00 601 1115 531 531

5,63E-01 0,00 0,00 358 756 523 523

]0.8,1,0]
9,01E-01 5,52E-02 6,79E-03 134 648 549 553

7,24E-01 0,00 0,00 261 775 523 523

2, 64

]0.0,0.2]
4,40E-02 0,00 0,00 498 1164 1163 1163

1,17E-01 0,00 0,00 108 1173 1170 1170

]0.2,0.4]
1,51E-01 0,00 0,00 148 1174 1169 1169

8,78E-02 0,00 0,00 112 1174 1171 1171

]0.4,0.6]
5,84E-01 1,27E-04 0,00 252 1352 1169 1169

6,36E-01 0,00 0,00 221 1375 1163 1163

]0.6,0.8]
5,53E-01 0,00 0,00 554 1512 1163 1163

3,59E-01 0,00 0,00 305 1184 1170 1170

]0.8,1,0]
9,41E-01 6,22E-04 3,32E-04 459 1613 1177 1177

1,01E+00 0,00 1,54E-05 282 1436 1163 1163

4, 2

]0.0,0.2]
2,97E-02 0,00 0,00 256 61 59 59

0,00 5,09E-04 0,00 466 60 60 60

]0.2,0.4]
7,59E-02 1,06E-01 4,92E-02 210 75 77 59

4,65E-02 4,32E-02 2,56E-02 218 53 53 51

]0.4,0.6] 1,01E-01 9,32E-02 3,03E-02 256 59 56 52

4, 4

]0.0,0.2]
1,94E-04 0,00 0,00 996 108 107 107

4,35E-05 0,00 0,00 1992 118 118 118

]0.2,0.4]
4,48E-02 2,62E-02 0,00 368 131 161 113

2,88E-02 1,42E-03 1,07E-04 276 111 107 107

]0.4,0.6]
3,50E-02 1,64E-03 0,00 300 109 108 107

2,70E-01 1,11E-01 3,52E-02 364 421 264 125

4, 8

]0.0,0.2]
3,05E-02 0,00 0,00 576 254 243 243

3,77E-04 0,00 0,00 288 236 235 235

]0.2,0.4]
5,16E-03 0,00 0,00 1142 254 243 243

3,40E-02 0,00 0,00 1000 237 235 235

]0.4,0.6]
2,01E-01 3,82E-02 3,34E-02 216 347 246 253

3,07E-01 1,04E-03 0,00 1092 1141 253 242

]0.6,0.8]
4,46E-01 3,01E-01 2,07E-01 250 437 409 367

3,12E-01 2,13E-01 1,05E-01 212 405 394 268

4, 16

]0.0,0.2]
1,08E-01 0,00 2,18E-05 1334 525 523 523

7,24E-05 0,00 0,00 1992 534 534 534

]0.2,0.4]
2,11E-01 2,89E-03 5,56E-05 386 846 547 533

1,23E-01 3,39E-02 1,39E-02 212 550 532 530

]0.4,0.6]
1,92E-01 6,83E-02 3,63E-02 478 709 546 535

1,65E-01 3,16E-03 0,00 356 817 531 529

]0.6,0.8]
3,53E-01 2,62E-01 1,36E-01 264 739 637 612
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#Q,#𝜃 NC
Min loss

B(y)
Balgo(x) + ⌈C(y||x)⌉

Sequential Monte Carlo Guided Sequential Monte Carlo Guided

4,95E-01 3,67E-01 3,17E-01 220 723 726 617

4, 32

]0.0,0.2]
4,55E-02 0,00 0,00 574 1165 1163 1163

3,49E-02 0,00 0,00 402 1174 1172 1172

]0.2,0.4]
1,95E-01 1,26E-01 9,75E-02 238 1193 1193 1179

2,88E-01 9,84E-02 8,43E-02 268 1201 1193 1192

]0.4,0.6]
4,77E-01 8,43E-02 6,88E-02 342 1429 1187 1174

2,65E-01 1,01E-02 1,30E-04 242 1359 1163 1163

]0.6,0.8]
4,40E-01 2,42E-01 1,69E-01 254 1400 1313 1270

4,93E-01 3,60E-01 2,69E-01 210 1356 1317 1250

]0.8,1,0]
4,87E-01 4,56E-01 4,49E-01 230 1376 1369 1313

4,99E-01 3,92E-01 3,88E-01 216 1351 1321 1355

4, 64

]0.0,0.2]
7,05E-04 0,00 0,00 668 2591 2580 2580

1,26E-01 3,26E-02 2,60E-02 522 2589 2580 2582

]0.2,0.4]
1,02E-01 1,50E-02 1,48E-02 362 2605 2586 2592

5,34E-01 1,60E-01 1,70E-01 582 3136 2608 2605

]0.4,0.6]
5,07E-01 3,11E-01 2,52E-01 348 2902 2793 2731

5,33E-01 2,73E-01 2,53E-01 582 3107 2860 3119

]0.6,0.8]
4,48E-01 2,32E-01 2,94E-01 320 2874 2710 2755

5,10E-01 3,14E-01 3,28E-01 244 2798 2773 2699

]0.8,1,0]
5,91E-01 4,77E-01 4,77E-01 242 2796 2789 2789

6,10E-01 4,75E-01 4,75E-01 246 2800 2789 2789

The results show that the methodology functions accurately for synthetic data. In-
dependently of the searching mechanism used, the model finds candidate programs that
approximate the tape after the 10,080,000 attempts. Two variables affect the approxi-
mation: the NC of the tape generated and the TNTM. On the one hand, the higher the
NC of a tape, the more complex it is, and the fewer examples of programs representing
that string. On the other hand, with the increase of state and alphabet cardinality, the
TNTM increases, and the larger the searching space. As a result, the search becomes
increasingly more difficult. In terms of search, the sequential search obtained the worst
results, followed by the Monte Carlo search, whereas the best results were systematically
achieved by the guided search.

Moreover, guided search found the most solutions, indicating this methodology’s supe-
riority. This is better observed in Table 6.2, where the minimal average loss of each method
is illustrated, as well as the percentage number of found solutions. As can be seen, the best
minimal average loss for the experiments was achieved by the guided search (5,12E-02).
Furthermore, it obtained the most significant number of found solutions (60,64%).

However, this outperformance did not translate to the compression of the tape, where
Monte Carlo and guided search obtained similar results, despite guided search using, on
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Table 6.2: Global measures obtained by developed methodology.

Global Measures Sequential Monte Carlo Guided

Average Loss 2,33E-01 6,24E-02 5,12E-02
Number of solutions 8 47 57
Found solutions (%) 8,51 50,00 60,64

Average Bits (𝐵𝑎𝑙𝑔𝑜(𝑥) + ⌈𝐶(𝑦||𝑥)⌉) 815,30 725,21 719,50
Compressed 35 41 41
Compressed (%) 37,23 43,62 43,62

average, fewer bits. This is the result of fundamentally 2 aspects. First, the number
of attempts that were provided for each search. With such a long search space, finding
optimal solutions with only 10 minutes of computation is complex. Secondly, the length
of the generated tapes was small (they were generated with only 1000 iterations), which
made the tapes (especially the more complex ones) have small sizes. Even though all
generated tapes had a minimum length of at least 100 symbols, this size is small, and
as a result, the bits required to represent the program is larger than the bits required to
represent the tape itself.

6.7 Insights

Using our method in synthetic data revealed that navigating such an ample space and
finding programs that represent the strings is possible using our methodology.

The results also indicate that guided search outperformed other methods. The results
also show that less statistically complex tapes are easier to find because they occur more
commonly within the search space. Nonetheless, data compression results showed similar
results between guided and Monte Carlo searches. The two main factors for this were a
low number of attempts to find the optimal solution by the guided search and the size of
the target string.

We defined a time-constrained evaluation method to create a mechanism that would
validate our methodology. We were sure the target string existed within that number of
iterations and alphabet and state cardinality. Unfortunately, to do so, we could only search
for small tapes (the minimum size of each generated tape was 100 symbols). Consequently,
the compression suffered since in many cases more bits were required to represent the
program than those to represent the target string itself.

These results seem promising, however, there are some aspects to consider. First, the
program knows the number of states, alphabet, and iterations the tape generated. Without
this knowledge, the search space increases. This point may be overcome if we first assume
that the alphabet of the program is the same as the one present in the string. After fixing
the alphabet cardinality, we can perform a random search between state cardinality with a
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fixed number of iterations to finetune the location of the search. After choosing the space
to search, we can look for the best number of iterations by using the parameter (𝑤), which
provides a range from the initial number of iterations where loss computations would be
determined. The iterations that provided the best results would be set as the new number
of iterations, as the cycle would repeat. Furthermore, the 𝑤 interval would increase with
smaller losses.

The second aspect is that the search was performed in synthetically generated data,
and raw data is much noisier and more complex. Only with more testing can we determine
the best approach to take.

6.8 Conclusions

This chapter proposes a methodology to approximate the inverse problem and find
programs representing a given string. Our initial results show that finding solutions in
vast spaces is possible in a short amount of time. This validates that our methodology
based on a loss using the Kullback-Leibler divergence works and that an approximation
method is possible using a derivation of the A* search. Nonetheless, more work needs to
be done to fine-tune the solution by testing it in a more significant number of instances
and applying it to raw data.
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Chapter 7

Conclusions and Future Work

g Übermensch - Jorge Miguel Silva, 2020.

“The light shines in the darkness,
and the darkness did not overcome it.”

– John, Bible: John 1:5
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7.1 Contextualization

In this dissertation, we investigated Kolmogorov complexity approximations as data
descriptors and described novel applications for different data types. Specifically, we first
examined 1-dimensional data, using genomic sequences for this analysis. In this analysis,
we portrayed the viral complexity landscape of viruses. Furthermore, we detected small
programs (IRs) in genomic sequences using Kolmogorov complexity approximations and
performed an in-depth taxonomic classification using compression-based measures.

Next, we investigated the usage of Kolmogorov complexity approximations of 2-
dimensional data by using a dataset of artistic paintings. We showed that approximations
could improve state-of-the-art classification results and serve as an explanatory descriptor
of art and how artists paint. Subsequently, we analysed pure algorithmic data by inves-
tigating TM outputs and the relation between probabilistic and algorithmic complexity.
Among other things, we described an algorithm to progressively increase a tape’s prob-
abilistic complexity while retaining the same algorithmic complexity. Finally, in the last
chapter, we reflect on the inversion problem and possible workaround to solve it by ap-
proximation. To that end, we use compression-based measures and searching strategies to
detect programs representing the output. This last chapter completes this doctoral thesis
by presenting some closing remarks. Specifically, we highlight the most relevant findings
from this thesis, indicate some of the limitations of our work, and point out future research
directions obtained from the research developed during this Ph.D.

7.2 Relevant findings

The main results of this thesis arise from the comprehensive experiments carried out
at different levels and with different data types. Notwithstanding, all studies involved
the usage of Kolmogorov complexity approximations. Our main findings are summarized
below:

• BDM can be used to measure and identify data content generated by simple algo-
rithms. On the other hand, it cannot detect programs embedded into data, such as
inverted repeats, and has difficulty dealing with information quantification due to
block representability. Furthermore, BDM efficiently describes the TM tapes since
it uses TM values for their complexity estimation. Nevertheless, for a higher number
of states, the BDM is progressively approximated by the NC computation since the
algorithmic approach of the BDM is constituted by small TMs.

• The NC computation using data compressors with embedded subprograms can ac-
curately detect some algorithmic patterns, such as inverted repeats. It is robust
to data alterations (pixel edition, substitutions, permutations and quantization),
and can measure the quantity of information without underestimation. It is also a
good data descriptor, providing good classification results in diverse tasks, such as
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taxonomic identification and author and style attribution.

• We have demonstrated the importance of Kolmogorov complexity approximations in
data description and classification. Moreover, we have shown that this information
can be combined with other simple features to achieve state-of-the-art results.

• We describe and use minimal bi-directional complexity profiles of one sequence of
each virus to visualize the distribution of complexity of these sequences locally. These
profiles can describe actual regions detected in the genome with other methods,
proving the description capability of data compression at a structural level.

• We proposed and described an average regional complexity matrix of an artist (fin-
gerprint) by dividing the image into equal quadrilateral parts and averaging the
estimated local complexity of each painting. Complexity measures the total number
of properties (plus the language used) transmitted by an object and detected by
an observer. By dividing images into blocks of equal size and evaluating its local
complexity, we quantified the local information being transmitted. This fingerprint
is a good data descriptor and helpful for classification and content explanation.

• We described the normal and dynamic profiles for analysing TM tapes. These com-
plexity profiles serve as approximate measures that can detect complexity change
in the events through spatial and temporal quantities. The normal complexity pro-
files localize higher and lower probabilistic complexity regions assuming the machine
reaches the external halting condition. In contrast, the dynamic complexity profiles
localize temporal dynamics of probabilistic complexity through the dynamics of the
tape (while running). The latter identifies when a change in complexity occurs at
a certain depth. Moreover, it detects the rules that directly influence the tape’s
probabilistic complexity during the TM’s run time.

• We developed an algorithm to increase a tape’s probabilistic complexity progres-
sively. This algorithm creates a tape that evolves through a stochastic optimization
rule matrix that is modified according to the quantification of the NC. We pointed
out some of the applications of this algorithm in the bioinformatics field.

At a biological level, we identified that:

• On average, dsDNA viruses are the most redundant (least complex) according to
their size, and ssDNA viruses are the least redundant. Contrarily, dsRNA viruses
show a lower redundancy relative to ssRNA viruses.

• Some viruses that infect extremophiles are more redundant and possess more IRs,
indicating the presence of an adaptation to stabilize the genome in these environ-
ments.

• In human herpesviruses, higher compressibility and abundance of inversions could
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be linked with viral genome integration.

• It is possible to provide the structural description of the viral genome using minimal
bi-directional complexity profiles.

• Rich genomic features suffice to correctly identify viruses and archaea’s taxon.

In the artistic field, we found that:

• On average, paintings with low complexity are abstract and minimalist with simple
patterns. Paintings with a slightly higher average complexity possess different re-
gional complexities, specifically, a region with high complexity and detail surrounded
by a background of low complexity. This noticeable pattern begins to fade with more
complexity, and the most complex paintings are globally irregular, detailed, and con-
voluted.

• The low side of the complexity spectrum was characterized by Abstract Expres-
sionism, Minimalism, and Constructivism movements, with authors such as Mark
Rothko, Lucio Fontana, Piet Mondrian, and El Lissitzky. Also, artists from Ab-
stract Expressionism characterized the high complexity side of the spectrum, such
as Willem de Kooning, Jackson Pollock, and Jasper Johns, as well as other artists
with a more detailed and convoluted style, like Gustav Klimt and Vincent van Gogh.
Due to two different currents (Colour Field with authors with low average complex-
ity and Action Painting with authors with high complexity), Abstract Expressionism
was present at the polar ends of the spectrum. In all cases, Jackson Pollock had aver-
age complexity values that were completely different from other artists, the average
complexity of his paintings being close to random. Although he denied being a
creator of random paintings, this result and others indicate that Jackson Pollock’s
dripping paintings are not typical artworks, possibly related to the artist’s inclusion
of many symbolic layers and dispersion intentions over the canvas.

• When evaluating the artists’ average NC and the roughness exponent (𝛼) of the HDC
function in the label images of the dataset, we found that styles are well confined
into different regions, showing that the combination of these measures gives a robust
representation of artistic movements. Specifically, the NC adds to the brightness
and relative spatial position shown by the roughness exponent, the notion of average
information in each artist’s painting, consistent within the same style and historical
circumstances. We also detected that the NC is inversely correlated to 𝛼 in Abstract
Expressionism. Artists related to Colour Field painting presented a high 𝛼 and low
NC, whereas artists related to Action painting presented the exact polar results (low
𝛼 and high NC).

• The proposed complexity fingerprints give specific insights regarding each artist’s
way of painting, showing where, on average, artists paint with more detail and give
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more emphasis while also providing insights into each artist’s range of complexity.
Furthermore, it provides critical information concerning how the work is perceived,
such as composition, unity, balance, movement, rhythm, focus, contrast, pattern,
and proportion of the painting and space.

• Cladograms built using the fingerprints aggregated authors of the same style close
to each other and artists’ influencing relationships, like Francis Bacon and Georges
de la Tour, and George Braque and Hieronymus Bosch. Furthermore, proximity
between artists is also caused by shared methods and techniques, which are not
correlated with the period or artistic movement. For example, Hans Holbein and
Vermeer are close but do not share styles. However, both used optics to achieve
precise positioning in their compositions.

As regards the statistical and algorithmic complexity analysis of TM tapes, we have
found that:

• Using the Normalized Compression, we showed that some TMsv have higher Nor-
malized Compression (and lower tape length) in two regions (shown up to six states).
Due to tape size, these regions correspond to probabilistically low complexity regions
and have a high NC. Using average rule complexity profiles, we localized these re-
gions and identified the cause as short cycles in the rules that output tapes with lower
amplitude. Since the probabilistic complexity of the Turing tapes was measured as-
suming a sequential generation order of the rules (changes in the rules sequential),
it groups these similar short cycles given their similar configurations.

• We analysed the behaviour of complex TM tapes using normal and dynamic com-
plexity profiles. In both the normal and the dynamic complexity profiles, with the
increase in #𝑄 and #𝜃, there is an increase in the number and size of spiky re-
gions (normal complexity profile) and the value of NC (dynamic complexity profiles).
These results imply that the number of rules influences the amount of information
on the tape. Notably, TMs with more rules have the potential to generate tapes that
are generally harder to compress.

Lastly, regarding the inversion problem chapter, we have found that:

• It is possible to perform an efficient search within a vast space to find programs that
represent a target string.

• The TMs found could be used to describe strings efficiently and thus be used to
compress them.
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7.3 Future research directions and work limitations

During the Ph.D., many of the studies developed were produced as a proof of concept
or initial study to validate that analysis of complexity could be applied successfully to
various areas and types of data and have many possible applications. Consequently, there
were many aspects left to explore due to time constraints. Below, we offer some possible
research directions that can be investigated in the future.

Future research related to the complexity of genomic sequence analysis can take a wide
variety of directions, including:

• Increase the dataset size of the study to accommodate not only viruses and archaea
but also other realms of life, such as bacteria, fungi, plants, and animals.

• Perform genomic sequence translation to aminoacid sequences and study the im-
pact its NC has on classification, as well as evaluate its complexity across different
taxonomic levels.

• Augment the pool of features being used, such as persistent minimal sequences across
the genome species or automatic features that can be extracted using neural net-
works.

• Evaluate the impact of using different compressors in in-depth taxonomic classifica-
tion.

• Develop an easy-to-use and deployed pipeline for in-depth taxonomic classification
of metagenomic samples.

• Lastly, with the tools developed, a closer look could be taken at each genome species
regarding its complexity and create tools that can better explain the genomic mor-
phology.

Regarding future continuations in the analysis of artistic paintings, many possible lines of
work can be considered. Specifically:

• We analysed the images of paintings by converting them to monochrome. However,
it would be insightful to separate the colour channels and analyse them separately,
therefore studying the influence of colour in the paintings in terms of complexity and
how they would improve classification results.

• It could be helpful to explore how to separate different fingerprint characteristics
and detect unknown repeated patterns that appear multiple times in a painting by
creating and analysing their complexity surfaces [230] as well as the classification
results when using these metrics.

• Another interesting study would be to replicate the work in Chapter 4 using a com-
petitive compressor that would select the best compressor model for each painting
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or region.

• Finally, the work regarding artistic classification is only a proof of concept. There-
fore, it would be interesting to create ties with specialists in the area from museums
and forensics. These connections would allow us to expand the dataset under anal-
ysis, have fake art copies, and provide other helpful technical features that could be
fed to the model and improve the classification and authentication of artworks.

Regarding the analysis of algorithmic and probabilistic complexity analysis of TM tapes,
future research includes:

• The implementation of an algorithm that, using a short program, outputs tapes with
a desired probabilistic complexity while retaining the same algorithmic complexity.
Implementing and providing this algorithm could be valuable in many fields, such
as genomics, metagenomics, and virology. For instance, it could be used as an in-
put to test and quantify the accuracy of genome assembly algorithms for different
complexities with non-stationary sources assuming the probabilistic line (high-speed
generation without the need to store any sequence besides the configurations). It
could also simulate progressive mutations in metagenomic communities or comple-
ment absent regions of genome viruses given sequencing incapabilities or DNA/RNA
degradation. Furthermore, a broader application is the benchmark of compression
algorithms used to localize complexity in the data given possible algorithmic sources.

• Use dynamic complexity profiles to localize temporal dynamics of probabilistic com-
plexity through the modification cycles of the tape. This information could poten-
tially improve the speed of approximation in the inversion problem (Chapter 6).

Lastly, regarding the inversion problem, much work is still ahead of us, namely:

• The search algorithms only function after providing the state and alphabet cardi-
nality and the number of iterations used. This limits the program’s utility as it has
to be the user who defines these parameters. Since we can infer the cardinality of
the alphabet that generated a given string, a possible solution could be to initially
perform a Monte Carlo search between different states and verify which space seems
more promising. This initial search should consider the target string’s size and the
bits required to represent the TM rule matrix. After deciding on the search space,
a standard guided search would follow. On the other hand, to solve the fixed iter-
ation problem, a solution could be to start the search with a predefined number of
iterations and modify within a range related to the loss value. The initial number
of iterations should be correlated with the size of the target string and its complex-
ity. After defining the initial number of iterations, a variable would be defined that
delimited the range of search. The range would be defined regarding the loss of a
current node, increasing when the loss decreases.
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• Due to the vast search space, creating a fast and efficient search is essential. Many
optimizations may increase the search program’s speed, but these have yet to be
tested. For instance, improvement mechanisms can be made to penalize TMs that
create small cycles depending on the distribution dispersion. In the case of very
complex tapes, TMs that have been shown to have smaller cycles within a small
number of iterations could be penalized. Another improvement regarding speed is
to perform computations of the TMs using GPUs.

• Regarding the accuracy of the search, other mechanisms should be explored. For
example, the usage of reinforcement could improve node choice and facilitate nav-
igation within the space. Another option is to model the problem so that it can
use deep learning. However, this requires transposing this discrete problem into the
continuum space to apply the chain rule.

• Finally, we have yet to systematically test the searching mechanism in raw data,
which is highly heterogeneous, diverse, and noisy. Although our methodology can
deal with noise, testing is required. On the other hand, since strings of this nature
are usually large, a possible way to overcome performing so many iterations would
be to provide a highly complex tape to the Turing Machines before performing the
search.

As a final note regarding the global aspects of research, we have only scratched the sur-
face of possible applications and use cases where Kolmogorov complexity approximations
could be used. We hope that in the future, research will be carried out to make progress
in this field and its applications.
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“When you want something, all the universe
conspires to help you achieve it.”
– Paulo Coelho, The Alchemist
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た
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壊
れ
て
も
、
誰
か
が
私
の
場
所
を
取
っ
て
、
こ
の
世
界
を
よ
り
良
い
場
所
に
し
ま
す
。
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Appendix A

Appendix of Chapter 3

A.1 Content

Here, we depict the supplementary material of Chapter 3. The appendix is divided in
tree main sections:

• Additional information of Chapter 3;

• Website;

• Software and hardware recommendations;

• Reproducibility.

A.2 Additional information of chapter 3

A.2.1 Data compressors and level selection benchmark

Herein, it is depicted the supplementary material to the Data compressors and Level
selection benchmark.

Table A.1 describes the parameters used in the six custom build levels. The flag “tm”
is the template of a target context model, the flag “lr” defines the learning rate, and the
flag “hs” defines the number of hidden nodes for the neural network.

Table A.2 describes the parameters used in the template of a target context model.
The template has the flag “tm” and follows the model “[NB_C]:[NB_D]:[NB_I]:[NB_-
H]:[NB_G]/[NB_S]:[NB_E]:[NB_A]”.

A.2.2 Viral genome analysis

We present the supplementary material discussed in the viral genome analysis of Chap-
ter 3.

Table A.3 depicts the top NC values by taxonomic group. Three main groups separate
the Table. The first represents the highest 10 NC values using standard settings NC (best

153



APPENDIX A. APPENDIX OF CHAPTER 3

Table A.1: Depiction of the parameters used in the six custom levels.

Level Values

1 -tm 1:1:0:0:0.7/0:0:0 -tm 12:20:1:1:0.97/1:1:0.97
2 -tm 1:1:0:0:0.7/0:0:0 -tm 12:20:1:1:0.97/2:1:0.97
3 -tm 1:1:0:0:0.7/0:0:0 -tm 12:50:1:1:0.97/0:0:0.97
4 -tm 1:1:0:0:0.7/0:0:0 -tm 12:20:1:1:0.97/0:0:0.97 -lr 0.05 -hs 40
5 -tm 1:1:0:0:0.7/0:0:0 -tm 12:20:1:1:0.97/0:0:0.97 -lr 0.15 -hs 40
6 -tm 1:1:0:0:0.7/0:0:0 -tm 12:20:1:1:0.97/0:0:0.97 -lr 0.3 -hs 40

performing model); the second group shows the top 10 lowest NC values obtained using
the 𝐼𝑅2 subprogram. Finally, the third group shows the top 10 highest values of the
difference between NC using 𝐼𝑅0 and 𝐼𝑅1 subprograms.

Tables A.4, A.5,a nd A.6 organize the top taxa (by taxonomic group) regarding their
NC, normalized compression capacity (𝑁𝐶𝐶) and difference. The tables also shows the
genomes’ average Sequence Length and GC-Content.
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Table A.2: Depiction of the parameters used in the template of a target context model.

Parameter Values Description

[NB_C] integer [1;20] Order size of the regular context model. The higher the value of
the regular context model, the more RAM it uses but, usually,
are related to a better compression score.

[NB_D] integer [1;5000] Denominator to build alpha, which is a parameter estimator.
Alpha is given by 1/[NB_D]. Higher values are usually used
with higher [NB_C] and are related to sure bets. When [NB_-
D] is one, the probabilities assume a Laplacian distribution.

[NB_I] integer {0,1,2} Number to define if a sub-program that addresses the specific
properties of DNA sequences (inverted repeats) is used or not.
The number 2 turns ON this sub-program without the regular
context model (only inverted repeats). The number 1 turns ON
the sub-program using at the same time the regular context
model. The number 0 does not contemplate its use (inverted
repeats OFF). This sub-program increases the necessary time
to compress, but it does not affect the RAM.

[NB_H] integer [1;254] Size of the cache-hash for deeper context models, namely for
[NB_C] >14. When the [NB_C] <= 14 use, for example, 1 as
a default. The RAM is highly dependent of this value (higher
value stand for higher RAM).

[NB_G] real [0;1) Real number to define gamma. This value represents the de-
caying forgetting factor of the regular context model in the
definition.

[NB_S] integer [0;20] The maximum number of editions allowed to use a substitu-
tional tolerant model with the same memory model of the reg-
ular context model with an order size equal to [NB_C]. The
value 0 stands for turning the tolerant context model off. When
the model is on, it pauses when the number of editions is higher
than [NB_C]. When it is turned on when a full match of size
[NB_C] is seen again, this is a probabilistic-algorithmic model
advantageous to handle the high substitutional nature of ge-
nomic sequences. When [NB_S] >0, the compressor used more
processing time but used the same RAM and, usually, achieved
a substantial higher compression ratio. The impact of this
model is usually only noticed for [NB_C] >= 14.

[NB_E] integer [1;5000] Denominator to build alpha for substitutional tolerant context
model. It is analogous to [NB_D]. However, it is only used
in the probabilistic model for computing the statistics of the
substitutional tolerant context model.

[NB_A] real [0;1) Real number to define gamma. This value represents the de-
caying forgetting factor of the substitutional tolerant context
model in the definition. Its definition and use are analogous to
[NB_G].
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Table A.3: Depiction of the top NC values by viral taxonomic group. Three main groups separate the Table. The first represents the highest
10 NC values using standard settings NC (best performing model); the second group shows the top 10 lowest NC values obtained using the
𝐼𝑅2 subprogram. Finally, the third group shows the top 10 highest values of the difference between NC using 𝐼𝑅0 and 𝐼𝑅1 subprograms.

NC Top Realm Kingdom Phylum Class Order Family Genus

B
es
t
pe
rf
or
m
in
g
m
od
el

1 Ribozyviria Shotokuvirae Lenarviricota Miaviricetes Ourlivirales Botourmiaviridae Clostunsatellite

2 Monodnaviria Sangervirae Cressdnaviricota Arfiviricetes Cirlivirales Alphasatellitidae Milvetsatellite

3 Riboviria Orthornavirae Duplornaviricota Chunqiuviricetes Cremevirales Tolecusatellitidae Aumaivirus

4 Duplodnaviria Pararnavirae Phixviricota Magsaviricetes Muvirales Circoviridae Virtovirus

5 Varidnaviria Loebvirae Kitrinoviricota Amabiliviricetes Nodamuvirales Genomoviridae Mivedwarsatellite

6 Adnaviria Trapavirae Cossaviricota Duplopiviricetes Wolframvirales Nodaviridae Babusatellite

7 - Heunggongvirae Pisuviricota Allassoviricetes Durnavirales Kolmioviridae Fabenesatellite

8 - Bamfordvirae Negarnaviricota Repensiviricetes Levivirales Smacoviridae Ourmiavirus

9 - Helvetiavirae Artverviricota Yunchangviricetes Geplafuvirales Qinviridae Albetovirus

10 - Zilligvirae Hofneiviricota Insthoviricetes Goujianvirales Narnaviridae Geminialphasatellitinae

In
ve
rt
ed

re
pe
at
s

Su
bp
ro
gr
am

(𝑁
𝐶

𝐼𝑅
2
)

1 Adnaviria Loebvirae Peploviricota Pokkesviricetes Imitervirales Mimiviridae Betaentomopoxvirus

2 Varidnaviria Zilligvirae Nucleocytoviricota Herviviricetes Chitovirales Rudiviridae Oryzopoxvirus

3 Duplodnaviria Helvetiavirae Hofneiviricota Maveriviricetes Herpesvirales Poxviridae Vespertilionpoxvirus

4 Monodnaviria Bamfordvirae Taleaviricota Mouviricetes Priklausovirales Malacoherpesviridae Simplexvirus

5 Riboviria Heunggongvirae Dividoviricota Faserviricetes Polivirales Plectroviridae Cafeteriavirus

6 Ribozyviria Trapavirae Uroviricota Tokiviricetes Ligamenvirales Mononiviridae Mardivirus

7 - Shotokuvirae Saleviricota Laserviricetes Tubulavirales Herpesviridae Cervidpoxvirus

8 - Pararnavirae Preplasmiviricota Megaviricetes Halopanivirales Lavidaviridae Varicellovirus

9 - Orthornavirae Negarnaviricota Naldaviricetes Pimascovirales Bidnaviridae Ostreavirus

10 - Sangervirae Cossaviricota Milneviricetes Lefavirales Polydnaviridae Vespertiliovirus
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NC Top Realm Kingdom Phylum Class Order Family Genus
𝑁

𝐶
𝐼𝑅

0
−

𝑁
𝐶

𝐼𝑅
1

1 Adnaviria Zilligvirae Peploviricota Herviviricetes Herpesvirales Malacoherpesviridae Mardivirus

2 Varidnaviria Trapavirae Taleaviricota Mouviricetes Polivirales Herpesviridae Ostreavirus

3 Duplodnaviria Bamfordvirae Nucleocytoviricota Tokiviricetes Chitovirales Rudiviridae Iltovirus

4 Monodnaviria Heunggongvirae Saleviricota Pokkesviricetes Ligamenvirales Bidnaviridae Leporipoxvirus

5 Ribozyviria Shotokuvirae Cossaviricota Quintoviricetes Piccovirales Poxviridae Simplexvirus

6 Riboviria Helvetiavirae Dividoviricota Huolimaviricetes Haloruvirales Polydnaviridae Varicellovirus

7 - Loebvirae Hofneiviricota Megaviricetes Cirlivirales Ampullaviridae Aurivirus

8 - Sangervirae Cressdnaviricota Laserviricetes Pimascovirales Nudiviridae Oryzopoxvirus

9 - Orthornavirae Preplasmiviricota Arfiviricetes Algavirales Parvoviridae Vespertilionpoxvirus

10 - Pararnavirae Duplornaviricota Faserviricetes Kalamavirales Ascoviridae Entnonagintavirus
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Table A.4: Depiction of the viral taxonomic groups with the highest NC values. The Table
shows each group’s average NC, Sequence Length (SL) and GC-Content.

Taxonomic Group Taxonomic Name NC SL GC-Content

Super-Realm Viruses 1.007 36067 0.460

Realm

Ribozyviria 1.080 1682 0.588

Monodnaviria 1.046 4380 0.450

Riboviria 1.016 9332 0.438

Duplodnaviria 0.972 78102 0.500

Varidnaviria 0.957 109560 0.448

Adnaviria 0.948 33068 0.353

Kingdom

Shotokuvirae 1.049 4200 0.447

Sangervirae 1.026 5518 0.435

Orthornavirae 1.018 9472 0.438

Pararnavirae 0.995 7787 0.433

Loebvirae 0.994 7332 0.483

Trapavirae 0.993 10151 0.564

Heunggongvirae 0.972 78102 0.500

Bamfordvirae 0.957 112955 0.441

Helvetiavirae 0.949 24833 0.665

Zilligvirae 0.948 33068 0.353

Phylum

Lenarviricota 1.094 2654 0.476

Cressdnaviricota 1.067 3134 0.453

Duplornaviricota 1.045 9418 0.456

Phixviricota 1.026 5518 0.435

Kitrinoviricota 1.018 8548 0.474

Cossaviricota 1.013 6260 0.436

Pisuviricota 1.012 10580 0.442

Negarnaviricota 1.012 9620 0.397

Artverviricota 0.995 7787 0.433

Hofneiviricota 0.994 7332 0.483

Class

Miaviricetes 1.151 1792 0.514

Arfiviricetes 1.085 2557 0.464

Chunqiuviricetes 1.075 3870 0.503

Magsaviricetes 1.073 3730 0.513

Amabiliviricetes 1.072 2703 0.586

Duplopiviricetes 1.066 3298 0.467

Allassoviricetes 1.063 3753 0.493

Repensiviricetes 1.063 3281 0.451

Yunchangviricetes 1.061 3987 0.358

Insthoviricetes 1.054 5784 0.425

Order

Ourlivirales 1.151 1792 0.514
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Taxonomic Group Taxonomic Name NC SL GC-Content

Cirlivirales 1.103 1864 0.471

Cremevirales 1.078 2572 0.478

Muvirales 1.075 3870 0.503

Nodamuvirales 1.073 3730 0.513

Wolframvirales 1.072 2703 0.586

Durnavirales 1.066 3298 0.467

Levivirales 1.063 3753 0.493

Geplafuvirales 1.063 3281 0.451

Goujianvirales 1.061 3987 0.358

Family

Botourmiaviridae 1.151 1792 0.514

Alphasatellitidae 1.143 1296 0.418

Tolecusatellitidae 1.116 1347 0.389

Circoviridae 1.103 1864 0.471

Genomoviridae 1.096 2201 0.517

Nodaviridae 1.080 3368 0.514

Kolmioviridae 1.080 1682 0.588

Smacoviridae 1.078 2572 0.478

Qinviridae 1.075 3870 0.503

Narnaviridae 1.072 2703 0.586

Genus

Clostunsatellite 1.192 1008 0.423

Milvetsatellite 1.186 1022 0.402

Aumaivirus 1.185 1168 0.510

Virtovirus 1.180 1150 0.442

Mivedwarsatellite 1.179 1014 0.402

Babusatellite 1.178 1104 0.437

Fabenesatellite 1.176 1007 0.385

Ourmiavirus 1.167 1605 0.519

Albetovirus 1.167 1221 0.426

Geminialphasatellitinae 1.131 1370 0.418

159



APPENDIX A. APPENDIX OF CHAPTER 3

Table A.5: Depiction of the viral taxonomic groups with the highest normalized compres-
sion capacity (𝑁𝐶𝐶) using only the inverted repeats subprogram 𝐼𝑅2. The top results
were obtained by 𝑁𝐶𝐶 = 1 − 𝑁𝐶𝐼𝑅2

> 0. Besides the normalized compression capacity,
the Table shows each group’s average Sequence Length (SL) and GC-Content.

Group Taxonomic Group NCC = 1−NCIR2 > 0 SL GC-Content

Super-Realm Viruses 0.026 66796 0.462

Realm

Adnaviria 0.052 33068 0.353

Varidnaviria 0.038 110591 0.447

Duplodnaviria 0.028 82677 0.499

Monodnaviria 0.022 6958 0.399

Riboviria 0.015 13682 0.391

Kingdom

Loebvirae 0.053 7371 0.385

Zilligvirae 0.052 33068 0.353

Helvetiavirae 0.050 24833 0.665

Bamfordvirae 0.038 114079 0.440

Heunggongvirae 0.028 82677 0.499

Trapavirae 0.021 12225 0.577

Shotokuvirae 0.016 6184 0.378

Pararnavirae 0.016 9610 0.378

Orthornavirae 0.015 14012 0.393

Sangervirae 0.005 4421 0.321

Phylum

Peploviricota 0.068 168832 0.534

Nucleocytoviricota 0.063 210417 0.389

Hofneiviricota 0.053 7371 0.385

Taleaviricota 0.052 33068 0.353

Dividoviricota 0.050 24833 0.665

Uroviricota 0.026 79042 0.497

Saleviricota 0.021 12225 0.577

Preplasmiviricota 0.017 32147 0.483

Negarnaviricota 0.016 12180 0.376

Cossaviricota 0.016 6128 0.378

Class

Pokkesviricetes 0.072 190762 0.365

Herviviricetes 0.068 168832 0.534

Maveriviricetes 0.066 18227 0.290

Mouviricetes 0.066 8377 0.299

Faserviricetes 0.053 7371 0.385

Tokiviricetes 0.052 33068 0.353

Laserviricetes 0.050 24833 0.665

Megaviricetes 0.046 248459 0.436

Naldaviricetes 0.040 132022 0.410

Milneviricetes 0.029 11079 0.349
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Group Taxonomic Group NCC = 1−NCIR2 > 0 SL GC-Content

Order

Imitervirales 0.109 899501 0.256

Chitovirales 0.091 193551 0.356

Herpesvirales 0.068 168832 0.534

Priklausovirales 0.066 18227 0.290

Polivirales 0.066 8377 0.299

Ligamenvirales 0.055 34464 0.343

Tubulavirales 0.053 7371 0.385

Halopanivirales 0.050 24833 0.665

Pimascovirales 0.043 162587 0.456

Lefavirales 0.040 132022 0.410

Family

Mimiviridae 0.109 899501 0.256

Rudiviridae 0.103 30804 0.299

Poxviridae 0.091 193551 0.356

Malacoherpesviridae 0.091 209479 0.427

Plectroviridae 0.080 7045 0.248

Mononiviridae 0.077 41178 0.275

Herpesviridae 0.074 158421 0.539

Lavidaviridae 0.066 18227 0.290

Bidnaviridae 0.066 8377 0.299

Polydnaviridae 0.055 306235 0.377

Genus

Betaentomopoxvirus 0.174 247441 0.195

Oryzopoxvirus 0.164 185139 0.236

Vespertilionpoxvirus 0.156 176688 0.236

Simplexvirus 0.144 148626 0.694

Cafeteriavirus 0.127 617453 0.233

Mardivirus 0.121 177993 0.509

Cervidpoxvirus 0.115 166259 0.262

Varicellovirus 0.107 139331 0.560

Ostreavirus 0.107 207439 0.387

Vespertiliovirus 0.103 7970 0.228
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Table A.6: Depiction of the viral taxonomic groups with the highest difference of values
between 𝑁𝐶𝐼𝑅0

− 𝑁𝐶𝐼𝑅1
. The Table shows each group’s average 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝑁𝐶𝐼𝑅0

−
𝑁𝐶𝐼𝑅1

, Sequence Length (SL) and GC-Content.

Taxonomic Group Taxonomic Name NCIR0 −NCIR1 > 0 SL GC-Content

Super-Realm Viruses 0.004 44293 0.451

Realm

Adnaviria 0.019 35299 0.322

Varidnaviria 0.007 111364 0.443

Duplodnaviria 0.007 78316 0.512

Monodnaviria 0.005 5359 0.436

Ribozyviria 0.002 1682 0.588

Riboviria 0.001 9847 0.431

Kingdom

Zilligvirae 0.019 35299 0.322

Trapavirae 0.009 16113 0.503

Bamfordvirae 0.007 114249 0.437

Heunggongvirae 0.007 78316 0.512

Shotokuvirae 0.005 5124 0.434

Helvetiavirae 0.004 27439 0.664

Loebvirae 0.002 8519 0.453

Sangervirae 0.001 4552 0.426

Orthornavirae 0.001 10049 0.430

Pararnavirae 0.001 8050 0.435

Phylum

Peploviricota 0.050 159507 0.557

Taleaviricota 0.019 35299 0.322

Nucleocytoviricota 0.013 210797 0.381

Saleviricota 0.009 16113 0.503

Cossaviricota 0.007 5450 0.433

Dividoviricota 0.004 27439 0.664

Hofneiviricota 0.002 8519 0.453

Cressdnaviricota 0.002 4539 0.438

Preplasmiviricota 0.002 32788 0.483

Duplornaviricota 0.001 8140 0.389

Class

Herviviricetes 0.050 159507 0.557

Mouviricetes 0.029 8377 0.299

Tokiviricetes 0.019 35299 0.322

Pokkesviricetes 0.017 193309 0.354

Quintoviricetes 0.011 5164 0.446

Huolimaviricetes 0.009 16113 0.503

Megaviricetes 0.005 247791 0.441

Laserviricetes 0.004 27439 0.664

Arfiviricetes 0.004 5459 0.432

Faserviricetes 0.002 8519 0.453
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Taxonomic Group Taxonomic Name NCIR0 −NCIR1 > 0 SL GC-Content

Order

Herpesvirales 0.050 159507 0.557

Polivirales 0.029 8377 0.299

Chitovirales 0.022 196072 0.341

Ligamenvirales 0.019 35299 0.322

Piccovirales 0.011 5164 0.446

Haloruvirales 0.009 16113 0.503

Cirlivirales 0.008 2114 0.476

Pimascovirales 0.005 169619 0.458

Algavirales 0.005 339710 0.413

Kalamavirales 0.004 15181 0.459

Family

Malacoherpesviridae 0.062 209479 0.427

Herpesviridae 0.050 155406 0.564

Rudiviridae 0.035 30804 0.299

Bidnaviridae 0.029 8377 0.299

Poxviridae 0.022 196072 0.341

Polydnaviridae 0.019 306235 0.377

Ampullaviridae 0.012 23814 0.346

Nudiviridae 0.012 127615 0.416

Parvoviridae 0.011 5164 0.446

Ascoviridae 0.010 172411 0.453

Genus

Mardivirus 0.103 177993 0.509

Ostreavirus 0.072 207439 0.387

Iltovirus 0.070 155856 0.546

Leporipoxvirus 0.066 160815 0.415

Simplexvirus 0.061 148626 0.694

Varicellovirus 0.061 139331 0.560

Aurivirus 0.052 211518 0.468

Oryzopoxvirus 0.050 185139 0.236

Vespertilionpoxvirus 0.046 176688 0.236

Entnonagintavirus 0.036 29564 0.558
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A.3 Website

The website of this chapter is available at https://asilab.github.io/canvas/. This site
showcases, among other things, the pipeline of this study, the compressor’s model selec-
tion, the detection of inverted repeats in synthetic genomic sequences, the viral genome
characterization with regards to genome and type of taxonomic group, and the computed
cladograms with a magnifier to allow a better observation of the normalized complexity
results with illustrative examples of viruses. Snapshots of our code and other data further
supporting this work are openly available in GigaDB[262].

A.4 Software and hardware recommendations

The experiences of Chapter 3 can be replicated using a laptop, desktop, or server
computer running Arch linux or Linux Ubuntu (for example, 18.04 LTS or higher) with
GCC (https://gcc.gnu.org), git and git LFS, Conda (https://docs.conda.io) and
python version 3.6. The hardware must contain at least 16 GB of RAM and a 100 GB
disk.

A.5 Reproducibility

A.5.1 Viral analysis and taxonomic classification

Creating and installing the project

The descriptions of how to replicate the experiments of Chapter 3 are depicted bellow,
for more detail see https://github.com/jorgeMFS/canvas.

Install Git LFS:

1 mkdir -p gitLFS
2 cd gitLFS/
3 wget https://github.com/git-lfs/git-lfs/releases/download/v2.9.0/git-lfs-linux-

amd64-v2.9.0.tar.gz
4 tar -xf git-lfs-linux-amd64-v2.9.0.tar.gz
5 chmod 755 install.sh
6 sudo ./install.sh

Get CANVAS project, create the docker and run it:

1 git clone https://github.com/jorgeMFS/canvas.git
2 cd canvas
3 docker-compose build
4 docker-compose up -d && docker exec -it canvas bash && docker-compose down

Inside the docker, give run permissions to the files and install tools using :

1 chmod +x *.sh
2 bash Make.sh;
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Replication of the results

The code was created in order to allow independent replication and reproduction of
each step, this was done due to the extensive processing time required to filter and rear-
range viral DB and extract the features and taxonomic information of each viral sequence.
If you wish to rebuild database and feature reports extracted, see the Database recon-
struction subsection.

To obtain the Human Herpesvirus, plot run:

1 cd python || exit;
2 python compare_cmix_hhv.py

To obtain the Compression Benchmark plots, run:

1 cd python || exit;
2 python select_best_nc_model.py;

To perform the synthetic sequence test, run:

1 cd scripts || exit;
2 bash Stx_seq_test.sh;

To perform classification, run the following code:

1 cd python || exit;
2 python prepare_classification.py; #recreate classification dataset
3 python classifier.py; #perform classifications

To perform the complete IR analysis and create:

• boxplots;

• 2d scatter plots;

• 3d scatter plots;

• top taxonomic group lists;

• Occurrence of each Genus.

Execute this code:

1 cd python || exit;
2 python ir_analysis.py; # Performs complete IR analysis

To perform the Human Herpesvirus analysis and obtain the plots, run:

1 cd scripts || exit;
2 bash Herpesvirales.sh;

Database reconstruction

To run the pipeline and obtain all the Reports in the folder reports, use the following
commands. Note that if you wish to recreate the features reports, you must perform the
database reconstruction task first.
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If you wish to reconstruct the viral database, run the following script:

1 cd scripts || exit;
2 bash Build_DB.sh;

To create the features for analysis and classification (very time consuming, can take
several days), run:

1 cd scripts || exit;
2 bash Process_features.sh;

To recreate the compression reports used for benchmark (very time consuming, can
take several hours), run:

1 cd scripts || exit;
2 bash Compress.sh;

Cladograms

The Cladograms require GUI application. As such, the reproduction of the cladograms
has to be performed outside of the docker on the Ubuntu system on the /canvas folder:

1 chmod +x *.sh
2 bash so_dependencies.sh #install Ubuntu system dependencies required for the

script to run and Anaconda
3 conda create -n canvas python=3.6
4 conda activate canvas
5 bash Make.sh #install python libs
6 bash Install_programs.sh #install tools using conda

Afterwards, to obtain the Cladogram plots, run:

1 cd python || exit;
2 python phylo_tree.py;

A.5.2 Archaea taxonomic classification

The descriptions of reproducion is depicted bellow, for more detail see
https://github.com/jorgeMFS/Archaea2.

Installation

To perform the installation, get Archaea2 project, create the docker and run it:

1 git clone https://github.com/jorgeMFS/Archaea2.git
2 cd Archaea2
3 docker-compose build
4 docker-compose up -d && docker exec -it archaea2 bash && docker-compose down

Get Archaea project using:

1 chmod +x run.sh
2 bash run.sh
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Dataset Download

To obtain the dataset, run:

1 cd scripts || exit
2 bash download_dataset.sh

Preprocess Dataset

To prepare the data for classification, run:

1 cd scripts || exit
2 bash prepare_and_classify_dataset.sh

Classification

Finally, to perform classification, run:

1 cd "../python_src/" || exit
2 python3 create_classification_dataset.py
3 python3 classification.py
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Appendix of Chapter 4

B.1 Content

Here, we depict the supplementary material of Chapter 4. The appendix is divided in
tree main sections:

• Additional information of chapter 4;

• Website;

• Software and hardware recommendations;

• Reproducibility.

B.2 Additional information of chapter 4

B.2.1 Comparison towards normalized images

The images provided by the dataset were not normalized. This section evaluates the
effects and possible impact of the 8-bit images’ normalization on the measures used. The
images were normalized by forcing the brightest pixels to white (255), the darkest pixels to
black (0), and spreading the ones in between. We computed each measure’s average values
per author for the normalized images, and then we measured the average difference and
its standard deviation between them and the previously obtained results. Furthermore,
we also computed the mean percentage difference (MPD) and standard deviation as

𝑀𝑃𝐷 =
𝑛

∑
𝑖=0

|𝑎𝑖 − 𝑏𝑖|
𝑎𝑖+𝑏𝑖

2

× 100, (B.1)

𝑎 and 𝑏 are the average value of the measure for a given author for the normalized and
non-normalized images, respectively, and 𝑖 is the author.

Table B.1 describes the average variation between the measures taken directly from
the dataset and those taken after normalization.
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Table B.1: Author’s Average difference and the percentage difference between normalized
and non-normalized images for the NBDM1,NBDM2, NC, and 𝛼.

Measure Average ± Standard Deviation Percentage Difference (%)

NBDM1 0.031 ± 0.001 3.978
NBDM2 0.015 ± 0.001 3.977
NC 0.017 ± 0.002 2.531
𝛼 0.001 ± 0.000 0.545

The results show that measures have low average variation and percentage differences,
being the most affected the NBDM and the least affected the roughness exponent 𝛼.
Therefore, we can conclude that they are resistant and that the normalization has no
significant impact on the measures utilized.

To assess the impact of the image normalization on the Regional complexity, we per-
formed the Mantel test and computed the average difference between the normalized and
non-normalized images’ distances. The results are shown in Table 4.1.

The Mantel test measures the correlation between two distance matrices. The results
show a high correlation of 0.955 with a p-value of 0.001 and a low average difference of
distance between authors of 3.2622 ± 2.820. Since the only difference between the two
distances is that one was computed from normalized images and the other from non-
normalized images, we conclude with the results obtained that this measure is also robust
to normalization. Consequently, image normalization has a minimal impact and does not
significantly influence the measure.

B.2.2 Kruskal minimum spanning tree

To verify the congruence of the UPGMA tree, we constructed another tree from the
distance tree using the Kruskal minimum spanning tree algorithm [232]. This algorithm
uses the connected graph created by the distance between authors and removes the edges’
subset that forms a tree that includes every vertex, where the sum of the weights of all
the edges in the tree is minimized. The resulting tree is shown in Figure B.1 and can also
be viewed in more detail on the website described in Section B.3.

Despite being organized in a different and more sparse manner, the same connections
are observed in the UPGMA tree. The tree Kruskal minimum spanning tree retains the
relationships of influence between authors of different artistic movements (Titian and Diego
Velazquez; Caravaggio and Francisco de Zurbarán; Frida Kahlo and Amedeo Modigliani;
Sandro Botticelli and William Blake; Claude Lorrain and Joseph Mallord William Turner;
and Peter Paul Rubens and Jean-Antoine Watteau), as well as shows the fingerprint’s
capacity of grouping some artists from the same artistic movements mutually. We can
conclude from this that qualitatively the fingerprints are useful description tools of the
artist’s way of painting despite the algorithm used to represent the tree.
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B.3 Website

A support website to this site can be accessed at http://panther.web.ua.pt/. This
site showcases among other things, the pipeline of this study, the author’s average NC
and NBDM variation for different quantization levels, the results of combining the NC
with the roughness exponent of HDC function (𝛼), a complete catalogue of each author’s
fingerprints as well as several examples of each author’s paintings, and the computed
cladograms with a magnifier to allow a better observation of the results.

B.4 Software and hardware recommendations

The experiences of Chapter 4 can be replicated using a laptop, desktop, or server
computer running Arch linux or Linux Ubuntu (for example, 18.04 LTS or higher) with
GCC (https://gcc.gnu.org), git, Conda (https://docs.conda.io) and python version
3.6. The hardware must contain at least 16 GB of RAM and a 100 GB disk.

Figure B.1: Artists’ cladogram computed recurring to Kruskal minimum spanning tree.
Each artist has a painting and a color of a style (chosen based on nearest leaves) assigned
to him, as well as a description of some styles usually associated with the author. To
obtain an improved view of the tree, please see the website described in Section B.3.
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B.5 Reproducibility

All the results presented in this chapter can be fully replicated, under a Linux machine,
using the scripts provided at the repository https://github.com/asilab/panther.

These include the automatic installation of the tools, download the dataset, assessment,
benchmarking, measurement, and visualization of the results.

B.5.1 Installation

First, there is the need to give execution access to the scripts using:

1 chmod +x *.sh

To perform automatic installation of the tools using

1 bash make.sh
2 pip3 install -r requirements.txt

Information-based Measures Assessment

To download and prepare the dataset, use script:

1 bash Dataset.sh

To reproduce the compression benchmark, use script:

1 bash Benchmark.sh

To perform all comparisons between NC, NBDM1 and NBDM2 use:

1 bash Compare.sh

To replicate the impact of increasing pseudo-random substitutions of pixels for the NC
and different types of BDM normalizations (NBDM1 and NBDM2), use script:

1 bash Pixel_Edition.sh

To test the different values of the NC and NBDM in different datasets use:

1 bash Diverse_Images.sh

If you desire to replicate the cellular automata objects run:

1 bash ca.sh

To replicate the super-sampling experience and the results of underestimation of BDM,
run:

1 bash Side_Information_Test.sh
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Information-based measures applied to artistic paintings

To perform all the pipeline execute:

1 bash Run.sh

To quantitize images run:

1 bash Quantize.sh

To trim and binarize use:

1 bash Trimm_and_Binarization.sh

To compute the average NC, NBDM1, and NBDM2 for each author use script:

1 bash Average_Complexity.sh

To compute the NC with the HDC results use scripts:

1 bash NC_HDC.sh

To recreate the reports of Regional complexity, use the following command:

1 bash Region_Complexity.sh

To recreate the reports of author’s Fingerprints, use the following command:

1 bash Average_Regional_Complexity.sh

To recreate the authors’ fingerprints heat maps run:

1 bash Fingerprints.sh

To assess the author average variation and percentage difference between normalized
and non-normalized measures, use the following command:

1 bash norm_vs_non_norm.sh

To perform the Mantel test and view the average variance between different distance
matrices, use the following command:

1 bash Mantel_test_and_variation.sh

To recreate the cladogram, run:

1 bash Tree.sh

To make the feature file for author and style classification, run:

1 bash Create_classification_data.sh

To perform author classification, run the jupyter file:

1 Painting91_author_classification.ipynb

To perform style classification, run the jupyter file:

1 Painting91_style_classification.ipynb
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Appendix of Chapter 5

C.1 Content

Here, we depict the supplementary material of Chapter 5. The appendix is divided in
tree main sections:

• Additional information of chapter 5;

• Software and hardware recommendations;

• Reproducibility.

C.2 Additional Information of chapter 5

C.2.1 Probabilistic complexity patterns of Turing Machines

Figure C.1 shows the complete average rule complexity profiles of sampled TMs, inside
and outside the regions identified.

C.2.2 Comparison between BDM and NC

Figure C.2 describes the overall behavior of the NC and BDM with different algorithmic
generated tapes. Notice that, in Figure C.2, the results are presented after applying a low-
pass filter. Furthermore, tape length was normalized by the maximum size obtained for
its pair (#𝑄, #𝜃), and to observe BDM comparatively to NC, BDM results were scaled by
a 102 factor. An example with non-scaled BDM is also presented in the image’s bottom-
right.

C.3 Software and hardware recommendations

The experiences of Chapter 5 can be replicated using a server computer running Arch
linux or Linux Ubuntu (for example, 18.04 LTS or higher) with GCC (https://gcc.gn
u.org) and git. The hardware must contain at least 64 GB of RAM and a 100 GB disk.
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Figure C.1: Average rule complexity profiles obtained from pseudo-randomly selected TMs
with #𝑄 ∈ {2, .., 6} and #𝜃 = {2, 3} up to 1000 iterations.

C.4 Reproducibility

The descriptions of reproducion is depicted bellow, for more detail see
https://github.com/asilab/TMCompression.git.

C.4.1 Creating Project and intalling tools

1 git clone https://github.com/jorgeMFS/TMCompression.git;
2 cd TMCompression;
3 make;
4 make ioStNormalize;
5 make ioAverage2;
6 make ioGrowthAverage;
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Figure C.2: Comparison between the NC and BDM for 10,000 TM that have run over
50,000 iterations. (top-left) TMs with #𝑄 = 6, #𝜃 = 2; (top-right) TMs with #𝑄 =
8, #𝜃 = 2; (bottom-left) TMs with #𝑄 = 10, #𝜃 = 2; and (bottom-right) an example
with non-scaled BDM results.

7 make bdmAvg;
8 make TMsimulator;

C.4.2 Recreate plots of Chapter 5

To recreate the plots shown in Chapter 5, start by running the script:

1 chmod +x run.sh;
2 ./run.sh;

Virus and string edition and permutation plots

To recreate edition and permutation plots, run the script:

1 # Command to create list:
2 echo "./resultText/Parvovirus_virus_genome.txt" | ./tm --mutateVirus;
3 # Recreate Edition and permutation plots...";
4 bash reprArticlePlot.sh 0 0 1 1 1 1;

TMs Plots

To recreate plots of cardinality growth and TMs, run the script:
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1 # Recreating plots of Cardinality Growth and TMs...;
2 bash processResults.sh 0 1 1 1 1 1 1 1;

Profile Plots

To recreate plots of Normal and Dynamic Profiles, run the script:

1 bash reprArticlePlot.sh 1 1 0 0 0 0;

Inside and outside region plots

To recreate the inside and outside region plots, run the script:

1 # Recreating Plot of Inside vs Outside region of TM Tapes...;
2 bash getRegionTapeValues.sh;
3 # Recreating Plot of Inside vs Outside region of TM Rules...
4 bash getRegionRuleValues.sh 1 0 1 1;

Average rule complexity profiles plots

To recreate the average rule complexity profiles plots, run the script:

1 # Obtain Average Rule Profiles...
2 bash avg_rule_profile.sh 1 1;

Block Decomposition Method comparation with Normalized Compression
plots

To recreate the BDM comparation with NC plots, run the script:

1 #Compare BDM with NC for #Q={6,8,10}...
2 bash bdm_NC_comparisson.sh 1 0 1 1;

Method I and II plots

To recreate the method I and II plots, run the script:

1 # Command to create list:
2 ./tm --MethodI;
3 ./tm --MethodII;
4 # Recreate Plots of Method I and II.
5 bash evolve_tm_plot.sh Method_I_200;
6 bash evolve_tm_plot.sh Method_II_2000;

Method II 3d plots

1 # Command to create list:
2 ./tm --3DgraphMethodII;
3 # Recreate 3D Plot of Method II...
4 bash 3d_evolve_graph.sh;
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Note: The previous commands, download the files containing the results from running
all TMs for a givens state and alphabet cardinality, since this can take from several minutes
to several days. If you wish to recreate the results use TM program. Example:

1 ./tm --brief -s 2 -a 4 -i 50000 -k 2:10 -N 30000000 -j 20 -S monte_carlo >
2sts4alp.txt;

2

C.4.3 Run TMCompression

There are many ways to run this program see help for clarification:

1 ./tm --help;
2

3 #Program that creates Turing Machines and Measures its Probabilistic
complexity.

4

5

6 #Arguments to set flags:
7

8 --verbose #Indicates programs that will receive inputs in a verbose
form.

9

10 --brief #Indicates programs that will receive inputs in a brief
form.

11

12 --tmverbose #Indicates programs that tm output will be send to the user
.

13

14 --tmgrowth #Indicates programs that output a list of Turing Machines
with an increase in the number of states and a alphabet size of 2

15

16 --replicate #Indicates programs that will replicate experiment to
determine the best k and it for a given number of states and alphabet size.

17

18 --profile #Indicates programs that will receive through the tm number
through the flag tm and will create a profile of that turing

19

20 --dynprofile #Indicates programs that will receive through the tm number
through the flag tm and will create a dynamical temporal profile of that

turing
21

22 --ruleProfile #Indicates programs to create a Compression profile of the
rules for a given Turing Machine

23

24 --ruleMetrics #Indicates programs to compute the rule metrics of a given
TMs

25

26 --StMatrix #Indicates programs to print the StateMatrix of a given TMs
27
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28 --mutate #Indicates programs to print the nc of the mutation of a
string (starting with all zeros and ending with all ones) and performing
mutations until its 100% mutated

29

30 --mutateVirus #Indicates programs perform the edition and permutation of
a virus DNA sequence and print NC results

31

32 --MethodI #Indicates programs to recreate similar list of results
used in plots of the Chapter 5 using MethodI

33

34 --MethodII #Indicates programs to recreate similar list of results
used in plots of the Chapter 5 using MethodII

35

36 --3DgraphMethodII #Indicates programs to recreate similar list of
results used in 3D plots of Chapter 5 using MethodII

37

38 #Mandatory Arguments:
39

40 -s, --number_states #Number of States the Turing Machine has.
41

42 -a, --alphabet_size #Alphabet size the Turing Machine considers.
43

44 -i, --iterations #Number of iterations the Turing Machine makes in
the tape.

45

46 -k, --context #k indexes to consider as a context to fill the Markov
Table.

47

48 -t, --tm #Speciffy turing to obtain results, can only be activated
with --profile flag.

49

50 #Other Optional Arguments:
51

52 -S, --strategy #Turing Machine traversal strategy (default: sequential)
53

54 -N, #Number of Turing Machines to traverse
55

56 -v, --version #Outputs the version of the program.
57

58 -h, --help #Describes program.
59

60

61 #Examples:
62

63 #Run all tms
64 ./tm -s 2 -a 2 -i 10 -k 1
65 ./tm --brief -s 2 -a 2 -i 10 -k 1
66 ./tm --verbose --number_states=2 --alphabet_size=2 --iterations=20 --

context=2
67 #----------------
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68 #Run all tms with multithreads
69 ./tm -s 2 -a 2 -i 10 -k 1 -j 7
70 ./tm --brief -s 2 -a 2 -i 10 -k 1 -j 7
71 #----------------
72 #Strategies of running TM Machines
73 #By default strategy is Sequential:
74 ./tm --brief -s 2 -a 2 -i 10 -k 1 -j 7
75 ./tm --brief -s 2 -a 2 -i 10 -k 1 -N 10 -j 4 -S sequential
76 #Monte Carlo:
77 ./tm --brief -s 2 -a 2 -i 10 -k 1 -N 10 -j 4 -S monte_carlo
78 #----------------
79 #Run specific TM and obtain profile:
80 ./tm --brief --profile -s 2 -a 2 -i 100 -k 2 -t 5
81 #----------------
82 #Run a specific TM and obtain their rules normal complexity profile
83 ./tm --brief --ruleProfile -s 2 -a 2 -i 100 -k 2 -t 5
84 #----------------
85 #Run specific tm and obtain dynamical temporal profile:
86 ./tm --brief --dynprofile -s 2 -a 2 -i 100 -k 2 -t 5
87 #----------------
88 # Run specific tm and obtain their Rule Compression Profile:
89 #----------------
90 ./tm --brief --ruleMetrics -s 2 -a 2 -i 100 -t 5
91 # ----------------
92 #Replicate k and it determination:
93 ./tm --brief --replicate -s 2 -a 2 -j 10
94 #----------------
95 #Turing machine growth with alphabet size of 2 and increase in state

cardinality:
96 ./tm --tmgrowth
97 #----------------
98 #Run specific tm and print tape
99 ./tm --brief --printTape -s 2 -a 2 -i 100 -t 1

100 #----------------
101 #Run StMatrix of the tm
102 ./tm --brief --StMatrix -s 2 -a 2 -t 1
103 #----------------
104 #Obtain nc of the substitutions and permutations of a string
105 ./tm --mutate
106 #----------------
107 #Obtain nc of Virus genome sequence with substitutions and permutations
108 echo "./resultText/Parvovirus_virus_genome.txt" | ./tm --mutateVirus
109 #----------------
110 #Obtain list of graph of Method I
111 ./tm --MethodI
112 #----------------
113 #Obtain list of graph of Method II
114 ./tm --MethodII
115 #----------------
116 #Obtain list of 3d graphs of Method II
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117 ./tm --3DgraphMethodII
118 #----------------
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