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Resumo Os sistemas avançados de assistência à condução (ADAS) permitem reduzir
o número de acidentes rodoviários, melhorar a eficiência das indústrias de
loǵıstica, e revolucionar o transporte urbano. De forma a desenvolver mais
e melhores ADAS é necessário integrar o sistemas de deteção e medição
de distâncias com luz (LiDAR) em véıculos. Instalando sensores no pilar-b
do véıculo é posśıvel obter dados da lateral do véıculo. No entanto, para
integrar o sensor no véıculo é necessário minaturizar o LiDAR. Uma forma
de reduzir o volume do sensor é usando óticas costumizadas, possibilitando
a diminuição do tamanho das mesmas, que por norma ocupam o maior
volume no sistema. Neste trabalho, de forma a diminuir o tamanho das
óticas usou-se um design de óticas para smartphone aplicado ao LiDAR.
Foram analisadas 3 soluções, sendo que se comparou o tamanho da média
do quadrado da ráız do foco (RMS spot size), a função de transferência de
modulação (MTF) e a distorção. Para avaliar a performance dos sistemas
em operação, foi efetuado um estudo térmico para -25 °C, 25 °C, 60 °C
e 125 °C para todas as soluções. Posteriormente, foi feita uma análise de
tolerâncias, para avaliar os impactos na performance do sistema devido aos
erros de fabricação inseridos.





Keywords ADAS, automotive LiDAR, asphere lens, wide FoV, compact system, optical
design, optical polymers.

Abstract Advanced driving assitance systems (ADAS) allow to reduce the number of
vehicle accidents in the road, increase the efficiency of the logistics indus-
try and revolutionize the urban transport. To develop further and better
ADAS functionalities there is a need to integrate light detection and ranging
(LiDAR) sensors in the vehicles. To be able to integrate a LiDAR into a
B-pillar to obtain data from the lateral of a car is necessary to miniaturize
the LiDAR. One way to reduce the volume is decreasing the size of the
optics, which usually occupies most volume, with custom optics. In this
work, to decrease the stacking of the optics an optical smartphone design
is applied to a LiDAR. Three solutions were analysed, with a root-mean-
square (RMS) spot size, modulation transfer function (MTF) and distortion
comparison. To evaluate the performance of the systems in operation, a
thermal study for -25 °C, 25 °C, 60 °C and 125 °C was conducted for all the
solutions. A tolerance analysis was also conducted, evaluating the variations
in performance introduced by the manufacturing errors.
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Chapter 1

Introduction

1.1 Motivation

According to the European Union, 95% of the accidents happen due to human error,
with 22800 fatalities registered in 2019 [1]. One way of reducing the number of fatalities
is to increase the adoption of Advanced Driving Assistance Systems (ADAS). ADAS use
information of the vehicle surroundings gathered by sensors, complementing human senses,
such as vision and hearing. They are composed of an array of systems that can alert and, in
certain predetermined safety cases, can actuate to prevent accidents. These systems assist the
user, while preventing for distractions, expanding human capabilities when operating vehicles
[2, 3]. The ADAS can be traced up to the beginning of the 20th-century, with the introduction
of a rudimentary mechanical cruise control system installed in a Wilson-Pilcher car [4]. The
electronic cruise control was developed in late 1940s by Ralph Teetor and introduced in
high end Chrysler Imperial models [4]. Anti-braking System (ABS), introduced in 1966 in
Jensen FF car is another ADAS example [5]. Cruise control received an improvement in
the 1990s with the introduction of adaptative cruise control and precrash systems, working
as typical cruise control but using information obtained from sensors placed in front of the
car, reacting and breaking in a needed situation [4, 6]. In the beginning of the 21st-century
more systems were introduced in the market. Blind spot information (Radio Detection and
Ranging (RADAR) information [7]), lane departure warning (using camera information [8])
and autonomous parking assistance systems (using ultrasonic sensors information [9]) were
some of the systems introduced [10]. There are several sensors used to gather information for
ADAS. In these it is possible to include moisture sensors, RADAR, ultrasonic sensors, cameras
and LiDAR[11, 12]. Moisture sensors allow to detect the environment weather conditions the
vehicle is facing (for example to detect rain). RADAR has been used for a long time in the
naval and aeronautic industries, however, has poor object classification and edge detection
[13]. Moreover, it has a low resolution due to the microwave frequencies allowed in the
automotive area [11, 14]. Ultrasonic sensors (for example Sound Navigation and Ranging
(SONAR)), are also used for a long time in the naval industry and work similarly as the
RADAR, however, uses mechanical waves to sense. Since they use mechanical waves, they
are affected by acoustic interference and changes in the medium, such as temperature and
humidity, which affects the performance. When using the air as a propagating medium the
detection range is very limited. These makes them usable for close range detection and at
very low speeds, with application in parking assistance systems [11]. Another used mature
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technology is camera sensing. However, is very sensitive to adverse atmospheric conditions
or external lighting sources. Also, it is not possible to directly retrieve distance information.
Thus, is necessary to combine the information with other sensors or, triangulating rays from
multiple viewpoints with stereo cameras, mimicking the human eye perception vision [15].

LiDAR is an active 3D sensing emerging technology. It uses laser light to measure dis-
tances, with the transmitted wave reflecting in the object and being detected by photodetec-
tors. It has a higher resolution than RADAR because the wavelength of the electromagnetic
wave is several orders lower (nm order in LiDAR compared to mm order in RADAR). The
most typical output of LiDAR is a point cloud, visible in Figure 1.1 (a)), recreating the
3D environment where the sensor is used [16]. One of the first practical applications of the
LiDAR concept was to measure the distance from the Earth to the Moon. An experiment
done in 1969, where the light took approximately 2.5 seconds to travel forward and back
with an uncertainty of ± 25 cm [17]. LiDAR is already relevant at atmospheric particles or
gases measurements [18], wind measurement to mitigate structural loads in the wind turbines
[19] or geoscience ground measurements [20]. Its application in automotive industries had a
global market value of 555 million USD in 2022 and is expected to grow to 3.10 billion USD
by 2028 [21]. Table 1.1 compares sensing capability of several technologies with the human
eye capabilities (since SONAR can only work for close range sensing is not considered in the
table).

Table 1.1: Comparison of several sensing techniques and Human capabilities. Adapted from [13]

Performance aspect Human RADAR LiDAR Camera

Object detection Good Good Good Fair
Object classification Good Poor Fair Good
Distance estimation Fair Good Good Fair

Edge detection Good Poor Good Good
Visibility range Good Good Fair Fair

Poor weather performance Fair Good Fair Poor
Dark or low illumination performance Poor Good Good Fair

The RADAR and LiDAR can better detect objects, with LiDAR being able to classify the
objects, due to a higher resolution [22]. This improves cameras information, especially in dark
or low illumination situations, where cameras typically cannot retrieve reliable information.
Usually, the presented technologies are merged in what is generally referred as sensor fusion
[16]. With sensor fusion (see Figure 1.1 (b)) is possible to combine the advantages of each of
the sensors. At the same time using multiple sensors allows to cover different failure modes,
giving redundancy to the system [23]. This prevents the systems of creating the undesired
situation of an unmanned vehicle generating accidents due to a malfunctioning sensor.

In order to develop further ADAS functionalities, namely autonomous driving in com-
mercial vehicles, there is a need to integrate LiDAR in the vehicles, due to its ability to
generate a high precision map of the surroundings [24]. Combining intelligent software with
the sensor systems referred previously enables autonomous driving [25]. The implementation
of autonomous vehicles in logistics allows to increase the efficiency in materials handling,
inside factories and warehouses but also in trucks fleets [26, 27]. Autonomous vehicles can
extend the fleets working hours and can help with the fleets parking. Another interesting
point to note is the automation of public transports and unmanned taxi robots, increasing
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the safety of all passengers while simultaneously increasing energy and time efficiency [27, 28].

Figure 1.1: (a) Point cloud by IbeoNEXT LiDAR [29]. (b) Data fusion of LiDAR and camera [30].

One clear example is the test vehicles used for the development of autonomous driving
functionalities of autonomous cars, in Figure 1.2. These examples serve as prototypes to
collect real data. However, these prototypes do not have direct market application. This
happens because they use a rotating LiDAR sensor on the top of the vehicle, covering a 360°
FoV [31]. This solution beside affecting aesthetics, leads to increased noise, vibrations and
drag, due to the sensors positioning [32].

Figure 1.2: Example of test vehicles for development of autonomous driving functionalities using a
rotating LiDAR system installed on top of the roof from (a) Google [33] and (b) Renault [34].

1.2 Problem statement

In this project, undertaken at LiangDao GmbH, instead of having a rotating LiDAR
in the top of the car, the sensors are distributed and integrated around the vehicle. The
already available automotive network is used to communicate between the LiDARs and the
Eletronic Control Unit (ECU). The information is them combined, obtaining the surroundings
information. This system is designed to be applied into the b-pillar of a car (see Figure 1.3).
This application has requirements in FoV, volume of the sensor and temperature variations.
The FoV requires to cover the lateral of the car. The volume needs to accommodate optics,
housing, electronics and heatsink required for the sensor to work. Since the vehicles operate
in several weather conditions the temperature also varies. The system is exposed to sunlight,
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requiring wavelengths filters, cutting external undesired radiation, which degrades the Signal-
to-noise Ratio (SNR)).

Figure 1.3: (a) Drawing exemplifying the pillars of a car [35]. (b)Exploded view of the sensor
integration into the b-pillar of the car. The several layers represent the several coatings applied on the
b-pillar by the manufacturer. The coatings act as protectors for UV radiation, protecting the parts
from darkning due to sun exposure. They also filter the sun radiation being coated for transmiting
905 nm [36].

To be able to fit a LiDAR system in such a confined space, the typical main thickness
contributor, the optics, need to be miniaturized while maintaining the FoV. Optics are an
essential part of the sensor since they are passive elements, where with no energy use the
overall efficiency of the system can be increased. The transmitter optics project the beams
in the application required areas. The receptor optics collect and focus the photons of the
laser beam onto the photodetector pixels [37]. The use of off-the-shelf components that could
be easily bought in typical manufacturers, technically is possible. However, this approach
leads to trade-off limitations that do not fit the requirements of the b-pillar integration.
With off-the-shelf components is not possible to obtain the necessary FoV or the volume of
the system for the b-pillar integration. The b-pillar has a certain thickness and curvature
to be considered that affects real-life performance. Another limitation of this approach is
the dependency on the pixel size and ratio of the detector. Also, the solution must be
cost-effective especially when considering mass production, otherwise automotive Original
Equipment Manufacturer (OEM) will not consider its integration into their products.

1.3 Objectives and thesis organization

The objective of this work is to design miniaturized imaging optics customized to be
fitted in the receiver module of a LiDAR. The optics are optimized having in mind existing
boundary conditions of a compact LiDAR with real application in the automotive market.
Fitting the LiDAR with the custom optics allows to integrate the sensor in the b-pillar of
the vehicles. Chapter 2 presents the principles of the used LiDAR systems and a overview
of optics for a transmitter and for a receiver, with focus on aspherical lens manufactured in
optical polymers. Chapter 3 discusses the optical design process and three solutions studied
to achieve the goal of this thesis. Chapter 4 is focused on a thermal and tolerance analysis of
the three designed systems, with a later summary on the analysis. Chapter 5 concludes the
study in this thesis, while discussing some future work possibilities.
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Chapter 2

Theoretical background and state of
the art

2.1 LiDAR systems

There are different measurement principles for LiDARsystems, such as time of flight
(TOF), amplitude or frequency modulated. The TOF corresponds to the time needed by
the wave to be transmitted and received.

Defining the light pulse range as d, c as the speed of light and τ as TOF it is possible to
define equation 2.1 [22, 38, 39]:

d =
cτ

2
(2.1)

Using c = 3 x 108 m/s, a distance (d) = 30 m gives a TOF of around 0.2 µs, which allows
real time 3D sensing [22]. To create a point cloud of the environment is thus necessary to
calculate individually each reflected beam.

For TOF there are two main approaches, scanning LiDAR, where the laser light is redi-
rected using mechanical components or optical phased arrays and flash LiDAR, which diffuses
a projected laser beam into a target scene. Flash TOF LiDARhas a more robust construction
and it is a more cost-effective solution, because does not require movable parts, being also
more close to commercial deployment [12, 16, 39, 40].

To achieve a compact solution is necessary to use semiconductor lasers. The options are
EEL and Vertical-cavity Surface-emitting Laser (VCSEL). For VCSEL s, the light output is
circular, while the EEL has an elliptical light output, visible in Figure 2.1.

EELs emit light parallel to the epitaxial structure, while VCSEL s emit light normal
to the epitaxial structure. VCSEL s tend to be more cost-effective than EELs because all
the manufactured lasers can be fabricated and tested prior to cutting the wafer [41]. This
reduces assembly overall operation costs, driving the EEL price lower with the increase in
manufacture.

However, the biggest difference is the outputted beam shape. Depending on the appli-
cation, the elliptical beam requires optics to modulate one of the axis and round the beam,
increasing overall costs and thickness of the sensor [41, 42].

Since the wavelength of the laser needs to be infrared the choice is reduced. Considering
the near-infrared and shortwave-infrared wavelengths, the most commonly used wavelengths
range from 800 to 1600 nm [12, 43]. The solar absorption spectrum has several minimums,
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visible in Figure 2.2. Using these wavelengths allows to reduce the noise coming from sun
radiation [12]. The 1550 nm is safer to the eyes than the others, and thus is possible to
increase the range.

Figure 2.1: Output beam in (a) EEL (b) and EEL. Adapted from [41].

Figure 2.2: Earth spectrum of solar radiation, adapted from [44]

However, the fact that water molecules absorb this radiation better than the others makes
this wavelength more prone to fail in adverse conditions (fog, rain, etc) [12, 45]. To note
that the photodetector used, must match the laser wavelength and maintain a cost-effective
solution [12]. In Figure 2.3 several materials for photodetectors responsivity dependence on
wavelength are available. A negative point in using the 1550 nm wavelength is the higher
priced photodetectors (which will detect the laser light). The 1550 nm photodetectors are
made of InGaAs and Ge, a more expensive technology than silicon. Silicon is the cheapest
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technology of these, due to its wide world availability and matured manufacturing industry
[12, 43, 46, 47].

Figure 2.3: Silicon, InGaAs and Ge detector responsivity vs wavelength [48].

In the 800 to 1000 nm wavelength Si photodetectors as Avalanche Photodiode (APD) or
SPAD have a good responsivity. The responsitivty decreases more than an order of magnitude
beyond 1000 nm when compared with the peak value [43]. Due to the stated, most of the
LiDARapproaches using pulsed TOF tend to use the 905 nm wavelength, attempting to
decrease the system price and size for the autonomous drive application.

The project at LiangDao is focused on a TOF flash LiDAR, using a EEL emitter at 905
nm and a silicon SPAD photodetector. The main modules are the laser, photodetector, lenses
and electronics (to control and process the signals), presented in Figure 2.4 block diagram.

Figure 2.4: TOF LiDAR block structure.

The laser and its optics comprise the transmitter (Tx). The photodetector and its optics
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comprise the receiver (Rx), which need to be synchronized in order to be able to distinguish
the several pulses and corresponding TOF. In Table 2.1 it is available a comparison between
some existing pulsed TOF LiDAR systems.

Table 2.1: Comparison of some of the available pulsed TOF LiDAR systems.

Available LiDAR FoV (H x V) (°) Angular resolution Dimensions (mm) Wavelength (nm)

Valeo SCALA Gen 2 [49] 133 x 10.5 0.125-0.25 x 0.6 137 x 191 x 123 905
SICK LD-MRS800001 [49] 110 x 6.4 0.125 x 0.8 165 x 93 x 88 905
MicroVision MOVIA [50] 60 x 37.5 0.23 x 0.38 108 x 103 x 83 905

Ouster DF0 [51] 130 x 65 0.33 x 0.16 120 x 110 x 70 850
ELMOS LiDAR cam [52] 60 x 25 0.25 x 0.3 40 x 30 x 35 940
ASC GSFL-16KS [38, 53] 60 x 60 0.47 x 0.47 22.1 x 82.6 x 197 1570

Hybrid LiDAR Systems Lissa [54] 80 x 33 0.33 x 0.42 70 x 35 x 70 905
LeddarTech Pixell [55] 177.5 x 16 2 x 1.9 245 x 86 x 130 905

XenoLiDAR Intercity [56] 60 x 30 0.3 x 0.3 170 x 110 x 80 905

Table 2.1 shows that the solutions in the market cannot be integrated in the b-pillar
because they were not designed for that application. The higher FoV systems have dimensions
much greater than the b-pillar. On the other hand, the system with the smallest dimension
has a lower FoV, which would require more integrated sensors, raising the application costs.

2.2 Transmitter optics

The transmitter function is to project the laser power onto the scene intended to be
illuminated. In order to be able to project it, the light generated by the EEL needs to be
expanded from the small Field-of-Illumination (FOI) (the EEL divergence angle is around 20°
[41, 42]) to the intended FOI . This can be accomplished by using a beam expander optical
element. Diverging lens (see Figure 2.5 (a)), diffraction gratings (see Figure 2.5 (b)) or micro-
lens arrays (see Figure 2.6) are examples of beam expander optics. The main requirement for
the transmitter is that the FOI is smaller than the FoV, and the total track should match
the receiver [57, 58, 59, 60].

Figure 2.5: Beam expansion examples using (a) concave refractive lens [61] and (b) diffraction grating
[62].
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Using a refractive concave lens allows to increase the divergence angle, due to the high
negative curvature radius [57]. With diffraction gratings instead of using the material refrac-
tive power, the increased angle is due to diffraction of the light in the grating slits, but usually
requires a pre collimated beam [58, 62, 63].

Figure 2.6: EEL beam expanding using micro-lens array. (a) Before micro-lens array. (b) After
micro-lens array. Adapted from [59].

The micro-lens array made of a high refractive index material, allows to decrease the
volume of the optics, when compared to classical concave lens. Also, when dealing with an
array of sources, for instance a EEL array, is preferable to use micro-lens array to better diffuse
the light, again compared with classical concave lens. Also, to decrease losses in transmission
it should use the minimum elements possible [59, 64, 60].

2.3 Receiver optics

The receiver is constituted by a photodetector and imaging optics. The function of the
imaging optics is to collect the laser signal reflected by the target and focusing it on the
photodetector. The purpose of imaging optics is to resolve a predetermined minimum size
object over the desired FoV [65]. It is possible to use refractive or diffractive optics in an
imaging system. Despite diffractive optics allowing a higher miniaturization of the system,
the higher costs turn them inviable to apply in the project.

2.3.1 Description of a refractive optical system

Bellow is a list of the key concepts for refractive optics, and ways to evaluate its perfor-
mance in image quality. Later, a brief description of the typical systems, its key components,
materials, manufacture and assembly methods and tolerances will be made. In Figure 2.7 a
diagram with common first-order representation of a generic optical system is available with
a representation of the marginal and chief ray, the optical axis and focal length. In Figure 2.8
is a single lens drawing with some concepts explained.

• Paraxial focus represents the point where the rays entering perpendicular (or almost
perpendicular, if the angle between the perpendicular and the ray is ≈ to the sin of the
angle can be considered in the paraxial regime) to the lens plane converge [66].
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• Aperture stop, “[...] the surface in the system where all of the chief rays from different
points in the object cross the optical axis and appear to pivot about.” [65].

• Curvature sag is the height measured in the z axis (considering a cartesian referential,
with z as the optical axis, and xy the lens area) in function of x and y [65, 67].

Figure 2.7: Representation of a paraxial positive lens and marginal and chief rays. Adapted from
[65].

Figure 2.8: Drawing of a single lens system legended with some key concepts.

• The Fnumber (F#) defines “the final imaging cone reaching the image at its centre[...]”
[65], calculated using Equation 2.2. For a fixed effective focal length (efl), a smaller F#
lens system will collect more light.

Fnumber (F#) =
Effective focal length

Clear aperture diameter
(2.2)

• The refractive index (n) represents the ratio between the velocity of the wave in vacuum
and in a certain material. Represents the capacity of refracting a ray of a certain material
[66], and is directly proportional to the optical power.
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2.3.2 Image quality indicators: aberrations and diffraction

The Maxwell criteria for perfect imaging states that all rays that emerge from an object
point converge to a single image point. “Aberrations are the deviations from perfection of the
optical system” [68]. There are several geometrical aberrations some of them being chromatic
and some monochromatic, extendedly explained in [66]. Since the system uses monochromatic
light only the second ones will be referred.

Spherical aberration: is the distance between the axial intersection of the paraxial focus
and the marginal ray entering parallel to the paraxial focus (see Figure 2.9). If discussing a
converging lens, it will be positive, and in the diverging case since it will intersect the axis
behind the paraxial focus, will be negative [66].

Figure 2.9: Spherical aberration caused by a planar-convex lens. Adapted from [66].

Coma aberration: The transverse magnification will differ from rays propagating off-
axis regions of the lens because its effective focal length will differ. If the image point is
off-axis and the incident rays are oblique, coma will be evident, as visible in Figure 2.10.
Usually, this aberration will create a blur similar to a comet trail [66].

Figure 2.10: (a) Negative coma and (b) positive coma. Adapted from [65].

Astigmatism: If the object points to be imaged lie in an appreciable distance from the
optical axis, the cone of rays will hit the lens asymmetrically. Looking at the trajectory of the
rays in 3D, what will happen is that the chief ray from the sagittal plane and the tangential
plane will have different focal lengths, visible in Figure 2.11. This happens because the
tangential rays (the rays in the tangential plane) are tilted with more respect to the lens,
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having a shorter focal length. Astigmatism will increase as the object point moves farther
off-axis and does not exist on paraxial regime [66].

Figure 2.11: (a) Tangential/Meridional and sagittal planes and (b) Focal length in the different
planes. Adapted from [65].

Petzval field curvature: the object and the image at the same distance as the centre
of a lens are displaced in a circumference, considering both the object and the image a plane.
The focal distance for objects off-axis will be different from the ones on-axis, resulting the
Petzval Field Curvature aberration, as can be noticed in Figure 2.12 [66].

Figure 2.12: Diagram representing Field Curvature aberration, with the highlighted difference in
the image plane and focusing plane. Adapted from [66].

Distortion: it happens because different areas of the lens have different focal lengths,
and due to that have different magnifications. What will happen is that the image will have
different magnifications radially around the centre of the lens. The distortion can be positive,
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and expand the corners of the image (pincushion distortion), due to a higher magnification
off-axis. It can also be negative, contracting the edges of the image (barrel distortion), related
to a higher magnification on-axis [66], visible in Figure 2.13.

Figure 2.13: (a) Undistorted image. (b) Pincushion distortion. (c) Barrel distortion. Adapted from
[66].

Table 2.2 summarizes the reviewed aberrations dependence on aperture and incidence
angle, allowing to easily understand the aberrations behavior.

Table 2.2: Summary of reviewed aberrations dependence on aperture and incidence angle. Adapted
from [65].

Aberration Aperture Incidence angle
Spherical Cubic n.a.
Coma Quadratic Linear

Astigmatism Linear Quadratic
Field curvature Linear Quadratic

Distortion n.a. Cubic

If the geometrical aberrations are corrected the system will still face a diffraction limi-
tation. The diffraction is caused due to the light interacting with the limiting edge of an
optical system, creating a disk (due to circular symmetry) with a profile of a “small gaussian
intensity function surrounded by low-intensity rings of energy” (see Figure 2.14) [65].

Figure 2.14: A diffraction limited lens and the corresponding airy disk. Adapted from [65].

The airy disk radius represents the ideal theorical angular resolution of a perfect imaging
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instrument [66]. The diffraction limit angular resolution can be calculated using Equation 2.3

Angular diameter of Airy disk =
2.44λ

Clear aperture diameter
= Object space angle (2.3)

If the geometrical aberrations cannot be corrected and are bigger than the diffraction limit
of the system, they will dominate the image formed. In this case, the angular resolution can
be calculated using Equation 2.4:

Angular resolution = Object space angle = 2tan−1(
object size

2distance to object
) (2.4)

The angular resolution can them be used to calculate the spacial resolution using trigonom-
etry and the distance to the object, as in Equation 2.5

Spatial resolution = sin(Angular resolution)distance to object (2.5)

2.3.3 Performance evaluation of the system

There are several performance indicators for an optical system. The ones considered more
relevant for an imaging system are:

RMS spot size diagram: measures the diameter that encircles around 68% of the energy
imaged from a point source (see Figure 2.15). They are useful in systems with pixelated
detectors, giving a measure of the radius where the object is going to be imaged. It is also
possible to retrieve information about the aberrations present in the system [65].

Figure 2.15: Example of a spot size diagram with RMS values for different FoV.

MTF: represents the ratio of the modulation in the image to the modulation in the object
as a function of spatial frequency (see Figure 2.16). In other words, MTF gives a value in
percentage of the observable contrast between the maximum and minimum intensity (usually
in function of the number of line pairs per millimeter of the test image) [65]. MTF value
should be as close as possible to the diffraction limit. However, in applications with several
constrains is not always possible to have such a higher MTF. According to [69] if the values
presented in Table 2.3 are meet good imaging quality can be obtained. All these values are
for half of the Nyquist frequency, and are represented in line pair/mm which is the typical
unit to measure the MTF. Can be calculated using Equation 2.6:

Sensor resolution (linepair/mm) =
1 line pair

2 pixel size

1000 µm

1 mm
(2.6)
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Figure 2.16: Typical MTF Curves for imaging systems [65].

Table 2.3: MTF values (for sagittal/tangential planes) at half of the Nyquist frequency of the sensor
for good imaging quality.

MTF On-axis (0° FoV) 70% off-axis (70° FoV) 100 off-axis (100° FoV)
sagittal plane 60% 50% 20%

tangential plane 60% 40% 10%

2.3.4 Typical wide FoV lens systems

The retrofocus lens design is a classical wide FoV lens system. Usually is composed by
two different groups separated by a large airspace (see Figure 2.17). The first group (from
left to right) typically is a negative power group (negative focal length), reducing the incident
angles and the second one is a positive group, focusing the rays into the image plane

Commonly, they have a greater back focal length compared to its effective focal length.
To note that this kind of designs have large diameter lens and total track. Wide FoV retro-
focus design systems suffer from significant negative distortion, creating a noticeable barrel
distortion. Usually, this distortion is difficult to correct, being usually balanced with a higher
order positive distortion.
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The cemented lens (the lenses glued together), made of different materials, are there to
correct the chromatic aberrations, not stated on chapter 2.3.2 because as it was referred, the
system in this thesis uses monochromatic laser light [70].

Figure 2.17: Retrofocus wide angle designs with an F# = 4 and a FoV of (a) 70° and (b) 160° [70].

One well known variation of the retrofocus is the Fisheye, usually achieving a 180° FoV,
but suffering from a severe negative distortion [70]. Figure 2.18 is a drawing from a Nikon
Corp patent for a Fisheye lens system with 180° FoV, F# = 2.8 and the total track = 101.9
mm.

Figure 2.18: Optical system from patent US6844991B2 for a 180° FoV Fisheye lens. The focal length
of the system is 10 mm, with a F# = 2.8 and a total track = 101.9 mm [71].

Fisheye systems, as a typical retrofocus design has two lens groups, with the first one
having a negative power group (lens L1 and L2) and the second one a positive power group.
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The main difference to the designs in Figure 2.17 is the first lens, a meniscus lens.

The meniscus lens has the same curvature on both sizes, allowing to collect light with a
wider angle of incidence with the same focal length. However, the trade-off of using the wide
diameter meniscus lens in the front is the increase in distortion. The stop is usually located
at the center of refractive power, using symmetry to help balance the aberrations such as
distortion, coma and astigmatism [65].

The second group has cemented lens to correct for chromatic aberrations [71]. These
systems can achieve a high FoV with a relatively small F#, however they have a very long
total track that would make the sensor integration in a b-pillar unfeasible.

In the last 20 years imaging systems suffered a major optimization towards miniaturiza-
tion, especially with the advent of smartphones cameras, who pushed the limits of miniature
imaging. The system presented in Figure 2.19 (a) comprises 7 lenses, the first lens (from left
to right) has a positive power, to help reduce the total track. In Figure 2.19 (b) a smartphone
camera cross-section compared to a coin highlights the compactness of such devices. Despite
being very miniaturized (usually the thickness is less than 1 cm, which needs to account for
the housing and electronics), smartphone lens systems are still able to produce high resolution
images. Another advantage to refer is their ability to also achieve a wide FoV (been able to
reach 100°) [72, 73, 74]. The last 3 lenses are highly aspherical, decreasing the number of
elements in the system, while correcting the aberrations present in the system, consequently
reducing the total track of the system [74, 75, 76].

Figure 2.19: (a) A smartphone wide angle patent drawing [74] and (b) a smartphone camera module
compared to a 1 cent coin [72].

To note that the aperture stop is located before the first lens to improve the image-sensing
efficiency on the photodetector. This system has a FoV of 88.6 °, F# = 2.00 with a total
track = 5.8 mm [74]. The high FoV combined with the small total track makes them the best
candidate designs to fit into a miniaturized LiDAR.
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Aspheric lenses
The aspheric lenses are lenses in which the surface profile is more complex because it has

inflection points, diverging them from the typical spherical shape. If they are close to the
aperture stop, they will mainly correct the spherical aberration, but if they are closer to the
image plane, they can correct other aberrations in the system [65], visible in Figure 2.20.

Figure 2.20: Astigmatism correction comparison between spherical (a) and aspherical (b) lenses. (c)
Surface shape comparison [65].

The deviation from sphere form makes their manufacturability more complicated (due to
the variations in the surface), but as referred before, they allow to improve the total track and
reduce the aberrations present in the system, allowing also to reduce the number of elements
in the system. There are a lot of different shapes for aspheric surfaces, having different
equations defining it. In Figure 2.21 is possible to observe the variation in the lens form for
several order coefficients.

Figure 2.21: Aspheric Sags due to different coefficients. Adapted from [65].

For a rotationally symmetric surface, the curvature sag of the surface (z) is defined by
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Equation 2.7:

z =
cr2

1 +
√

1− (1 + k)c2r2
+

N∑
n=1

air
2i (2.7)

With c as the vertex base curvature, k the conic constant, r is the radial coordinate
measured perpendicularly from the optical axis, and the sum corresponding to higher order
aspheric terms [65, 67].

2.3.5 Materials, manufacture, tolerances and mounting for aspheric lenses

To decrease the costs of manufacturing, the lens can be produced in optical polymers.
Polymer materials allow to have more complex geometries than glass, being able to easily mass
manufacture components with diameter of a few millimetres. In Table 2.4 several properties
of optical glass,PMMA, Cyclic olefin copolymer (COC), Cyclo Olefin Polymer (COP) and
Polycarbonate (PC).

Table 2.4: Possible materials to fabricate aspheric lens. Adapted from [77].

Material type PMMA COC COP PC Glass
Refractive index (905 nm) 1.4832 1.5037 — 1.5672 1.5089

Density (g/cm3) 1.19 1.02 1.01 1.20 2.51
CTE (x10−6) 67 60-70 60-70 66-70 7.1
dn/dT (x10−5) -8.5 -10 -8 -12 to -14 3

Water absorption (%) 0.3 0.01 <0.01 0.1 0.1
Relative cost Low Medium High Medium High

Optical polymers also exhibit better moldability than glass, making them better suitable
for mass production methods using a replicating molding process, reducing even more the
unit cost of the lenses. In counterpart, polymers have a higher sensitivity to changes in
temperature, in terms of the volume, Coefficient of Thermal Expansion (CTE), and optical
power (refractive index variation (dn/dT)).

The spectral range of these materials is lower when compared to glass, being above 90%
in the range of 450-950 nm for the most optical polymers [77]. Optical glass such as N-BK7
from Schott achieve a transmission above 90% in the range of 350-1600 nm. Optical polymers
allow to reduce the cost of the system, being its value at least ten times lower than its glass
equivalent using traditional methods like grinding and polishing, which reduces prototyping
costs. The density of optical polymers is lower than glass, allowing for a weight reduction.

The coating of polymers is formed at lower temperatures than the temperatures used for
glass, resulting in generally less dense layers. There is also a higher difficulty in achieve a
proper adherence of the coating to the surface and the coating can crack during the process.
This can happen, for example, due to mechanical growth stress of the coating or thermal
mismatch between the coating and the substrate, when the system is heated for film deposition
(and cooling after deposition).

Nevertheless, is possible to apply anti-reflection coatings on the surface of the lenses, being
easier to coat COC than PMMA ). The coatings overall increase the transmitted light and
avoid the formation of ghost images in imaging systems [78], improving the imaging quality.

The standard techniques used for prototyping (and medium volume production) are
Computer Numerically Controlled (CNC) and Single-Point Diamond Turning (SPDT). CNC
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and SPDT are techniques in which the materials are grinded and polished with computer
automated tools. The main difference between the two is that SPDT uses a diamond-tipped
tool to carve the geometry into the polymer, allowing to have a nanometer-level accuracy.

Polymers can be ultrasonically cleaned to remove imperfections in the surface when using
SPDT. It is also possible to use CNC to reduce the SPDT time, using the last just to remove
the material needed for the precision. Usually, these polymers require a stress relaxation cycle,
with annealing. This step reduces the cycle time required for the SPDT, which is the higher
cost in manufacturing [77]. Table 2.5 presents some tolerances for SPDT optical plastics.

Table 2.5: Typical SPDT manufacturing tolerances for aspherical lenses. Adapted from [77].

Specification Lower-Cost Tolerances State-of-the-Art Tolerances
Radius of Curvature ±1-2% ±0.15-1.00%
Surface roughness 100 Å 60 Å
Centration/Runout ±0.025 mm ±0.005 mm

Thickness ±0.025 mm ±0.005 mm
Diameter ±0.050 mm ±0.005 mm

Part-to-Part repeatability 0.5− 1.0% 0.03− 0.05%

For mass production, the usual method is injection molding. This method consists of
injecting the liquified chosen polymer into a mold. In the process the main cost driver is the
mold. However since it can be reused this allows to reduce the unit cost for mass-production,
as well as the lead time, when compared to the other methods referred. The parts are produced
in a cleanroom environment, but there is a need to remove the gate vestige (from the mold).
To remove it they can go through a process of automated laser degating without leaving the
clean environment. This eliminates the unit-to-unit variability and human impacts on hand
cleaning the parts. Laser degating is a technology in where the laser power smooths the
surface of the lens around the gate vestige [77].

Optical polymers also have the advantage of easily manufacturing alignment and mounting
features, which decreases the complexity of mounting multi element optics systems. This also
helps to decrease the mounting costs and improve the systems consistency. To mount the
lens and align them, the process uses the same techniques used for glass materials. The most
common ones are ”drop-in” for lower tolerances and active alignment for a higher precision.
In Table 2.6 is possible to observe assembly tolerances for actively aligned polymer optics.

Table 2.6: Typical tolerance values for actively aligned polymer optics [77].

Specification Lower-Cost Tolerances State-of-the-Art Tolerances
Axial position ±10 µm ±1 µm

Tilt ±6 arcsec ±1 arcsec
Decentration ±10 µm ±0.5 µm

”Drop-in” consists of dropping the lens in mechanical holders, using the gravity and
the surface constraints to fit the optics in the system. The active alignement uses a laser
source to attest the tilting and decentration of the component. A spin chuck or piezo-electric
components can them be used to correct the alignment. Both the processes finish with a
mechanical bonding agent cured using ultraviolet or heat. The bonding agent refractive index
should match the polymer refractive index, to minimize reflectance between the components
surfaces [77].
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Chapter 3

Optical components design

3.1 Boundary conditions

In chapter 1 it was referred that the b-pillar integration of the LiDAR introduces con-
straints to the system. These constraints must be considered when designing the system,
otherwise, when integrating, the performance will be reduced. The b-pillar in Figure 3.1 was
used in the development of the optical design, where the PMMA optical window to integrate
has 55 mm width, 45 mm length, 3 mm thickness and a curvature of 1440 mm. For the
integration there are 30 mm available, which need to be shared by the housing, electronics,
heatsink and optics, allowing a maximum of 10 mm for the optics.

Figure 3.1: B-pillar sample used in the integration. The sample was provided by an external partner,
and it is an uncoated b-pillar from a Lucid Air. Picture of the sample from (a) the front view and (b)
side view.
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The required FoV was derived by some experiments, using available LiDAR systems at
the Hardware Team Department, searching for a solution that could achieve a minimum 2.5
meters detection distance. Figure 3.2 contains a schematic of the FoV.

Figure 3.2: Schematic of obtained FoV from a LiDAR integrated into a b-pillar. (a) Top view of the
car with the integrated LiDAR and representation of the 100° horizontal FoV. The maximum blind
spot just considering this sensor and this plane is 2.083 m. (b) Front view of the car with the integrated
LiDAR and representation of the 60° horizontal FoV. The maximum blind spot just considering this
sensor and this plane is 2.266 m.

The experiments determined that a horizontal FoV of around 100° and vertical FoV of
around 60° would meet the requirements for the application. To note here that the FoV should
be higher than the field illuminated by the transmitter, to ensure that the energy reflected
can be collected.

The laser used on the project is a VCSEL array working on the 905 nm wavelength. The
detector chosen is a SPAD array containing 260 x 80 pixels. Each pixel has an active area of
24 µm x 24 µm and a fill factor of 45.7% as can be seen in Figure 3.3.

Figure 3.3: Drawing of the SPAD pixel.

Considering the chosen FoV and the number of pixels and using Equation 3.1 is possible
to obtain the angular resolution limit for this combination of sensor and FoV.

Angular resolution = (
FoV

number of pixels
) (3.1)

22



Using Equation 3.1 the angular resolution limit is 0.38° in one direction and 0.75° in the
other. The critical case for the project is the ability to solve a 20 x 20 cm object at 20 meters
distance. Using Equation 2.4, which considers the half of the size of the object as the opposite
side and the distance as the adjacent side in a square triangle. Multiplying the result by a
factor of two is possible to obtain the necessary resolvable angle in object space [65].

Object space angle = 2tan−1(
object size

2distance to object
) = 10 mrad (3.2)

According to [65] the smallest resolvable image blur, the airy disk diameter, should be
matched with the pixel size, using Equation 3.3. The airy disk gives a measure of the smallest
feature that can be imaged by the optics.

Pixel size = Airy disk diameter = 2.44λF# (3.3)

Solving Equation 3.3 for the pixel size gives a F# = 10.87. This value is very large,
specially when compared to the F# in other systems discussed in Chapter 2. Considering the
application, where less colected light means losing laser power and consequently less system
eficiency, this F# represents an upper boundary value. In [65] is stated that the angular
diameter of the airy disk is related to the clear aperture diameter through Equation 2.3. The
angular diameter of the airy disk gives a measure on the minimum resolvable angle in object
space, accounting for diffraction limited optics.

Clear aperture diameter =
2.44λ

Angular diameter of Airy disk
= 0.22 mm (3.4)

This value for clear aperture diameter sets the minimum diameter of the system. These
equations set technical specification boundaries that need to be satisfied in order to be able
to image the application required targets. Using Equation 2.6 the half Nyquist frequency of
the sensor can be calculated, being equal to 20.83 line pairs/mm.

3.2 Design process

The optical design process can be divided in different steps. The first step is to acquire
and review some system specifications (see Table 3.1). If the system has many constrains,
usually is advised to find a viable a starting point, using for instance, a design with similar
specifications [65].

Table 3.1: System specifications.

Requirements Value
Total track (mm) <10
Maximum F# 10.87

Minimum clear aperture diameter (mm) 0.22
FoV (H x V) (° x °) 100 x 60

Angular resolution (H x V) (° x °) 0.38 x 0.75
Wavelength (nm) 905

Sensor dimensions (mm x mm) 7.8 x 3.36
Pixel size (µm x µm) 24 x 24

Half Nyquist frequency of the sensor 20.83 line pairs/mm
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These specifications are used as input for the computational aided programs, as Zemax
OpticStudio from Ansys, OSLO from LambdaResearch or Code V from Synopsis, being these
the most known. Zemax was the chosen software due to its trade-offs in price and capabilities.
After setting all the inputs and system constrains obtained in the first step is necessary to
select the material and the system variables, such as surface radius, aspheric coefficients,
conical coefficients thickness and diameter. The next step, with all the inputs introduced, is
to define a merit function with the constrains expected for the system, as well as performance
indicators. The merit function calculates the error of the system when compared to the
parameters inputted. Them the optimizer searches for a new solution in the variables that
allows for a lower error (see Figure 3.4 (a)) [65].

On each optimization, a sanity check should be made, to be sure that the solution is
heading the direction of the manufacturing constraints [65]. In Figure 3.4 (b) is available a
diagram for the optical design and optimization procedure.

Figure 3.4: (a) Merit function error in solution space. The optimizer searches for a minimum but
sometimes gets stuck in a local minimum, requiring the optical engineer to guide the solution towards
the global minimum [65]. (b) Procedure for a lens design and optimization [65].

3.3 Solutions studied

The chosen starting point is a patent for a smartphone camera. It was chosen due to the
compactness of the system, with a total track = 3.852 mm, a FoV of 95° and a F# = 2 [79].
The optical system described in Patent US20190129149A1 is constituted by 5 elements and
a IR filter near to the image (see Figure 3.5). Looking at the materials, is noticeable that
the second (element 102) and the forth (element 104) lens use materials with different index
of refraction and Abbe number. These work as the cemented lens, also used in design from
Figure 2.17.

The stop is located in front of the first lens to improve the image-sensing quality, as it was
referred in Chapter 2. The stop at the front of the lens makes the system more telecentric,
which means that the object can be imaged as at infinity. This application minimizes the
chief ray hitting the image plane, which increases the light collected with a higher incidence
angle [65]. The first lenses usually correct the spherical aberrations.

The last lens are highly aspherical to correct aberrations in the image sensor such as
astigmatism, coma and especially, field curvature. Since the stop is located at the front is not
possible to use it to balance the distortion. Usually the last two lens have a high opposite
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distortion to cancel it at the image plane. To be noted that since the SPAD sensor has a
dimension 3.25 bigger than the other, the maximum obtainable FoV will be different for each
direction.

Figure 3.5: Wide angle smartphone camera design from patent US20190129149A1 [79].

The b-pillar was considered all the time in the simulations as visible in Figure 3.6. The
operational temperature of the system was them defined to 60 °C. To ensure that the lens
is optimized for all the FoV the field was defined using several equal area fields, covering all
the area between 0° and 100° FoV. In order to reduce the number of lenses, several optimiza-

Figure 3.6: Layout of initial 5 lens system with PMMA b-pillar. The x and y axis represent the lens
surface area and the z axis represents the optical axis.

tions were made, removing optical power of element 102 and element 104. After removing
them, the system was scaled (having in account the dimensions of the sensor), increasing the
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clear aperture diameter. After increasing the diameter, the next optimizations focus was to
meet the system requirements stated in Table 3.1. The merit function searches for solutions
with the minimum RMS spot size, using a damped least squares algorithm. After satisfying
optimizations on the general design, several variations were made, creating solutions using
PMMA and COC and varying the lens surface area.

The solutions use 3 aspheric lenses with the stop in the front. The first lens allows to
collect rays in a wide FoV, with a low level of aberrations introduced. The second lens has
the most optical power, noticeable in the angle of the ray bending. The level of asphericity
increases in the image direction, balancing aberrations in the system. The last lens, which
has a high level of asphericity, allows for the field curvature, astigmatism and distortion to
be reduced.

3.3.1 Solution 1

The first solution (see Figure 3.7) uses PMMA as the optical material, which allows to
decrease the manufacturing price, according to Table 2.4. In the optimization process, the
variables used were the several thicknesses (lens thickness and spacing), the diameters, radius
and the aspheric coefficients of the lenses. Using this optimization method allows to decrease
the aberrations in the system due to more rays intercepting the image surface at the same
point. Solutions are restrained in minimum and maximum thickness, but also a maximum
slope for the surface angle variation, to increase the manufacturing yield of the system.

Figure 3.7: Layout of Solution 1. Representation of the 100° FoV (red rays represent +50° and yellow
rays represent -50°) from stop (at left) to the image plane (at right).

The design has a F# = 1.99, maximum distortion = 1.35%. The smaller lens diameter is
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1.49 mm / 2.20 mm (front surface/back surface) and the wider is 4.33 mm / 6.16 mm. The
3 lens system has a total track of 5.4 mm. Due to these, the design is very compact and
exceeds the requirements in Table 3.1. According to [65] a 2.5% distortion is small enough to
be imperceptible, nevertheless, can be corrected with software.

3.3.2 Solution 2

The second solution is a variation of solution 1, where instead of using PMMA the ma-
terial is COC. According to [78], PMMA is difficult to coat when compared to cycloolefin
polymers, as COC. Using COC increases manufacturing costs, but reduces the coating costs
while achieving a higher performance than PMMA, due to better anti-reflective coatings.
COC has a higher refractive index when compared to PMMA, increasing the optical power.
The variation in radius from solution 1 is motivated by the change in the index of refraction
from the material. The design variation has a F# = 1.97, maximum distortion = 1.41%. The
smaller lens diameter is 1.49 mm / 2.26 mm (front surface/back surface) and the wider is
4.38 mm / 6.16 mm. The total track of the system is 5.5 mm.

3.3.3 Solution 3

The third solution (see Figure 3.8) is a variation of solution 2 where the clear aperture
diameter was increased and consequently, the F# was decreased. Aberrations tend to increase

Figure 3.8: Layout of Solution 3. Representation of the 100° FoV (red rays represent +50° and yellow
rays represent -50°) from stop (at left) to the image plane (at right).
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with the increase of the aperture, and in this design the distortion increased when compared
with the others. The design has a F# = 1.55, maximum distortion = 4.34 %. The smaller
lens diameter is 2.00 mm / 2.50 mm and the widest is 8.21 mm / 7.65 mm (front surface/back
surface). The total track is shorter than the first design, using 4.8 mm.

3.3.4 Performance evaluation

Solution 1 and solution 2 are very similar and therefore, behave similarly, which can be
observed in Figure 3.9 (a) and Figure 3.9 (b), which represent the RMS spot size for solution 1
and 2, respectively. The off-axis imaging introduces aberrations, such as astigmatism, coma,
field curvature and distortion. These increase exponentially with the increase in the incidence
angle (see Table 2.2). The wide angle design poses as a challenge, requiring more computer
power than regular designs, but also a higher precision when building the system, which later
will be reviewed with the tolerance analysis.

Ideally, all the aberrations cancel each other. The balancing of the aberrations allows the
system to cancel the sum of the aberrations. The unwanted deviated light path is deviated
by other aberration, focusing it correctly. This way its possible to image with a wider FoV
without introducing a significant amount of noise.

However, the system is not optimized until the diffraction limit, and the aberrations will
be noticed in the RMS spot size, especially when increasing the incidence angle. In imaging
applications with pixelated sensors, is preferred to have a smaller RMS spot size in a way
to improve the detected photons. At the same time, a wide angle application, a optimized
solution has a smaller variation between the FoV.

Figure 3.9: (a)The RMS spot size of solution 1 for 0°, 60° and 100° degrees incident rays. (b) The
RMS spot size of solution 2 for 0°, 60° and 100° degrees incident rays. The graphic, with the title
OBJ: 0,00, 0,00, represents the on-axis incidence. The OBJ: 30,00, 00 represents the incidence at 60°
FoV and the OBJ: 0,00 50,56 represents the incidence at 100° FoV.
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The spherical aberrations, with on-axis incidence, originates the wider circumferences
surrounding the centroid area, being more noticeable in the edges of the entrance pupil. For
off-axis rays, the coma and astigmatism increase, with the astigmatism being visible in the
symmetric blur, and the coma visible in the asymmetric blur. Distortion also increases off-axis,
but again, balancing the distortion in several surfaces with positive and negative distortion is
possible to decrease it. The field curvature is mainly corrected by the field flatterner lens, the
lens closest to the detector. With it high level of asphericity can correct the different focal
distances from each incident angle.

Solution 2 presents a more balanced behavior between aberrations. Despite the smaller
RMS radius for on-axis rays in solution 1, mainly due to a more controlled spherical aberration,
the variation across FoV is higher. The astigmatism and coma in solution 1 is more noticeable
than in solution 2, increasing the RMS spot size with the increase in off-axis incidence. The
main difference in results between the solutions is due to the optimization level.

The RMS spot size, which contains 68% of the energy remains sub-pixel across all the
FoV. This ensures that the pixels from the detector will detect the reflected laser rays. An
optimization towards the diffraction limit would decrease the RMS spot size even further.

Solution 3 has a wider entrance pupil, consequently increasing the aberrations. Is easily
noticiable in the 60° FoV plot in Figure 3.10 that the solution has higher astigmatism level
than the other solutions. In this design a trade-off for a smaller F# , which would increase
the number of photons collected, results in an higher RMS spot size. Despite remaining pixel
level, the higher spot size can decrease the detected rays, decreasing the efficiency.

Figure 3.10: Solution 3 RMS spot size for 0°, 60° and 100° degrees incident rays.

The design is not in a fully optimized state, closer to the diffraction limit, which would
balance the aberrations and decrease the spot size. The spherical aberrations are more pro-
nounced in this solution. The spherical aberration will increase with an increase in aperture.
However can be corrected with a higher level of asphericity on the first lens. The distortion
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for the 3 solutions is low (see Figure 3.11), and according to [65], as already referred, can be
corrected using software.

Figure 3.11: Distortion value for (a) solution 1, (b) solution 2 and (c) solution 3.

The vertical axis represents the half-incidence angle in degrees and the horizontal axis
represents the distortion in percentage. Since distortion is not dependent on the aperture the
higher value in solution 3 with the same incidence angle may be related with a lower level of
optimization of the solution. The distortion varies along the FoV, however, the variation is
very small and imperceptible.

The drop in the MTF function with the increase of the incidence angle is related to the
higher number of aberrations in higher fields, as well as the light entering, which is lower for
higher angles. The MTF for the sagittal plane differs from the tangential plane. This can be
related to the astigmatism, the aberration where the rays from each plane have different focal
lengths, especially with higher incidence angles. This is a visible effect on the MTF plots for
solution 1 (see Figure 3.12), solution 2 (see Figure 3.13) and solution 3 (see Figure 3.14).

Figure 3.12: MTF function of solution 1 for 0°, 60° and 100° degrees incident rays. The vertical axis
is adimensional and normalized to the maximum value.
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Figure 3.13: MTF function of solution 2 for 0°, 60° and 100° degrees incident rays. The vertical axis
is adimensional and normalized to the maximum value.

Figure 3.14: MTF function of solution 3 for 0°, 60° and 100° degrees incident rays. The vertical axis
is adimensional and normalized to the maximum value.

Solution 1 and 2 suffer a sharp drop near half the Nyquist frequency at the sagittal plane
for 100° FoV the MTF . With a more balanced design, where the variation of the RMS spot
size is lower between angles of incidence, the contrast between the fields can also be reduced.
The MTF from solution 2 also suffers a sharp drop, however the drop is already at the Nyquist
frequency of the sensor, but also a much closer curve between planes for the 60° FoV. Again,
the astigmatism in solution 2 is more controlled than in solution 1, reducing the gap between
the curves of sagittal and tangential planes.

Solution 3 has a smaller MTF when compared to the 2 first solutions. The reduced MTF
on solution 3 is a result of the higher RMS spot size. A smaller RMS spot size allows to resolve
a higher frequency information with a higher contrast ratio, increasing MTF. In this case, the
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RMS spot size is more affected by the aberrations, and the energy disperses into more pixels
from the array. The probability of detecting the photon is then reduced, reducing the MTF
and the efficiency of the system. Further optimizations of the design until a diffraction limit
may balance the aberrations, reducing the spot size and consequently increasing the MTF of
the solution.

Nevertheless, comparing the results with Table 2.3, the solutions remain higher than the
minimum values for good imaging at half of the Nyquist frequency. Despite solution 3 reduced
MTF can still be considered enough for imaging. The MTF value of the designs, will also
improve if optimized until the diffraction limit. The solution with a higher MTF, due to a
smaller RMS will be able to better focus the rays, collecting more energy in the detector. The
decrease in the MTF translates in a smaller intensity detected in the photodetector.

Table 3.2 is a comparison chart between the 3 solutions and the main properties of the
system. All the designs are able to image in the required FoV, occupying a total track lower
than the maximum required by the application and with a MTF good enough for imaging.
As referred before, the main difference between solution 1 and 2 is the material used, where
PMMA has a smaller refractive index and its change with the temperature. Is also harder
to coat with anti-reflection coatings, compared to COC. The design with the smaller total
track, a critical requirement in the project, also has the widest clear aperture. The wider
aperture allows to collect extra photons and improve the quality of imaging. However, the
design requires further optimizations, in a way to approach it to the diffracttion limit. Since
distortion only changes with the incidence angle, which is equal for all the solutions, a higher
distortion value might be related to a lower optimization level.

Table 3.2: Designs comparison chart.

Specification solution 1 solution 2 solution 3

Material PMMA COC COC
Total track (mm) 5.4 5.5 4.8

F# 1.99 1.97 1.55
Clear aperture diameter (mm) 1.43 1.43 1.82

FoV (H x V) (° x °) 100 x 60 100 x 60 100 x 60
RMS Spot size (0°/60°/100°) 3.8/6.1/12.9 5/5.4/11.0 10.2/13.1/24.7

MTF 0° (%) 95 95 78
MTF 60° (sagittal/tangential) 88/86 90/90 50/68
MTF 100° (sagittal/tangential) 46/64 60/70 40/48

Maximum distortion (%) 1.35 1.4 4.34
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Chapter 4

System Evaluation

4.1 Thermal analysis

The materials used can withstand the automotive temperatures, which range from -40
°C to 125 °C [80, 81]. However, when operating, the chips produce heat, reaching a more
stable temperature around 60 °C. Due to that, the solutions were designed for an operational
temperature of 60 °C. Nevertheless, a thermal analysis was done for the several designs. In
the following subsections the variation in RMS spot size, MTF, field curvature and distortion
will be analysed for -25 °C, 25 °C, 60 °C and 125 °C.

4.1.1 RMS spot size

Table 4.1, Table 4.2 and Table 4.3 summarize the change in RMS spot size with tem-
perature for solution 1, 2 and 3, respectively. To compare the variation for the several
temperatures, the relative error (Dev.) from the 60 °C value for each field is calculated in
percentage.

Table 4.1: Solution 1 RMS Spot diagram for several temperatures.

Temperature/FoV 0° Dev. (%) 60° Dev. (%) 100° Dev. (%)

-25 °C (µm) 3.785 -1.66 6.059 -0.61 12.708 -1.34
25 °C (µm) 3.826 -0.60 6.083 -0.21 12.850 -0.23
60 °C (µm) 3.849 0.00 6.096 0.00 12.880 0.00
125 °C (µm) 3.880 0.81 6.115 0.31 13.002 0.95

Table 4.2: Solution 2 RMS Spot diagram for several temperatures.

Temperature/FoV 0° Dev. (%) 60° Dev. (%) 100° Dev. (%)

-25 °C (µm) 6.604 30.82 9.784 80.72 41.287 275.54
25 °C (µm) 5.462 8.20 6.568 21.32 22.773 107.14
60 °C (µm) 5.048 0.00 5.414 0.00 10.994 0.00
125 °C (µm) 4.452 -11.81 6.278 15.96 14.164 28.83

As expected the RMS spot size varies with the temperature. Solution 1 can be considered
athermalized since there is no major variation in spot size for the different temperatures,
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especially when compared to solution 2. Solution 2 has a much wider variation in spot size
with the temperature, which can be in part explained by the bigger change in refractive index
with variation in temperature.

Table 4.3: Solution 3 RMS Spot diagram for several temperatures.

Temperature/FoV 0° Dev. (%) 60° Dev. (%) 100° Dev. (%)

-25 °C (µm) 12.159 19.70 17.283 31.56 27.064 9.51
25 °C (µm) 11.094 9.21 15.565 18.48 23.074 -6.64
60 °C (µm) 10.158 0.00 13.137 0.00 24.714 0.00
125 °C (µm) 8.740 -13.96 18.115 37.89 34.502 39.61

For solution 3, the variation is lower but still more accentuated than on solution 1. One
reason for a better athermalization on solution 3 when compared to solution 2 may be the
fact that system 3 has looser tolerances when compared to the solution 2. This gives the
solution more degrees of freedom which translates in a better athermalization.

4.1.2 MTF

Table 4.4: Solution 1 MTF values (for sagittal/tangential planes) at half of the Nyquist frequency
of the sensor for several temperatures.

Temperature/FoV 0° 60° 100°
-25 °C (%) 95 87/87 47/65
25 °C (%) 95 87/87 47/65
60 °C (%) 95 88/86 46/64
125 °C (%) 95 88/86 45/64

Table 4.5: Solution 2 MTF values (for sagittal/tangential planes) at half of the Nyquist frequency
of the sensor for several temperatures.

Temperature/FoV 0° 60° 100°
-25 °C (%) 90 80/75 20/20
25 °C (%) 95 90/85 45/45
60 °C (%) 95 90/90 60/70
125 °C (%) 90 60/90 65/70

Table 4.6: Solution 3 MTF values (for sagittal/tangential planes) at half of the Nyquist frequency
of the sensor for several temperatures.

Temperature/FoV 0° 60° 100°
-25 °C (%) 74 59/59 30/45
25 °C (%) 77 54/66 38/54
60 °C (%) 78 50/68 40/48
125 °C (%) 73 34/60 34/27

The MTF function of solution 1 maintains similar values for all the studied temperatures.
As said before, the solution is mainly athermalized. Again, solution 2 has a higher variation
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than solution 1, which can be related with the higher changes in refractive index with variation
in temperature. As with the RMS spot size, solution 3 variation with temperature is lower
than solution 2. Solution 2 higher lost of performance may be related in part with the higher
refractive index (especially when compared with solution 1), but also due to the different sizes
(especially when compared to solution 3). The small size of the optics increases the volatility
of shape changes. The change in the sag of the lens causes changes in its refractive power,
making it more sensitive to temperature changes. Nevertheless, all solutions maintain in the
range of temperatures studied a minimum MTF value suitable for imaging.

4.1.3 Distortion

Table 4.7: Distortion value for several temperatures.

Temp Solution 1 Max dist (%) Solution 2 Max dist (%) Solution 3 Max dist (%)

-25 °C 1.3464 1.5357 3.6628
25 °C 1.3477 1.4094 4.0531
60 °C 1.3484 1.4103 4.3365
125 °C 1.3493 1.9420 4.8176

Solution 1 as the smallest variation of distortion, which again proves its best athermaliza-
tion. Solution 3 despite having the higher variation, from -25 °C to 60 °C, it is only 0.67%.
Distortion in solution 2 varies less than is solution 3, which opposes to the RMS spot size
results. One possible reason may be the fact that distortion is controlled and is not the
aberration causing the image deformation. In Chapter 3, when analysing the RMS spot size
for both solutions, solution 3 denoted a higher level of astigmatism, compared to the other
solutions. According to the results obtained in the several simulations, the material can be
used if there is a good athermalization of the design.

4.2 Tolerance analysis

The tolerance analysis is a built-in function of the design software. It uses a montecarlo
algorithm to generate systems with the deviations due to manufacturing errors. These errors
may lead to systems which cannot meet performance requirements. The precision values used
to run the analysis are often given by a manufacturer to the designer [65].

In this thesis, the manufacturing precision values used come from the literature and are
available in Table 2.5 and Table 2.6. The analysis uses the nominal value of the RMS spot
size to compare the variation in performance for on-axis incidence. Table 4.8, Table 4.9 and
Table 4.10 present the manufacturing tolerances for solution 1, solution 2 and solution 3,
respectively, with the operators and tolerances used for each system. To simplify the reading
of the tables, the several operands used in tolerancing are displayed with the following codes
(x and y represent the plane parallel to the lens center) :

• tolerance on radius of curvature (TRAD)

• tolerance on thickness (TTHI)

• tolerance on element decentering in x (TEDX) and tolerance on element decentering in
y (TEDY)

35



• tolerance on element tilting in x (TETX) and tolerance on element tilting in y (TETY)

• tolerance on index of refraction (TIND)

Table 4.8: Manufacturing tolerance analysis for solution 1.

Operand Surface/Element Variation (%)

TRAD (-0.15% /+0.15%) Lens 1 front -1.97/2.50
TRAD (-0.15% /+0.15%) Lens 1 back 11.56/-0.61
TRAD (-0.15% /+0.15%) Lens 2 front 86.08/75.40
TRAD (-0.15% /+0.15%) Lens 2 back 2.31/0.17
TRAD (-0.15% /+0.15%) Lens 3 front 1.04/-0.88
TRAD (-0.15% /+0.15%) Lens 3 back -0.93/1.21
TTHI (-5 µm / +5 µm) Lens 1 55.13/33.85
TTHI (-5 µm / +5 µm) Lens 2 7.45/6.87
TTHI (-5 µm / +5 µm) Lens 3 1.80/-1.15
TEDX (-5 µm / +5 µm) Lens 1 front 0.15/-0.044
TEDX (-5 µm / +5 µm) Lens 1 back 0.16/0.13
TEDX (-5 µm / +5 µm) Lens 2 front -0.024/0.047
TEDX (-5 µm / +5 µm) Lens 2 back -0.048/0.24
TEDX (-5 µm / +5 µm) Lens 3 front 0.013/-0.0035
TEDX (-5 µm / +5 µm) Lens 3 back 0.029/-0.029
TEDY (-5 µm / +5 µm) Lens 1 front 1.17/-0.90
TEDY (-5 µm / +5 µm) Lens 1 back -1.34/3.09
TEDY (-5 µm / +5 µm) Lens 2 front 0.60/-0.32
TEDY (-5 µm / +5 µm) Lens 2 back 1.47/-0.56
TEDY (-5 µm / +5 µm) Lens 3 front -0.29/0.37
TEDY (-5 µm / +5 µm) Lens 3 back -0.0082/0.013

TETX (-1 arcsec / +1 arcsec) Lens 1 front 1.09/-0.95
TETX (-1 arcsec / +1 arcsec) Lens 1 back -0.70/0.80
TETX (-1 arcsec / +1 arcsec) Lens 2 front -0.11/0.16
TETX (-1 arcsec / +1 arcsec) Lens 2 back 0.54/-0.34
TETX (-1 arcsec / +1 arcsec) Lens 3 front -0.089/0.92
TETX (-1 arcsec / +1 arcsec) Lens 3 back 0.031/-0.031
TETY (-1 arcsec / +1 arcsec) Lens 1 front 0.011/0.0056
TETY (-1 arcsec / +1 arcsec) Lens 1 back -0.035/-0.0048
TETY (-1 arcsec / +1 arcsec) Lens 2 front -8.6309E-07/1.0699E-06
TETY (-1 arcsec / +1 arcsec) Lens 2 back 0.070/-0.033
TETY (-1 arcsec / +1 arcsec) Lens 3 front 0.0008/-0.0008
TETY (-1 arcsec / +1 arcsec) Lens 3 back -0.011/0.010

TIND (-0.001 / +0.001) Lens 1 -3.72/6.45
TIND (-0.001 / +0.001) Lens 2 5.16/9.85
TIND (-0.001 / +0.001) Lens 3 0.63/-0.563

The analysis allows to understand where the precision should be focused when manu-
facturing and assembling the systems. From the data in Table 4.8 is possible to conclude
that the radius variation on the front surface of the second lens, is the error that affects this
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system the most. Similar results are observed in solution 2, again, with the highest offender
the variation in radius for the first surface of the second lens.

Table 4.9: Manufacturing tolerance analysis for solution 2.

Operand Surface/Element Variation (%)

TRAD (-0.15% /+0.15%) Lens 1 front -2.14/2.87
TRAD (-0.15% /+0.15%) Lens 1 back 14.14/-2.41
TRAD (-0.15% /+0.15%) Lens 2 front 89.12/102.17
TRAD (-0.15% /+0.15%) Lens 2 back 1.73/1.13
TRAD (-0.15% /+0.15%) Lens 3 front 1.19/-1.00
TRAD (-0.15% /+0.15%) Lens 3 back -1.14/1.40
TTHI (-5 µm / +5 µm) Lens 1 53.73/22.80
TTHI (-5 µm / +5 µm) Lens 2 6.33/9.10
TTHI (-5 µm / +5 µm) Lens 3 1.94/-1.18
TEDX (-5 µm / +5 µm) Lens 1 front 6.56/4.77
TEDX (-5 µm / +5 µm) Lens 1 back 13.73/13.29
TEDX (-5 µm / +5 µm) Lens 2 front 0.50/1.19
TEDX (-5 µm / +5 µm) Lens 2 back 8.30/11.40
TEDX (-5 µm / +5 µm) Lens 3 front 0.65/0.34
TEDX (-5 µm / +5 µm) Lens 3 back 0.34/-0.28
TEDY (-5 µm / +5 µm) Lens 1 front 22.19/3.85
TEDY (-5 µm / +5 µm) Lens 1 back 47.44/81.78
TEDY (-5 µm / +5 µm) Lens 2 front 17.41/2.70
TEDY (-5 µm / +5 µm) Lens 2 back 50.31/33.09
TEDY (-5 µm / +5 µm) Lens 3 front -0.36/7.93
TEDY (-5 µm / +5 µm) Lens 3 back -0.08/0.46

TETX (-1 arcsec / +1 arcsec) Lens 1 front 0.03/-0.03
TETX (-1 arcsec / +1 arcsec) Lens 1 back -0.02/0.02
TETX (-1 arcsec / +1 arcsec) Lens 2 front -0.02/0.02
TETX (-1 arcsec / +1 arcsec) Lens 2 back 0.05/-0.05
TETX (-1 arcsec / +1 arcsec) Lens 3 front -0.008/0.008
TETX (-1 arcsec / +1 arcsec) Lens 3 back 0.004/-0.004
TETY (-1 arcsec / +1 arcsec) Lens 1 front 0.0003/-0.0003
TETY (-1 arcsec / +1 arcsec) Lens 1 back 0.0006/-0.0006
TETY (-1 arcsec / +1 arcsec) Lens 2 front -0.001/0.001
TETY (-1 arcsec / +1 arcsec) Lens 2 back 0.004/-0.004
TETY (-1 arcsec / +1 arcsec) Lens 3 front 0.0008/-0.0008
TETY (-1 arcsec / +1 arcsec) Lens 3 back -0.001/0.001

TIND (-0.001 / +0.001) Lens 1 -3.30/6.38
TIND (-0.001 / +0.001) Lens 2 1.60/10.92
TIND (-0.001 / +0.001) Lens 3 0.57/-0.52

To ensure a proper performance for the second lens of both solutions, the precision fabri-
cating it must be higher, while requiring to be measured more often to ensure that the sag of
the surfaces are manufactured according to the design. The precision in centering and tilting
may be lowered for all the lens in both solutions.

37



Is possible to conclude that for both systems, tolerances in the last lens may be lowered, as
the precision in centering and tilting, in order to reduce costs. The material used to produce
the second lens requires to have a higher precision in its index of refraction.

Table 4.10: Manufacturing tolerance analysis for solution 3.

Operand Surface/Element Variation (%)

TRAD (-0.15% /+0.15%) Lens 1 front -0.017/0.017
TRAD (-0.15% /+0.15%) Lens 1 back -0.66/1.65
TRAD (-0.15% /+0.15%) Lens 2 front 9.66/-4.53
TRAD (-0.15% /+0.15%) Lens 2 back -0.37/0.43
TRAD (-0.15% /+0.15%) Lens 3 front -1.46/1.65
TRAD (-0.15% /+0.15%) Lens 3 back 1.78/-1.37
TTHI (-5 µm / +5 µm) Lens 1 2.33/3.21
TTHI (-5 µm / +5 µm) Lens 2 6.40/-2.72
TTHI (-5 µm / +5 µm) Lens 3 0.002/0.42
TEDX (-5 µm / +5 µm) Lens 1 front 15.78/9.56
TEDX (-5 µm / +5 µm) Lens 1 back 6.43/12.93
TEDX (-5 µm / +5 µm) Lens 2 front 1.84/2.10
TEDX (-5 µm / +5 µm) Lens 2 back 1.78/2.75
TEDX (-5 µm / +5 µm) Lens 3 front 0.98/-0.13
TEDX (-5 µm / +5 µm) Lens 3 back -0.14/0.28
TEDY (-5 µm / +5 µm) Lens 1 front 15.57/10.27
TEDY (-5 µm / +5 µm) Lens 1 back 16.33/0.66
TEDY (-5 µm / +5 µm) Lens 2 front 6.36/3.38
TEDY (-5 µm / +5 µm) Lens 2 back 7.09/42.29
TEDY (-5 µm / +5 µm) Lens 3 front 13.65/-4.06
TEDY (-5 µm / +5 µm) Lens 3 back 0.51/-0.38

TETX (-1 arcsec / +1 arcsec) Lens 1 front -0.01/0.01
TETX (-1 arcsec / +1 arcsec) Lens 1 back 0.01/-0.01
TETX (-1 arcsec / +1 arcsec) Lens 2 front 0.009/-0.009
TETX (-1 arcsec / +1 arcsec) Lens 2 back -0.04/0.04
TETX (-1 arcsec / +1 arcsec) Lens 3 front 0.009/-0.009
TETX (-1 arcsec / +1 arcsec) Lens 3 back -0.004/0.004
TETY (-1 arcsec / +1 arcsec) Lens 1 front -0.001/0.001
TETY (-1 arcsec / +1 arcsec) Lens 1 back 0.005/-0.005
TETY (-1 arcsec / +1 arcsec) Lens 2 front -0.001/0.001
TETY (-1 arcsec / +1 arcsec) Lens 2 back 0.002/-0.002
TETY (-1 arcsec / +1 arcsec) Lens 3 front -0.001/0.001
TETY (-1 arcsec / +1 arcsec) Lens 3 back 0.001/-0.001

TIND (-0.001 / +0.001) Lens 1 2.79/-0.95
TIND (-0.001 / +0.001) Lens 2 4.89/-3.31
TIND (-0.001 / +0.001) Lens 3 0.10/-0.10

As the previous solutions, the second lens is the one suffering a higher variation in per-
formance with the radius tolerance and refractive index. Since in all the solutions is the lens
with the higher refractive power, is expected for all the solutions that the change in radius or
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refractive index returns a higher change in performance.

Solution 3 suffers smaller variations of performance with the same tolerances as the other
solutions. This can be related with its bigger size, which for the same tolerances allows a
lower precision. Contrary to other solutions, the worst offender is the decentering tolerance
for the second lens. The decentering of the second lens affects the light entering the third lens
which corrects most of the aberrations. The tolerance analysis before the manufacturing and
assembling allows to predict the behavior of the systems with the introduced manufactured
errors. If a system requires higher precision, the manufacturing will use the precision required,
saving on unusable systems. At the same time, if a system requires lower precision to meet
the requirements, the precision can be decreased, decreasing the manufacturing costs.

Table 4.11, Table 4.12 and Table 4.13 present the assembling tolerances for solution 1,
solution 2 and solution 3, respectively.

Table 4.11: Assembling tolerance analysis for solution 1.

Operand Surface/Element Variation (%)

TTHI (-5 µm / +5 µm) Stop to lens 1 gap 50.79/40.28
TTHI (-5 µm / +5 µm) Lens 1 to lens 2 gap 35.47/42.91
TTHI (-5 µm / +5 µm) Lens 2 to lens 3 gap -1.32/1.73
TTHI (-5 µm / +5 µm) Lens 3 to SPAD gap -2.58/3.89
TEDX (-5 µm / +5 µm) Lens 1 0.23/0.011
TEDX (-5 µm / +5 µm) Lens 2 -0.013/0.35
TEDX (-5 µm / +5 µm) Lens 3 0.042/-0.033
TEDY (-5 µm / +5 µm) Lens 1 -0.52/1.85
TEDY (-5 µm / +5 µm) Lens 2 2.51/-0.40
TEDY (-5 µm / +5 µm) Lens 3 -0.29/0.39

TETX (-1 arcsec / +1 arcsec) Lens 1 0.016/-0.015
TETX (-1 arcsec / +1 arcsec) Lens 2 0.0069/-0.0067
TETX (-1 arcsec / +1 arcsec) Lens 3 -0.0035/0.0035
TETY (-1 arcsec / +1 arcsec) Lens 1 0.00094/-0.00092
TETY (-1 arcsec / +1 arcsec) Lens 2 0.0005/-0.00048
TETY (-1 arcsec / +1 arcsec) Lens 3 -0.00011/0.00011

As in manufacturing tolerances, solution 1 and 2 present similar results. The error on
the thickness of the first lens or the distance from it to the stop or the second lens also
introduces a higher degradation to the system performance. When mounting the first two
lens the distance precision should also be higher allowing for a higher margin for mechanical
errors. Since these lens have a higher refractive power and deal with higher incidence angles
require more precision when mounting.

During the assembling the tilting and centering tolerances can be lowered, due to the
minimal changes in performance. The similar results are mainly due the similar sags and
thickness of both systems. The variation is higher in solution 2 due to the higher refractive
index material. With more refractive power, the same change in sag creates a higher change
in the direction of the rays exiting the lens.

The worst offender in the assembling process for all the solutions is the distance between
lens, especially the distance between the aperture stop and the first lens but also the distance
from the first lens to the second. This result may derive from the small focal length of all the
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systems. Unfocusing the first two lens affects rays with wider angles, which cannot correctly
focus and drop the system performance.

Table 4.12: Assembling tolerance analysis for solution 2.

Operand Surface/Element Variation (%)

TTHI (-5 µm / +5 µm) Stop to lens 1 gap 50.01/28.10
TTHI (-5 µm / +5 µm) Lens 1 to lens 2 gap 23.56/42.69
TTHI (-5 µm / +5 µm) Lens 2 to lens 3 gap -1.31/1.82
TTHI (-5 µm / +5 µm) Lens 3 to SPAD gap -2.83/4.53
TEDX (-5 µm / +5 µm) Lens 1 0.24/-0.01
TEDX (-5 µm / +5 µm) Lens 2 -0.05/0.37
TEDX (-5 µm / +5 µm) Lens 3 0.05/-0.04
TEDY (-5 µm / +5 µm) Lens 1 -1.20/2.44
TEDY (-5 µm / +5 µm) Lens 2 3.27/-1.26
TEDY (-5 µm / +5 µm) Lens 3 -0.43/0.52

TETX (-1 arcsec / +1 arcsec) Lens 1 0.03/-0.03
TETX (-1 arcsec / +1 arcsec) Lens 2 0.008/-0.008
TETX (-1 arcsec / +1 arcsec) Lens 3 -0.004/0.004
TETY (-1 arcsec / +1 arcsec) Lens 1 0.001/-0.001
TETY (-1 arcsec / +1 arcsec) Lens 2 0.0007/-0.0007
TETY (-1 arcsec / +1 arcsec) Lens 3 -0.0001/0.0001

Table 4.13: Assembling tolerance analysis for solution 3.

Operand Surface/Element Variation (%)

TTHI (-5 µm / +5 µm) Stop to lens 1 gap -3.00/13.57
TTHI (-5 µm / +5 µm) Lens 1 to lens 2 gap 8.39/-3.43
TTHI (-5 µm / +5 µm) Lens 2 to lens 3 gap 0.61/-0.39
TTHI (-5 µm / +5 µm) Lens 3 to SPAD gap -1.30/-0.63
TEDX (-5 µm / +5 µm) Lens 1 0.06/0.01
TEDX (-5 µm / +5 µm) Lens 2 -0.009/0.12
TEDX (-5 µm / +5 µm) Lens 3 0.04/-0.03
TEDY (-5 µm / +5 µm) Lens 1 1.28/-1.11
TEDY (-5 µm / +5 µm) Lens 2 -1.83/2.30
TEDY (-5 µm / +5 µm) Lens 3 1.00/-0.90

TETX (-1 arcsec / +1 arcsec) Lens 1 -0.0007/0.0007
TETX (-1 arcsec / +1 arcsec) Lens 2 0.008/-0.008
TETX (-1 arcsec / +1 arcsec) Lens 3 0.005/-0.005
TETY (-1 arcsec / +1 arcsec) Lens 1 0.0005/-0.0005
TETY (-1 arcsec / +1 arcsec) Lens 2 -0.0003/0.0003
TETY (-1 arcsec / +1 arcsec) Lens 3 0.0002/-0.0002

The assembly centering and tilting tolerances results for solution 3 are also similar to
the first two solutions since this system allows for this tolerances to be lowered. Solution 3
however, has lower variation with the same tolerances applied, as in manufacturing. This
result can again be related to the bigger size of the system.
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Despite having a smaller variation with the tolerance analisys, solution 3 has a wider
RMS spot size. The smaller variation of performance with the same tolerances makes the
manufacturing of the system more cost-effective, because more systems will have the expected
performance.

At the same time another tolerance study may reveal easier tolerances for this system,
making its manufacturing and assembling cheaper than the others, which already suffer a
substantial variation in performance with these tolerance values.

Figure 4.1 is a graphic representation of the RMS spot size (µm) plotted against the yield
(%). All the possible systems for each design, created with the fluctuations in manufacturing
and assembly are considered. The graphic allows to compare the behavior of the RMS spot
size with the tolerances for all the solutions, where ideally the solutions would have a step
function near the Yield axis.

Figure 4.1: Resulting tolerance RMS spot size with manufactured yield (%). The yield represents
the amount of manufactured systems with the considered tolerances.

The results from the previous tables corroborate the results in Figure 4.1. The design
with the smaller variation in performance from the tables, suffers a smaller change in RMS
spot size for the same yielded systems. 80% of Design 3 produce a RMS spot size close to the
expected, while for the other designs more than doubled.

But, despite a higher variation in RMS spot size, solution 1 and 2 have smaller spot size,
which allows for higher fluctuations in the system. At the same time, the yielded solutions
for the first two solutions remain pixel-level considering the tolerance deviations.
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4.3 Results analysis

The solutions presented above suffer from aberrations such as spherical aberration, astig-
matism, coma and distortion. Solution 1 and 2 are identical with the main difference, the
material. Solution 1 is designed in PPMA, while solution 2 is in COC. PPMA as a lower
refractive index, but it variation with temperature is also lower. COC is easier to coat with
anti-reflection coatings than PMMA. The coating is essential to assure the performance of
the optical system.

Solution 2 shows a more balanced behavior between aberrations, which is related to a
higher level of optimization of the solution during modelling. This behavior can be related
with a higher level of optimization. Solution 3 has a wider entrance pupil, which inherently
will increase the aberrations. However, an optimization in which the level of aberrations is
balanced in a way to cancel each other is possible.

The RMS spot size of solution 3 is wider than pixel size and has a higher distortion level.
The MTF values for all the solutions are considered good for imaging, but to be noted that
solution 1 and 2 have higher values than solution 3. Solution 3 has a smaller focal length and
a wider clear aperture, allowing it to collect more photons.

Figure 4.2 and Figure 4.3 represent in a histogram the amount of tolerance operands that
have a change in performance inferior to 5%, between 5% and 20% and above than 20%, for
manufacturing and assembling, respectively. Table 4.14 summarizes and compares the results
of the thermal analysis and the manufacturing and assembling tolerances with the higher
change in performance.

Figure 4.2: Histogram with manufacturing tolerances for the 3 solutions. To categorize the data was
sorted by the performance variation as indicated in the label.

42



Figure 4.3: Histogram with assembling tolerances for the 3 solutions. To categorize the data was
sorted by the performance variation as indicated in the label.

Table 4.14: Summary of the results obtained (TRAD (tolerance on radius of curvature), TTHI
(tolerance on thickness) and TEDY (tolerance on element decentering)).

Specification solution 1 solution 2 solution 3
Athermalization Good Fair Good

Manuf. worst offenders var. (operator) 86.08% (TRAD) 102.17% (TRAD) 42.29% (TEDY)
Assem. worst offenders var. (operator) 50.79% (TTHI) 50.01% (TTHI) 13.57% (TTHI)

In the previous sections the tolerances were analised for all the designs, concluding that
solution 1 and 2 require more precision in manufacturing and assembling than solution 3.
Observing the data in Figure 4.2 and Figure 4.3 is noticeable that solution 3 has a better
performance than the others.

The smaller size of the optics will create bigger changes in performance with the same
precision applied. In all the systems the more sensitive lens to manufacture is the second
lens, which has the higher refractive power and bends the wider incidence angles. In the
assembling the position of the first lens, is what creates higher fluctuations in the system. If
this lens is out of focus, all the rays entering the system will be displaced.

Solution 1 is the solution with less variation due to the temperature. Since solution 1
uses PMMA with the lower refractive index, but also suffers less variation of it due to the
temperature is natural that this solution is less affected than solution 2. At the same time,
solution 3 is constituted from the same material, but has a smaller variation than solution 2.
This result may be explained by the looser tolerances of the last design. Since the solution
is less prone to suffer a decrease in performance due to changes in the distance between lens
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allows it to work better in a wide range of temperatures.
Solution 1 and 2, which showed better results in RMS spot size and MTF and remain sub-

pixel during all the FoV, may be better optimized than solution 3. Depending on the available
manufacturer with its precision these solutions might be a viable point. If the manufacturer
cannot produce lens with such a precision, then an approach as solution 3, with a scaled
system, allows to reduce the precision needed when tolerancing for manufacturing.
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Chapter 5

Conclusion and future work

The work on this thesis was a good contribution for the company, opening new under-
standings in viable products of interest for the company. The objective of this work was to
design a miniaturized optical system for an automotive LiDAR application. The application
has several boundary conditions. To be able to integrate the sensor in the b-pillar of the car,
its optical system needs to be less than 10 mm of thickness. The FoV for the system was
determined as 100° and 60° for horizontal and vertical orientation. The laser set the working
wavelength and the SPAD detector set the pixel and array dimensions.

The design approach was to use a smartphone design patent as a starting point, allowing
to reduce the system volume without compromising its performance. Smartphone designs
are very compact solutions which use lenses with a high level of asphericity, decreasing their
volume while mantaining performance. Three designs were modulated at a temperature of
60 °C using Zemax, in a way to evaluate the performance of the system.

The designs comprise a 3 aspheric lenses system. Decreasing the number of lens in the
system decreases complexity and price. At the same time, since there is less tolerances associ-
ated with the manufacturing and mounting process, the system is less prone to perturbations
affecting performance. Solution 1 and 2 are identical in design, with the former optimized
for PMMA and latter in COC. PMMA has a lower index of refraction change with temper-
ature than COC and is more cost-effective, however it is harder to coat with anti-reflection
coatings. Solution 3 is a variation using COC with a wider clear aperture and smaller focal
length, allowing to decrease its F#, increasing the light entering the photodetector.

Solution 1 and 2 have better RMS and MTF values when compared to solution 3. Nev-
ertheless, the systems meet the requirements established by the several boundary conditions.
A thermal study was also conducted, where the solutions proved to be able to withstand the
automotive temperatures. Solution 2 was the most affected solution, which in part can be
related to its higher change in the index of refraction with temperature, when compared to
solution 1. When compared to solution 3 its smaller diameter and aperture can be the reason
for the higher change with temperature.

A tolerances study was conducted in a way to evaluate the system performance with errors
introduced by manufacturing and assembling processes. The tolerances analysis revealed that
solution 3 can be produce with lower tolerances than the other systems, which may be related
to the bigger size of the lens. The lens that requires the highest precision in all systems
is the second lens, which has a highest refractive power. The precision in the tilting and
decentration for all the systems can be lowered in order to reduce the costs.
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If the manufacturer is capable of coating the PMMA and manufacturing the system with
the suggested tolerances, solution 1 is the more viable solution. If the manufacturer is not
capable of coating it efficiently or cost-effectively the other solutions might be more viable.
According to the thermal analysis, solution 2 will perform worst than solution 3 when exposed
to different temperatures. The manufacturing and assembling tolerances are significantly
lower on solution 3. On the other hand, solution 3 yielded worst RMS spot size and MTF
results than solution 2 with more pronounced aberrations. Solution 2 and 3 present a trade-
off between a smaller F# or a smaller spot size (and consequently aberrations and MTF).
However, these aberrations may be decreased with a higher level of optimization of the solution
until a sub-pixel state of the RMS spot size. This work can be advanced by two main points
of focus: first a feasibility study for manufacturing, and second a detailed study on spectral
variation with temperature.

A first step would be re-optimize the suggested design even further. After a performance
check on the software, a next work will be to manufacture the design and compare the
differences between the simulations and the manufactured system. The feasibility study can
include the tolerances and precision of the process used by the manufacturer and the tolerances
for assembly in the production line of the LiDAR system. Another interesting point for future
work is to input cost-effective tolerances given by manufacturers and redesign the system with
those inputs, in a way to decrease the manufacturing and assembling costs.

To further increase the reliability of the simulation, a study on the source spectrum vari-
ation with the temperature variation can be done. This would ensure that the working
wavelength of the systems was matched with the source.

In addition, to increase performance a new optical design could include the use of micro
lenses in the detector array itself. This will result in lower losses due to fill-factor of the pixel
and higher absorption in the photodetector by decreasing the incident angle [82].
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