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palavras-chave

Resumo

Agua, anomalias, ligagdes de hidrogénio, termometria de luminescéncia,
lantanideos, converversao ascendente de energia

Embora seja o liquido mais utilizado, a agua € uma das substancias mais
intrigantes do planeta Terra. Isso ocorre porque, apesar de apresentar
composicao quimica e estrutura molecular simples, a agua liquida revela um
comportamento extraordinariamente complexo quando sujeita a variagdes de
temperatura e pressdo, o que a distingue de outros liquidos comumente
utilizados. Essas anomalias no comportamento da é&gua s&o facilmente
observadas em condi¢des de superarrefecimento, quando a agua € arrefecida a
temperaturas abaixo do seu ponto de congelamento, mantendo-se na fase
liquida, e, revelando assim a existéncia de dois estados liquidos distintos.
Apesar de considerada uma explicacdo notavel para a ocorréncia de suas
propriedades anémalas, a coexisténcia desses dois estados liquidos da 4gua é
dificil de comprovar em condi¢des normais de temperatura e pressao. Isso exige
o0 desenvolvimento de novas abordagens experimentais para investigar as
caracteristicas peculiares da &gua que tornam a vida como conhecermos
possivel em nosso planeta. Dado que a transicdo entre as estruturas dos dois
estados liquidos da dgua ocorre em nivel local, é necesséria entdo a utilizagcdo
de técnicas capazes de observar as flutuacdes de eventos microscopicos.
Portanto, este trabalho de doutoramento emprega a técnica de termometria de
luminescéncia como uma ferramenta poderosa para identificar flutuacdes entre
dois tipos de organizacdo de ligacdes de hidrogénio em moléculas de agua
dispostas ao redor da superficie de nanoparticulas Brownianas. Os resultados
obtidos revelam que, além de ser possivel identificar dominios liquidos de baixa
e alta densidade, o equilibrio delicado entre a coexisténcia desses diferentes
dominios de agua é fortemente influenciado pelo tamanho das nanoparticulas e
pelo pH do meio aquoso, correspondendo, respetivamente, as variagbes de
temperatura e pressdo em um novo diagrama hipotético de fases da agua
proposto recentemente.
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abstract

Water, anomalies, hydrogen bonds, luminescence thermometry, lanthanides,
upconversion

Although water is the most commonly used liquid, it is one of the most intriguing
substances on planet Earth. This is because, despite having a simple chemical
composition and molecular structure, liquid water exhibits an extraordinarily
complex behavior when subjected to variations in temperature and pressure,
setting it apart from other commonly used liquids. These anomalies in the
behavior of water are easily observed under supercooling conditions, where
water is cooled to temperatures below its freezing point, remaining in the liquid
phase, thus revealing the existence of two distinct liquid states.

While considered a remarkable explanation for the occurrence of its anomalous
properties, the coexistence of these two liquid states of water is difficult to prove
under normal conditions of temperature and pressure. This requires the
development of new experimental approaches to investigate the peculiar
characteristics of water that make life as we know it possible on our planet. Since
the transition between the structures of the two liquid states of water occurs at a
local level, the use of techniques capable of observing fluctuations in microscopic
events is required.

Therefore, this doctoral research work employs the technique of luminescence
thermometry as a powerful tool to identify fluctuations between two types of
hydrogen bond organizations in water molecules arranged around the surface of
Brownian nanoparticles. The obtained results reveal that, in addition to
identifying low and high-density liquid domains, the delicate balance between the
coexistence of these different water domains is strongly influenced by the size of
the nanoparticles and the pH of the aqueous medium, respectively
corresponding to variations in temperature and pressure in a newly proposed
hypothetical phase diagram of water.
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Abstract: We investigate the intricate relationship between temperature, pH, and Brownian
velocity in a spectrum of differently sized upconversion nanoparticles (UCNPs) dispersed in
water. These UCNPs, acting as nano-rulers, offer insights into assessing the relative proportion
of high-density and low-density liquid in the surrounding hydration water. The study reveals a
size-dependent reduction in the onset temperature of liquid-water fluctuations, indicating an
augmented presence of high-density liquid domains at nanoparticle surfaces. The observed
upper-temperature threshold is consistent with a hypothetical phase diagram of water,
validating the two-state model. Moreover, increasing pH disrupts water molecule organization,
similar to external pressure effects, allowing simulation of the effects of temperature and
pressure on hydrogen bonding networks. The study highlights the versatility of UCNPs as tools
to quantify high-density/low-density liquid ratios and sheds light on the intricate interplay
between water and diverse interfaces. The findings underscore the significance of the surface-
to-volume ratio in suspended nanoparticles or biomolecules for understanding liquid

fluctuations and water behavior at charged interfaces.



1. Introduction

Liquid water is the main constituent of the human body and covers the majority of Earth's
surface. It plays a vital role in a myriad of biological, chemical, physical, geological, industrial,
and environmental processes.!”’” In addition to its chemical properties as a solvent, proton
transfer medium, and active component of reactions, the physical properties of water are also
of fundamental relevance.® Although water is the most commonly used liquid, its complex
behavior under varying pressure and temperature conditions leads to numerous anomalies in
its properties that differ significantly from those of other commonly used liquids. To date, over

sixty anomalous properties have been reported for water,’ !>

including a minimum specific heat
at 308 K, a negative thermal expansion coefficient below 277 K, and a minimum isothermal
compressibility at 319 K.

The underlying reason for these anomalous characteristics is related to water’s
remarkable ability to form strong and directional hydrogen bonds. As these hydrogen bonds
are constantly breaking and reforming on a picosecond timescale, fluctuations occur in the local
structure of water, leading to the emergence of water motifs with different densities.!!"!2
Nowadays, two contrasting schools of thought seek to explain the anomalous properties of
water by investigating its structural fluctuations. One proposes that density fluctuations follow
a unimodal distribution as predicted by continuous distribution models for water.'>!> The other
argues that these anomalies stem from the coexistence of two distinct arrangements of water
molecules that have different physical properties (e.g., the density differs by about 20%'°) and
which become increasingly well-defined upon supercooling: a low-density liquid (LDL) and a
high-density liquid (HDL).*®!! While LDL is an open tetrahedral configuration with
predominantly low-energy H-bonds, HDL is a network with shorter and highly disordered H-
bonds.!7%

124-29

This two-state scenario appears nowadays very likely, as both theoretica and

30-41

experimental results support the existence of a liquid-liquid critical point located in the

supercooled liquid region of the water phase diagram, separating a one-phase region from a
two-phase region where the LDL and HDL patches coexist, separated by a first-order transition
line.*!14>% The coexistence of these two structural motifs of water has been observed both in

42,45-47

silico and experimental?>*3->* works, especially upon supercooling. Although further

experimental evidence for inhomogeneous structures of liquid water and fluctuations between
HDL and LDL patches were provided by the isosbestic point in the temperature-dependent OH

stretching Raman signal,>**® temperature-dependent infrared spectra of liquid water,?” optical

58 43,48-50,59 the

Kerr effect measurements,” and X-ray absorption and emission spectroscopy,

2



coexistence of these fluctuations at ambient conditions and their implications remain elusive
and controversial.!>!82260-67 Nonetheless, showcasing two distinct arrangements of water
molecules and their fluctuations is crucial, as it has the potential to revolutionize our
understanding of biochemistry and reveal that life-supporting conditions may hinge on the
presence of two kinds of H-bond organization in liquid water.'*%®

Little is known about the topology of liquid water, specifically regarding the existence
of motifs forming the H-bond networks such as rings, clathrates, and clusters, which, although
numerically proposed through molecular dynamics,'%4¢%-7" have not been experimentally
observed. This knowledge gap arises because techniques commonly employed to investigate
density fluctuations in liquid water and H-bond network structures are limited to a length scale
of approximately 1 nm (Fig. 1). Therefore, there is a strong demand for experimental
techniques to microscopically decipher H-bond structures in liquid water, as well as in aqueous
solutions of electrolytes, suspensions of biomolecules, and inorganic materials. These systems
have garnered growing attention due to their potential to unveil the intricate relationship
between charged interfaces, high-to-low density liquid fluctuations, and their role in the
formation of large-scale H-bond supramolecular structures, as suggested by molecular
dynamics simulations of the hydration shell of lysozyme protein.”! Supramolecular structures
of orientationally ordered water as large as 1 um have been reported in light scattering

72-74

measurements of aqueous solutions of low molar mass compounds, and in wide-field

second harmonic microscopy of divalent cations interacting with water and negatively charged

75,76

freestanding lipid bilayers, although not explicitly connected to HDL and LDL domains.
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Fig. 1 Infographic of the various techniques used to investigate anomalies in liquid water
across different length scales. The temperature dependence of the H-bond networks has been
explored at different length scales. While X-ray and neutron scattering, numerical simulations,
Kerr effect, dielectric, THz, UV-Vis, NMR, and Raman spectroscopies operate at the length
scale of hydrogen atoms and water molecules, second harmonic (SH) imaging works at longer
scales. Light scattering and luminescence nanothermometry, as shown in this work, can also
be used up to a submicrometric length scale.

In recent years, there has been extensive research into the temperature dependence of the

optical properties of a wide range of water-suspended materials such as quantum dots,

t78 79-81

plasmonic’” and luminescent’® nanoparticles, organic molecules, and trivalent lanthanide-

based materials,3>%

including upconverting nanoparticles (UCNPs).8>%7 The temperature at
which these materials exhibit a notable change in their optical properties, is often referred to as
the crossover temperature (7¢).>® It predominantly falls within the 320-340 K range and
coincides with the minimum of the isothermal compressibility of water.’! Surprisingly,
although some of these measurements have been interpreted in the light of the two-state model
of water,”>*" the observed bilinear trend has not been explicitly attributed to the presence of
HDL and LDL motifs or the fluctuations between them. To the best of our knowledge, there
exists only one paper that explores the intriguing relationship between the bilinear temperature

dependence of the instantaneous Brownian velocity of NaYF4:Yb/Er UCNPs suspended in

water and the high-to-low density liquid fluctuations.®” These experimental data, corroborated



by molecular dynamics simulations, elucidated a geometric phase transition where the LDL
phase percolates below 330 K. T, in this context, was interpreted as the onset of fluctuations
between high- and low-density water.®’

In the present work, we delve into the unique ability of upconversion nanothermometry®®
to measure the temperature and pH dependence of the Brownian velocity® of UCNPs of
varying sizes (15-106 nm diameter) dispersed in water (so-called nanofluids, Supplementary
Section I). We estimate an upper-temperature threshold for the liquid water density fluctuations
in the region dominated by HDL domains at ambient conditions, which agrees with the value
suggested in the hypothetical phase diagram of liquid water under ambient conditions
(Supplementary Fig. S1).#811243290 We also show that raising the pH of the nanofluids
fragments the LDL domains, similar to increasing pressure in this phase diagram. Furthermore,
our results provide new insights into the relative proportion of HDL and LDL motifs that
coexist around the nanoparticle surface at ambient conditions in the hydration water. We find
that the high-to-low-density liquid fluctuations depend on the size of the suspended
nanoparticle and the pH of the nanofluid. As the size increases, the relative proportion of HDL
domains increases, while as the surface charge increases (controlled by pH), the relative

proportion of LDL patches increases.



2. Results and discussion

2.1. Uniqueness of H-bond networks in water

We measured the instantaneous Brownian velocity of NaGdF4:Yb/Er(18%/2%)@NaGdF4
core-shell UCNPs of 15 nm (in diameter, d) dispersed in water (pH = 5.10), heavy water (D20),
and ethanol (EtOH) at a volume fraction of 0.085% (Fig. 2a). The colloidal stability of the
nanofluids and the size distribution of the UCNPs are presented in Supplementary Figs. S2-S6.
The experimental setup, similar to that in Reference 89, is described in Supplementary Sections
IT and III (Supplementary Figs. S7-S10). As the solvent density (p) increases, the Brownian
velocity decreases because denser liquids have a higher effective mass (defined as the
combined mass of the UCNPs and half of the liquid mass moving cooperatively with them®!).
This is well illustrated by the difference in density between EtOH and D>O (781 and 1105
kg-m3, respectively, at 303 K°?). The lower density of EtOH facilitates the faster motion of
the UCNPs within the nanofluid, whereas the higher density of D,O results in a considerably
slower motion (Fig. 2a). An analogous density dependence was observed in the Brownian
velocity of UCNPs containing an oleic acid coating and dispersed in toluene and cyclohexane,
with an increase in solvent density decelerates the motion of particles.®’

Notably, the Brownian velocity of the UCNPs in the aqueous nanofluids exhibits a
bilinear trend, regardless of the size of the particles (Fig. 2b). This behavior is attributed to the
presence of two distinct motion regimes for UCNPs. At 7<T. (300-330 K), there are HDL
fluctuations into more voluminous LDL regions within the HDL dominant phase.
Consequently, this gives rise to a greater effective mass of the nanoparticles, resulting in lower
Brownian velocity values. Conversely, when the temperature exceeds the critical temperature
(7T) threshold (7>T¢), density fluctuations cease because all LDL motifs were already converted
into HDL ones. This leads to a liquid state characterized by localized fluctuations within the
HDL phase, leading to higher Brownian velocity values.

It is worth stressing that the obtained 7¢c value is in close correspondence with the
minimum value of the isothermal compressibility of liquid water, which is related to the change
from a more to a less organized tetrahedral organization due to the density increase.’!' Since
isothermal compressibility depends on fluctuations in density indicating a relative change of
the volume, the similarity between the 7. values of the Brownian velocity of UCNPs and the
minimum isothermal compressibility of liquid water is explained by the change in volume of

the HDL and LDL motifs with increasing temperature.”
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Fig. 2 Solvent effect and size dependence in the Brownian velocity of UCNPs. (a)
Temperature-dependent Brownian velocity of the 15 nm UCNPs suspended in EtOH, H>O, and
D>0. The grey arrow highlights the existence of a crossover temperature in the water-
suspended UCNPs around 330 K, indicating the anomalous behavior of water. (b)
Temperature-dependent Brownian velocity of different-sized UCNPs (15-106 nm) at pH =
5.10. (¢) Size-dependent crossover temperature of the nanofluids from panel b, where the red
dashed line is a guide for the eyes, highlighting the operating range of sizes that can be used to
probe the different motifs of liquid water. The inset presents the 7c dependence on the surface-
to-volume ratio (§/V = 6/d). The lines are guides for the eyes.

194 result in a continuous

Compared to liquid water, the weaker hydrogen bonds in ethano
linear increase in the Brownian velocity of UCNPs upon heating. Although the low boiling
point of EtOH limits its study at temperatures above 333 K, the lack of tetrahedral arrangements
means that Tt is not expected to occur.”® Regarding liquid D-0, while the HDL and LDL motifs
have also been identified,”®” the presence of isotopic quantum effects generates a more

ordered structure that enhances thermodynamic stability,”®*® displacing the Widom line toward



higher temperatures.*? Then, T. might be shifted to higher temperatures, as suggested by the
displacement of the maximum density and minimum isothermal compressibility,!?%!%!
potentially residing beyond the confines of the liquid phase. However, recent findings on the
3D confinement of light and heavy water within zwitterionic liposomes of different sizes, as
determined through second harmonic imaging and scattering experiments, have yielded a
noteworthy conclusion: the H-bond networks in D20 differ not only at sub-nanometric length
scales but also at length scales up to ~100 nm.”® The reason why the Brownian velocity of
UCNPs dispersed in heavy water displays an uninterrupted linear increase from room
temperature to the boiling point, similar to the behavior observed for water at temperatures
below Tt (Fig. 2a), can be simply explained by the much larger spatial extent over which H.O

molecules interact (corresponding to a much larger spatial extent for low-to-high-density liquid

water fluctuations).

2.2. The particle size dependence of the HDL/LDL proportion

We observed a pronounced reduction in the 7¢ values of the nanofluids as the diameter d of the
UCNPs increases (Fig. 2¢). To understand this intriguing size-dependent trend and due to the
quasi-spherical morphology of UCNPs (Supplementary Fig. S5), we investigated this
dependence using their surface-to-volume (S/V) ratio. As this ratio progressively increases (as
d — 0), Tc asymptotically converges towards a limit of 331.2 + 0.2 K. This temperature should
therefore correspond to the onset temperature of the fluctuations between high and low-density
liquid states in pure water (d = 0 in Fig. 2¢). Interestingly, this upper-temperature threshold for
fluctuations in the HDL domain-dominated region at ambient conditions agrees with the value
(325.0 = 1.0 K) estimated from the hypothetical phase diagram of water under ambient
conditions published in References 4,8 (Fig. 3 and Supplementary Fig. S1).
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Fig. 3 Hypothetical phase diagram of liquid water. (a) Coexistence of HDL (red) and LDL
(blue) domains near the Widom line (W). Below W, LDL dominates with fluctuations in HDL
domains whereas above W, HDL dominates with LDL fluctuations. The white star represents
the liquid-liquid critical point. Moving away from the critical point, fluctuations decrease in
size, as indicated by the blobs. The grey line outlines the “funnel of life,” where water exhibits
unusual properties crucial for life maintenance. Outside the funnel, at higher temperatures, only
local fluctuations occur in the HDL liquid (indicated by small red dots on the blue background).
Adapted and modified from Reference 8. (b) Zooming into the shadowed area in panel (a)
shows the upper-temperature limit of the “funnel of life” at ambient pressure, corresponding to

the crossover temperature 7c (diamond), and illustrative schemes of the temperature
dependence of high-to-low density liquid fluctuations.

Furthermore, we hypothesize that the decrease in the 7 of the aqueous nanofluids derived
from Fig. 2¢ compared to pure water stems from a decrease in high-to-low-density liquid water
fluctuations as a consequence of the prevalence of a higher concentration of HDL patches
relative to LDL regions in the volume of nanofluid moving cooperatively with UCNPs.
Notably, this hypothesis corroborates previous findings, both experimental'%? and in silico,”"
about the hydration water of the lysozyme protein. This hydration water (defined as the water
molecules encompassing the protein within a 0.6 nm shell’!), exhibits local distortions when
compared to bulk water. For instance, its density is much higher than that of the bulk'® and
the dielectric constant of interfacial water in the double layer is much lower than that of bulk

water.!% These distortions induce a different ordering of water molecules at the interface,

9

10



characterized by a higher concentration of HDL domains than LDL domains, compared to bulk
water.”"192 Like the impact of the lysozyme protein in liquid water, the presence of UCNPs
also influences the local structure of water within the aqueous nanofluids. Consequently,
nanofluids with lower S/V ratios (larger UCNPs) contain a relatively smaller proportion of HDL
domains in the hydration shell of the nanoparticles, leading to lower 7¢ values (Fig. 2¢). When
d > 78 nm, T. reaches a plateau at approximately 327.5 K. This occurs because the S/V ratio
experiences negligible changes beyond this size threshold (S/V increases by a factor of ~5.2, as
d decreases from 78 to 15 nm, but only by ~1.4 times, as d decreases from 106 nm to 78 nm).
Remarkably, the 7. of ligand-free and silica-coated UCNPs of comparable size is similar (Fig.
2¢), suggesting an analogous relative HDL/LDL proportion at the particle surface, in agreement
with an identical charge density of the water-silica and water NaYF4 interfaces (|| ~ 35 mV,

Supplementary Figs. S3, S4).

2.3. The dependence of Brownian velocity and crossover temperature on the pH
The vicinity of the UCNPs can be sensitively influenced by local ions and ligands, with effects
already occurring at extremely low concentrations.!? Fine-tuning the pH of suspensions at the
water-silica interface was found to induce changes in charge density, impacting the orientation
of water molecules.!?1% Recent surface-enhanced infrared absorption spectroscopy results
have also shed light on the influence of pH on hydrogen and water binding energies on platinum
surfaces.!”” Also, a pH dependence of the onset temperature of the anomaly related to the
minimum isothermal compressibility of liquid water was reported for aqueous suspensions,
including 1-methyl-5-nitroindoline,® Eu®" complexes,®*** and NaYF4:Yb/Er UCNPs.?¢ These
findings suggest a potential role of pH in influencing high-to-low-density fluctuations within
aqueous nanofluids.

To explore this possibility, we evaluated the temperature-dependent Brownian velocity
of the UCNPs dispersed in aqueous nanofluids with systematically varied pH values from 2.70
to 8.50 (Fig. 4a for d = 15, 64, and 78 nm and Supplementary Fig. S11 for d =24, 52, and 106
nm). Except for pH values between 7.0 and 8.0, the measured absolute zeta potential values, |{|

> 20 mV, indicate stability with no UCNP aggregation (Supplementary Figs. S3, S4).

10

11



332

110} @ $ = e, b
s1 B
i 1 330} | o
090 " Eomsins ~~le
2.70 g4 328/ i
0.70L5.10 ¥ \\\\
6.30 -3 O == O
. 850 o= 3-8 326
‘T‘,” 0.50 /\t g - T, g
E I ~° 324
9 1.10 L
o “ o
A ’ >
a’ T 322 :
7,000 [ b4 S 2 3 4 5 6 7 8 09
£ 2.70 ;’/' & pH
£©0.70}5.10 _
0 6.30 ot % O 2 % ol e
c  [850  _x-3F7 © A ®)
B050) p-E-E-7 - o 339 s
% | 2 E_%/ -
5076} ¥ O ol P O
e l //
0.68 - pH ,é et
2.70 j/ 326+
5.10 Il ;/i
0.60 r6.30 41_’ ’If - 11 /_4- 354
853 23 COT T I
0.52F &‘5 i
: : : ] 322 : : : ;
300 310 320 330 340 0 20 40 60 80
Temperature, T (K) Absolute zeta potential, |¢| (mV)

Fig. 4 Correlation between crossover temperature, pH, and zeta potential. (a) Effect of
the pH on the Brownian velocity of UCNPs with diameters within the nano-rullers’ operating
range, as defined in Fig. 2c. The lines are the best linear fits at each pH for 7<T¢ and the same
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The pH exerts a notable influence on Brownian velocity, with an increase in pH leading
to a reduction in Brownian velocity for 7<T¢, while the pH dependence becomes negligible for
T>T.. This primarily impacts LDL domains, present only for 7<Tt. Increasing pH weakens the
H-bond network due to an increased concentration of OH™ ions, disrupting the tetrahedral
organization of LDL domains due to their voluminous planar structure.'® Increasing pH
triggers the fragmentation of LDL domains into smaller ones, while keeping the HDL/LDL
ratio, leading to a deceleration in the motion of the UCNPs. This effect mirrors the application

of high pressures, as suggested by previous neutron diffraction measurements!'*®!% and Monte
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Carlo simulations.!'!® As pressure increases, at a constant temperature, there is a fragmentation
of LDL domains (Fig. 3 and Supplementary Fig. S1). However, recent machine learning-based
molecular dynamics simulations of ions in salt water have shown that the ions do not
homogeneously distort the structure of water, but instead have localized structural effects in
the first solvation shell.!'! Our results agree with this scenario, as raising the pH of the
nanofluids is an ingenious strategy for simulating a pressure-like effect and evaluating
microscopic changes in H-bond networks.

The decrease in Brownian velocity upon increasing pH results in the concomitant
decrease in 7¢ values (Fig. 4b), indicating that low-to-high-density liquid fluctuations at
nanoparticle surfaces cease at lower temperatures in basic media compared to an acidic one.
To explain this dependence, we consider the influence of pH on the surface charge of UCNPs,
with experiments demonstrating how surface charge controls water structure near the interface.
The fine-tuning of pH affects the orientation extent of water molecules near the interface, as
reported for water-silica interfaces.!?*1% Therefore, to study the effect of pH on the electric
double layer of UCNPs, the zeta potential of the distinct aqueous nanofluids was measured.
Our results show a decrease in |(| as pH increases (Supplementary Fig. S4) in good accordance
with previous reports on upconverting'!2 and plasmonic'® nanoparticles. This mirrors the trend
observed for 7. (Fig. 4b and Supplementary Fig. S12), highlighting how the presence of ions
in the medium can affect the surface charge of the UCNPs. The increase in electrostatic
repulsion of the UCNPs causes a higher 7t (Fig. 4c). A hypothesis is proposed that a greater
surface charge (or the potential at the slipping plane) requires more thermal energy to activate
HDL-to-LDL fluctuations at the nanoparticle interface. Consequently, more LDL domains
exist in the hydration water of the particles. This hypothesis agrees with simulations conducted
by Gallo’s group, indicating a slower rate decrease in LDL domains at the biomolecule
interface with rising temperature.”! Moreover, for a constant |¢| value, nanofluids with smaller
UCNPs exhibit a higher T¢, consistent with the findings in Fig. 2c. It is noteworthy that the
same conclusion can be drawn exclusively from upconversion thermometry and by combining
upconversion thermometry with zeta potential measurements. Similar results were reported by
Kim et al.,'™ demonstrating how temperature changes the interfacial structure of water by
mitigating the effect of surface charge at water-oil interfaces.

Interestingly, Barisik et al.''! showed that, at a constant pH, the surface charge density
of Si-NPs decreases with increasing particle size until it stabilizes after reaching a critical

diameter of 100 nm. A similar trend was observed for metal oxide nanoparticles.!!? These
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findings align with our 7. size-dependence results (Fig. 2c), revealing a decrease in 7c with

increasing particle size up to a critical value (> 78 nm), beyond which it remains constant.

Conclusions

In summary, our study systematically investigated the impact of temperature and pH on
Brownian velocity in a range of UCNPs (15-106 nm diameter) dispersed in water. We
consistently observed a decrease in the onset temperature of high-to-low-density liquid water
fluctuations with increasing nanoparticle size, indicative of an increased presence of HDL
domains at nanoparticle surfaces. UCNPs, therefore, behave as nano-rulers for assessing
HDL/LDL proportion in surrounding hydration water.

Moreover, the upper-temperature threshold for these fluctuations, as predicted by our
experiments, agrees with values proposed in the hypothetical phase diagram of water under
ambient conditions based on the two-state model. Additionally, we have shown that increasing
pH disrupts the tetrahedral organization of water molecules, akin to external pressure on pure
water. By precisely controlling both UCNP size and pH levels, we have simulated the effects
of temperature and pressure on HDL and LDL hydrogen bonding networks, mirroring
predictions in the hypothesized phase diagram. Within nanofluids, the local environment
around nanoparticles exerts a significant influence on their physical-chemical properties, being
different from bulk due to interaction with the particle surface.!®® This work elegantly
underscores the substantial impact of these interactions, serving as compelling evidence of this
effect for the specific example of luminescent nanoparticles. It demonstrates that the versatility
of UCNPs, with modifiable size and surface properties, makes them invaluable for
experimentally quantifying HDL/LDL proportions in the hydration water surrounding
particles.

These findings resonate with the intricate interplay between water and various nonpolar
media, metals, oxides, and biomembranes, emphasizing the importance of water charge-
asymmetrical molecular configuration at interfaces.”>!9!% In conclusion, our results provide
compelling experimental evidence regarding the significance of the S/V ratio of suspended
nanoparticles or biomolecules in understanding the dynamics of high-to-low-density liquid

fluctuations and water behavior at charged interfaces.

Experimental section
Synthesis of upconverting nanoparticles. NaGdF4:Yb/Er(18/2%)@NaGdFs (average
diameter 15 nm, core-shell), NaYF4:Yb/Er(18/2%)@NaYF4 (average diameter 24 nm, core-
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shell), NaYF4:Lu/Yb/Er(40/18/2%) (average diameter 52 nm, core-only),
NaYF4:Lu/Yb/Er(47/18/2%) (average diameter 64 nm, core-only),
NaYF4:Lu/Yb/Er(47/18/2%) (average diameter 78 nm, core-only),
NaYF4:Luw/Yb/Er(47/18/2%)@Si0>  (average diameter 100 nm, core-shell), and
NaYF4:Lu/Yb/Er(50/18/2%) (average diameter 106 nm, core-only) ligand-free UCNPs were
synthesized through a coprecipitation method based on a previous report.!!® The detailed
synthesis procedure and the characterization of the UCNPs are described in Supplementary

Section 1.

Preparation of the nanofluids. Aqueous nanofluids containing ligand-free UCNPs were
obtained by adjusting the pH of water between 2.70 and 5.10 by adding aqueous solutions of
sodium hydroxide or hydrochloric acid (0.1 mol-L™") at a volume fraction (¢) of 0.085%. The
aqueous nanofluids of 15 nm UCNPs were freeze-dried and the resulting powder was dispersed
in heavy water and ethanol under sonication to obtain the corresponding nanofluids at ¢ =
0.085%. A detailed description of pH measurements and the preparation of nanofluids is

presented in Supplementary Section [.

Upconversion spectroscopy. The upconverting emission spectra of the nanofluids were
recorded using the experimental setup shown in Supplementary Fig. S7. A quartz cuvette (9F-
Q-10, Starna Cells) filled with 0.50 mL of the nanofluids was irradiated with a near-infrared
980 nm continuous-wave laser diode (DL980-3WO-T, CrystaLaser) operating with a power
density Pp = 62 W-cm 2. The excitation radiation was collimated with a plano-convex lens
(LA1145-AB, Thorlabs). The upconversion emission spectra were registered with a USB
portable spectrometer (Maya 2000 Pro, Ocean Insight) coupled to an optical fiber (P600-1-UV-
VIS, Ocean Insight). A short pass filter (FESH0750, Thorlabs) was used to cut off the 980 nm
laser signal from the emission spectra. The temperature of the nanofluids was increased through
the Joule effect by attaching a Kapton thermofoil heater (HK6906, Minco) in thermal contact
with one side of the cuvette containing the nanofluids. This setup allows us to control both the
initial temperature and the temperature rise. Further information is provided in Supplementary

Section II.

Measurement of temperature through upconversion nanothermometry. The luminescence
intensity ratio between the emission bands corresponding to the Er*" *Hy1p—*11s2 (In, 510—

534 nm) and *S32—*Iis2 (Is, 534-554 nm) transitions was used to define a thermometric
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parameter (A = [u/ls) and predict the absolute temperature 7 of the nanofluids as detailed in

Supplementary Section III.

Determination of the Brownian velocity of the UCNPs in the nanofluids. The emission
spectra were measured at different distances x; from the Kapton thermofoil heater to construct
time-dependent temperature profiles through upconversion nanothermometry. An excellent
linear correlation between x; and the onset time (the time at which the temperature rises above
its uncertainty) was systematically obtained. The slope of the linear fit to each dataset
represents the Brownian velocity of the UCNPs in the nanofluids. Further details are provided

in Supplementary Sections IV and V.
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I. Synthesis and characterization

Materials. Yttrium(III) acetate hydrate (99.9%), ytterbium(IIl) acetate hydrate (99.9%),
erbium(I1I) acetate hydrate (99.9%), lutetium(III) acetate hydrate (99.9%), ammonium fluoride
(>98%), 1-octadecene (90%), oleic acid (90%), cyclohexane (99.5%), absolute ethanol
(>98%), methanol (99.9%), hydrochloric acid (37%), sodium hydroxide (>98%), deuterium
oxide (99.9 atom % D), polyvinylpyrrolidone, and tetraethyl orthosilicate were purchased from

Sigma-Aldrich and used as received.

Synthesis of NaGdFs:Yb/Er(18/2%)@NaGdF4 core-shell nanoparticles (15 nm). The
synthesis of upconverting nanoparticles (UCNPs) was carried out according to a previously
reported procedure.! In a 50 mL flask, an aqueous solution (2 mL) containing Gd(CH3CO.)s
(0.097 g, 0.320 mmol), Yb(CH3COz); (0.030 g, 0.072 mmol), and Er(CH3COz2); (0.003 g,
0.008 mmol) was mixed with oleic acid (4 mL) and 1-octadecene (6 mL) to obtain the core of
UCNPs. The resulting mixture was heated at 423 K for 1.3 h, forming lanthanide oleate
complexes, before cooling to room temperature. Subsequently, ammonium fluoride (1.2 mmol)
and sodium hydroxide (1.0 mmol) dissolved in 5 mL of methanol were added and stirred at
318 K for 3.5 h. To remove the methanol, the reaction temperature was increased to 378 K.
The solution was then heated to 553 K under an argon flow for 1.5 h, followed by cooling to
room temperature. The resulting nanoparticles were precipitated by adding ethanol, collected
by centrifugation, washed with ethanol, and finally redispersed in 4 mL of cyclohexane.

For the optically inert shell of the 15 nm UCNPs, an aqueous solution (2 mL) containing
Gd(CH3CO2)3 (0.121 g, 0.400 mmol) was combined with oleic acid (3 mL) and 1-octadecene
(7mL) in a 50 mL flask. The resulting mixture was heated at 423 K for 1 h under stirring and
then cooled to 323 K. The as-synthesized NaGdF4:Yb/Er(18/2%) 15 nm core nanoparticles,
dispersed in 4 mL of cyclohexane, were then added to the flask, followed by the addition of a
6 mL methanol solution of ammonium fluoride (1.6 mmol) and sodium hydroxide (1.0 mmol).
The mixture was stirred at 323 K for 30 min and then the reaction temperature was increased
to 373 K. After removing the methanol, the solution was heated at 563 K under an argon
atmosphere for 1.5h and then cooled to room temperature. The resulting core-shell
nanoparticles were precipitated by the addition of ethanol, collected via centrifugation, washed

with ethanol, and redispersed in cyclohexane.

Synthesis of NaYF4:Yb/Er(18/2%)@NaYF4 core-shell nanoparticles (24 nm). The

synthesis of 24 nm core-shell UCNPs followed the same procedure as described in the

3
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synthesis of the 15nm core-shell UCNPs, except for replacing Gd(CH3CO3); with
Y(CH3CO»)s.

Synthesis of NaYF4:Lu/Yb/Er core-only nanoparticles (52, 64, 78, and 106 nm). In a
typical experimental procedure, a 2 mL aqueous solution of Ln(CH3CO2)3 (0.2 mol-L™!, Ln =
Lu, Y, Yb, and Er) was added to a 50 mL flask containing oleic acid (3 mL) and 1-octadecene
(7 mL). The mixture was heated to 423 K for 1 h. After cooling to 323 K, a methanol solution
(6 mL) containing ammonium fluoride (1.6 mmol) and sodium hydroxide (1.0 mmol) was
added under stirring for 30 min. After removing the methanol through evaporation, the solution
was heated at 563 K under argon for 3 h and then cooled down to room temperature. The
resulting nanoparticles were washed several times with ethanol and redispersed in 4 mL of
cyclohexane. The same procedure was used to obtain UCNPs of varying sizes. The heating
duration, temperature, and concentration composition were tuned to achieve different doping

ratios of Lu/Yb/Er: 40/18/2% (52 nm), 47/18/2% (64 and 78 nm), and 50/18/2% (106 nm).

Preparation of ligand-free nanoparticles. The as-synthesized oleate-capped UCNPs were
dispersed in a solution containing 1 mL of ethanol and 1 mL of hydrochloric acid (2 mol-L™"),
followed by ultrasonication for 10 min to remove the oleate capping. The resulting ligand-free
UCNPs were collected by centrifugation at 16,500 rpm for 20 min, washed with ethanol and
deionized water several times, and then redispersed in deionized water. The same procedure

was used for all the different-sized UCNPs, resulting in aqueous dispersions of ~100 mg-mL ™",

Synthesis of NaYF4:Lu/Yb/Er(47/18/2%)@SiO2 core-shell nanoparticles (100 nm). In a
standard method, an amorphous silica (SiO2) shell was grown onto the surface of the 78 nm
ligand-free UCNPs using polyvinylpyrrolidone (PVP) as a mediator.> PVP (250 mg) was
dissolved under stirring in a 50 mL round-bottom flask containing 5 mL of deionized water
and 15mL of ethanol wuntil its total dissolution. The ligand-free 78 nm
NaYF4:Lu/Yb/Er(47/18/2%) UCNPs (0.2f PVP mmol) were added to the flask and kept under
stirring for 30 min. Then, a solution of tetracthyl orthosilicate (50 uL) dissolved in ethanol
(300 pL) was added to the flask. The mixture was reacted overnight under stirring. Core-shell
NaYF4:Lu/Yb/Er(47/18/2%)@Si02 UCNPs were collected via centrifugation at 16,500 rpm
for 30 min and washed twice with ethanol. The silica-coated UCNPs were obtained with an

average outer diameter of 100 nm (the thickness of the silica shell is 11 nm).
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Preparation of the nanofluids. The pH of the solutions and suspensions was measured with
a compact pH meter (SC S210-K, Mettler Toledo) at 293 K. The pH meter was calibrated by
using a two-point calibration method with technical buffer calibration solutions at pH values
0f4.01 and 10.01 (Mettler Toledo). Stock solutions with pH values of2.70 £ 0.01, 5.10 £ 0.01,
6.30 £ 0.01, and 8.50 + 0.01 were obtained by adding aqueous solutions of hydrochloric acid
(0.1 mol-L™") or sodium hydroxide (0.1 mol-L™") to deionized water. Then, aqueous nanofluids
were obtained at different pH values by dispersing the different-sized ligand-free UCNPs in
the corresponding pH stock solutions under sonication. All nanofluids were prepared with a
volume fraction (¢) of UCNPs of 0.085%. This choice ensures a sufficient signal-to-noise ratio
in the photoluminescence studies while keeping the concentration of the UCNPs as low as
possible, thus decreasing particle-particle interactions, known to increase Brownian velocity.’
For the nanofluids obtained in heavy water (D»0) and ethanol (EtOH), aqueous dispersions of
15 nm ligand-free UCNPs were freeze-dried to remove water by sublimation. The mass of dried
UCNPs required to obtain ¢ = 0.085% was then dispersed in the proper volume of DO or
EtOH under sonication. Table S1 summarizes the mass concentration (pc) and density (pn)
according to the chemical composition of UCNPs used to obtain the different nanofluids at ¢

= pelpn = 0.085%.

Colloidal characterization. The hydrodynamic diameter (dn) of UCNPs was measured by
dynamic light scattering (DLS) in a Malvern Zetasizer Nano ZS instrument (red badge
ZEN3600, Malvern Instruments) operating with a 632.8 nm laser. To analyze the colloidal
stability of UCNPs, zeta potential ({) measurements were carried out with the same instrument
applying the Smoluchowski model. The du and { measurements were performed at 298 K in a
folded capillary cell (DTS1070, Malvern Instruments). Three measurements with ten scans
each were performed and the average values were used for data analysis. The resulting
distribution of sizes and zeta potentials was adjusted to lognormal and Gaussian functions,
respectively, using the mean and standard deviations to determine the average du and { and

their uncertainties (Fig. S2, Fig. S3, Fig. S4, and Table S2).
Electron microscopy. Transmission electron microscopy (TEM) images of the UCNPs (Figs.

S5) were obtained using a field-emission transmission electron microscope (JEM-2100F,

JEOL) operated at an acceleration voltage of 200 kV. The values of the diameters (d) and their
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corresponding uncertainties were retrieved from the mean and standard deviations of the

lognormal function adjusted to the size distribution of the UCNPs (Fig. S6 and Table S2).

I1. Experimental setup for temperature-dependent photoluminescence measurements

The emission spectra of UCNPs were recorded in the experimental setup presented in Fig. S7
(adapted from Reference ). The nanofluids were excited with a continuous-wave (CW) near-
infrared laser diode (DL980-3WO-T, CrystaLaser) at 980 nm. The laser beam was collimated
by a plano-convex lens (LA1145-AB, Thorlabs), resulting in a power density of 62 W-cm 2.
The laser beam irradiates a semi-micro rectangular quartz cuvette (9F-Q-10, Starna Cells) filled
with 0.50 mL of the nanofluids. The scanning position of the cuvette along the x-axis was
controlled by a moving stage with a minimum step of 0.1 mm. Detection of the upconverting
emission was performed by a USB portable spectrometer (Maya 2000 Pro, Ocean Insight)
coupled to an optical fiber (P600-1-UV-VIS, Ocean Insight) using a short-pass filter
(FESHO0750, Thorlabs) to cut off the peak of the laser during spectral acquisition. Spectral
acquisition was performed with a constant boxcar width (one pixel, 0.5 nm) and integration
time of 250 ms. The temperature of the nanofluids was increased at one side of the cuvette
through thermal contact by attaching it to a Kapton thermofoil heater (HK6906, Minco)
mounted in a copper plate (4.6 x 2.5 cm?) and coupled to a temperature controller (ESCN,
Omron). The temperature controller is equipped with a K-type thermocouple (KAO1-3, TME

Thermometers) with a thermal resolution of 0.1 K.

II1. Temperature mapping through upconversion nanothermometry

In the experimental setup depicted in Fig. S7, the nanofluids were irradiated with a CW 980
nm laser diode until the stabilization of the temperature. After reaching different initial
equilibrium temperatures (ranging from 303 to 343 K), one side of the cuvette (containing the
nanofluids) was heated (temperature increment of 15K for 300s) and time-dependent
upconversion emission spectra were recorded at different fixed positions along the xx-direction
perpendicular to the laser beam (x; = 0.0-6.0 mm, i = 1-4). For each time instant, the
luminescence intensity ratio between the emission bands corresponding to *Hi12—*lis» (Ju,
510-534 nm) and *S3p—*11512 (Is, 534—554 nm) transitions was used to define the thermometric

parameter (A = In/Is) and calculated the absolute temperature (7) as:

%=i—k—31n(A) (S1)
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where AE is the energy separation between the Er’* ?Hj12 and *S3/ thermally coupled levels,
ks 1s the Boltzmann constant, and Ao is the thermometric parameter at room temperature (7o).
The value of AE was calculated as the difference between the barycenters of the 2Hiin
(~525 nm) and *S3/2 (~545 nm) emitting levels (Fig. S8a). Since Ao corresponds to the value of
A without laser-induced heating, its value can be obtained from the intercept of the curve of A
measured as a function of the laser power density (Fig. S8b). The thermometric parameter A
increases as the temperature rises because the relative population between the 2Hy12 and *Ssp
levels is in thermal equilibrium, following Boltzmann’s distribution.’ Therefore, this approach
provides a reliable parameter to record time-dependent temperature profiles based on the
emission spectra of the nanofluids containing UCNPs while heating them (Fig. S8c¢).

The thermal sensing ability of the nanofluids can be assessed by the relative thermal
sensitivity (Sr) and uncertainty in temperature (87), which are the two Fig.s of merit commonly
used to compare the thermometric performance of luminescent thermometers. The value of S;

represents the A change per degree of temperature (in %-K™'):

1dA|  AE
~|adr| T kT2

(S2)

where dA/dT is the rate of change of A in response to the variation of temperature, kg is
Boltzmann’s constant, and 7 is the absolute temperature. The value of 67 corresponds to the

smallest temperature resolvable by the thermometer (in K):

o1 = 228 S3

where §A/A is the relative uncertainty of A. The maximum relative thermal sensitivity and
minimum uncertainty at the temperature obtained for each nanofluid are summarized in Table
S3.

IV. Data denoising and determination of the instantaneous ballistic Brownian velocity

The absolute temperature values measured by upconversion nanothermometry were computed

as the reduced temperature 0(7):

oty = DT S4
where 7(¢), Ti, and Tt are the instantaneous, initial, and final values of the temperature,
respectively. The values of 7(¢) were obtained by applying Equation S1 to the time-dependent

upconverting emission spectra of the samples. Once the temperature profiles were recorded at
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distinct Ti, this procedure was performed to obtain thermal transients with the same range of
temperature for comparison purposes.

A nonlinear noise reduction method based on the discrete wavelet transform (DWT) was
used to reduce the noise arising from the 0(¢) curves.® The denoising procedure was
implemented through a custom MATLAB R2022a script in five steps, following a previously
reported procedure.* The used script i) imports the thermometric parameter A = Iy/Is from the
as-measured temperature-dependent emission spectra; ii) computes the temperature by
applying Equation S1 to the resulting time-dependent A; iii) converts the temperature into
reduced temperature through Equation S4; iv) applies the DWT denoising method to obtain a
denoised reduced temperature (threshold parameter: 15, 5 stages); and v) calculate the noise
from the difference between the denoised and measured reduced temperature. The histograms
of the noise obtained for all the denoised 6(#) curves result in a Gaussian distribution (7 > 0.98)
centered at zero, following an additive white Gaussian noise that validates the denoising
method herein applied.”®

The denoised 6(r) curves were used to compute the critical onset time (%), which
corresponds to the instant time at which the initial temperature starts to increase. After
analyzing the data, the script marks # as the instant time at which the change in the denoised
signal is higher than the standard deviation of the noise (extracted from the corresponding
histogram). For the same initial temperature, the 6(¢) curves were registered by irradiating the
laser at distinct positions along the xx-direction (x; = 0.0-6.0 mm, i = 1-4). The instantaneous
ballistic Brownian velocity was then estimated as the slope of the x;i versus # plot, as

demonstrated in Fig. S9.

30



V. Calculation of crossover temperature

The value of the crossover temperature (7¢) was calculated from the intersection between the
two straight lines adjusted to the bilinear trend of the temperature-dependent Brownian velocity
of the UCNPs in the aqueous nanofluids. All possible combinations of two straight lines giving
the best fit to the bilinear trend observed in the 300-350 K temperature range were computed
by using a custom script written in MATLAB R2022a. The 7 values were then determined
from the intersection between the two linear fits that give the maximum product of the
coefficient of the determination (+*) from each line. The uncertainty in 7. (87¢) was estimated

as:

ST. = Tcmax - Tcmin — _ (GEZ + GEl) (SS)
¢ 2 m; —m,

where Temax and Temin are the maximum and minimum predicted values of T, respectively, 6g1
and ok2, and m1 and m> are the standard error of the estimate (og) and the slope (m) of the linear

dependency below and above T, respectively. ok is defined as:

oy = \/M (S6)

n—2
with v and V' corresponding to the measured and fitted values of the Brownian velocity,
respectively, and 7 is the number of data points from each fitted line. The estimation of 87 is
illustrated in the schematic representation in Fig. S10. The same procedure was employed

regardless of the UCNPs’ size or pH of the aqueous media.

VI. The two-state model and a hypothetical phase diagram of liquid water

The strongest evidence supporting the two-state model of water comes from the liquid-liquid
phase transition (LLPT) hypothesis proposed by Poole, Sciortino, Essmann, and Stanley based
on molecular dynamics simulations.’ According to this hypothesis, a second critical point for
water in the supercooled regime separates the LDL from the HDL in a discontinuous phase
transition.'®!! At the molecular level, the spacious LDL is formed when water molecules in the
first hydration shell assemble in a more organized tetrahedral hydrogen-bonding network,
while the more tightly connected HDL forms when an additional water molecule from the
second hydration shell enters the first hydration shell, disrupting the LDL organization and
creating a smaller and distorted hydrogen-bonding motif.'? Direct observations of the LLPT
are difficult due to the quick crystallization of supercooled liquid water, which only exists in

one state below 215 K.'*!* Nevertheless, recent studies of isothermal volume changes in diluted
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polyol and trehalose aqueous solutions under varying pressures have confirmed the existence
of two states of water experiencing an LLPT between the metastable LDL and HDL,!%!
corroborating the hypothesis that pure water undergoes an LLPT as well.

The LLPT hypothesis offers a fresh perspective for understanding the singular behavior
of liquid water in terms of LDL and HDL motifs at varying pressures and temperatures, as
demonstrated by the hypothetical phase diagram depicted in Fig. S1. The phase diagram
portrays the liquid-liquid coexistence line between LDL and HDL in terms of simple liquid
regions. Additionally, the diagram includes the liquid-liquid critical point (LLCP), which may
be either real or virtual, the Widom line (W) marking the crossover between the metastable and
stable regions in the one-phase region, and fluctuations on various length scales emerging from
LLCP, resulting in local spatially separated regions in the anomalous region. The amorphous
solid states of LDL and HDL can exist at extremely low temperatures as low-density (LDA,
low pressure) and high-density (HDA, high pressure) amorphous ice, respectively. In fact,
recent findings have also demonstrated the possibility of obtaining medium-density amorphous
ice under specific conditions of pressure and temperature.!” This discovery indicates that the

proposed phase diagram still has room for optimization and potential for further improvements.

VII. Equipartition theorem

Equipartition theorem. The equipartition theorem describes the Brownian velocity as v =
m , where kg is the Boltzmann constant, 7 is the temperature, and m* is the effective
mass of the nanoparticles, representing the combined mass of UCNPs and half of the liquid
mass moving cooperatively with them.!® In this sense, dispersing UCNPs within denser

solvents results in a lower v, as shown in Fig. 2a of the main text.
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VIII. Supplementary Figures
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Fig. S1 Hypothetical phase diagram of water. Adapted from Reference 19.
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Fig. S2 Particle size and zeta potential of the 15 nm UCNPs. Hydrodynamic diameter (du,
top) and € (bottom) of the 15 nm nanofluids prepared in (a, d) water (pH = 5.10), (b, €) heavy
water, and (c, f) ethanol. The lines are the best fits to the data using lognormal (du) and
Gaussian ({) functions (#* > 0.97). The values of d obtained for the other nanofluids prepared
in water are summarized in Table S2.
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water at four pH values. The lines are the best fits for { (Gaussian distribution, 7> > 0.98). The
fitting results ({ values and corresponding uncertainties) are shown in Fig. S4. For the studied
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Fig. S5 Transmission electronic microscopy. TEM micrographs of (a) 15 nm, (b) 24 nm, (c)
52 nm, (d) 64 nm, (e) 78 nm, (f) 100 nm (core = 78 nm and a SiO> shell of 11 nm thick), and
(g) 106 nm ligand-free UCNPs.
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Fig. S6 Particle size of the nanocrystals. TEM size distribution of the (a) 15, (b) 24, (c) 52,
(d) 64, (e) 78, (f) 100 nm (SiO2 shell), and (g) 106 nm ligand-free UCNPs. The lines are the
best fits for TEM size data (Fig. S5) using a lognormal distribution (72 > 0.97). Fitting results
(diameter d and corresponding uncertainty) are presented in Table S2.
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Fig. S7 Schematic of the experimental setup used to record the thermal transients of the
nanofluids. The cuvette is placed on a controlled moving stage that allows the nanofluid to be
irradiated at different positions along the xx direction. The 980 nm laser beam is collimated by

a plano-convex lens and the light emission from the nanofluid is collected by an optical fiber
coupled to a portable spectrometer.
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integrated intensities of the 2Hop—*1132, *S32—*1152 (Is), and Hi1,—*11s2 (Iu) transitions of
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Fig. S9 Determination of the instantaneous Brownian velocity of 15 nm UCNPs dispersed
in water (pH = 5.10 = 0.01). (a) Illustrative denoising procedure applied to four reduced
temperatures (symbols) recorded at positions x1 = 0.0 mm, x2 = 2.0 mm, x3 = 4.0 mm, and x4 =
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Brownian velocity, v (10 m-s™)

Temperature, T (K)

Fig. S10 Schematic representation of the calculation of the crossover temperature and its
uncertainty (7c £ 87¢). The solid blue and red lines represent linear fits to the experimental
data before and after Tc, respectively. The corresponding dashed lines depict the average
deviation in the prediction of the Brownian velocity.
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IX. Supplementary Tables

Table S1. Size, chemical compositions of the core and shell, density (pn), mass concentration
(pc), and volume fraction (¢ = pc/pn) of UCNPs dispersed in EtOH, D>0, and H>O.

Solvent (illzr:a) Core Shell (kg{) 1'1'1_3) (kgl-) :n_3) (0?0 )
EtOH
D20 15 NaGdF4:Yb/Er(18/2%) NaGdFs 5,653 4.81
H>O
24 NaYF4:Yb/Er(18/2%) NaYFs 4,384 3.73
52 NaYF4:Lu/Yb/Er(40/18/2%) - 5,456 4.64 0.085
o 64  NaYFyLuw/Yb/Er(47/1812%) - 5616 477

78  NaYF4:Lu/Yb/Er(47/18/2%) - 5,616 4.77
100 NaYF4:Lu/Yb/Er(47/18/2%)  SiO2 3,821 3.25
106  NaYF4:Lu/Yb/Er(50/18/2%) - 5,685 4.83

Table S2. TEM (d) and hydrodynamic (dn) diameters of the obtained UCNPs. The values of
hydrodynamic diameters from DLS measurements correspond to the water-based nanofluids at
pH =5.10 £ 0.01. An excellent agreement was observed for the mean diameters reported by
TEM and DLS.

Hydrodynamic diameter,

UCNP TEM ?;:;Igeter, d du

(nm)

NaGdF4:Yb/Er(18/2%)@NaGdF4 15+3 13+5
NaYF4:Yb/Er(18/2%)@NaYF4 24 £2 36+ 8
NaYF4:Lu/Yb/Er(40/18/2%) 52+5 50+7
NaYF4:Lu/Yb/Er(47/18/2%) 64 +4 60+ 8
NaYF4:Lu/Yb/Er(47/18/2%) 78 + 8 80+ 12
NaYF4:Lu/Yb/Er(47/18/2%)@Si102 100+ 9 90 + 22
NaYF4:Lu/Yb/Er(50/18/2%) 106 + 10 93 + 26
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Table S3. Energy separation (AF), maximum S; (Sm), minimum temperature uncertainty (37),
and corresponding temperature at which they occur for each nanofluid.

Solvent Size AE Sm oT T
(nm) (cm™) (%K™ (LL9) (LL9)

EtOH 0.6
D20 15 735+ 3 1.15 0.3
H>O 0.4
24 680 + 11 1.07 0.5

52 72249 1.13 0.4 303.0+0.1
64 740 + 12 1.16 0.4
H0 78 688 + 8 1.08 0.5
100 688 + 8 1.08 0.5
106 699 + 10 1.10 0.5
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ABSTRACT: Liquid water, despite its simple molecular structure,
remains one of the most fascinating and complex substances. Most
notably, many questions continue to exist regarding the phase transitions
and anomalous properties of water, which are subtle to observe
experimentally. Here, we report a sharp transition in water at 330 K
unveiled through experimental measurements of the instantaneous
Brownian velocity of NaYF,:Yb/Er upconversion nanoparticles in water.
Our experimental investigations, corroborated by molecular dynamics &)
simulations, elucidate a geometrical phase transition where a low-density

liquid (LDL) clusters become percolated below 330 K. Around this critical temperature, we find the sizes of the LDL clusters to be
similar to those of the nanoparticles, confirming the role of the upconversion nanoparticle as a powerful ruler for measuring the
extensiveness of the LDL hydrogen-bond network and nanometer-scale spatial changes (20—100 nm) in liquids. Additionally, a new
order parameter that unequivocally classifies water molecules into two local geometric states is introduced, providing a new tool for
understanding and modeling water’s many anomalous properties and phase transitions.

ater is the most important liquid for the existence of all Recently, upconversion nanothermometry was utilized to

life on Earth. Though it is the most common liquid, it is measure the instantaneous Brownian velocity of luminescent
also the most uncommon in its behaviors, exhibiting a range of nanocrystals suspended in liquids.”® Because the instantaneous
anomalous properties such as increased density upon melting, Brownian velocity is sensitive to the local liquid environment,
density maximum at 277 K (4 °C), reduced viscosity under we use this method to measure the LDL motif that is known as
pressure at below 306 K (33 °C), high surface tension, and a large tetrahedral network featuring strong cooperativity.”” As
decreased isothermal compressibility and heat capacity with a proof-of-concept experiment, we prepared and measured the
temperature at ambient conditions (minimum values at 319 K instantaneous Brownian velocity of luminescent nanofluids
(46 °C) and 308 K (35 °C), respectively).' > In fact, it is quite containing NaYF,:Yb/Er@NaYF, and NaYF,Lu/Yb/Er up-
questionable if life could have developed on the planet without conversion nanocrystals of 24 and 106 nm in diameter,
these anomalous behaviors of water.”” To explain these respectively, dispersed in water, cyclohexene, and toluene with
anomalous behaviors, the hypothesis of two organizations of volume fractions (¢) of 0.085% and 0.066%, for the smaller
hydrogen ?g_‘lﬂs competing at thermal equilibrium hf"s been and bigger nanocrystals, respectively (Supplementary Figures
proposed.” These two hydrogen-bond organizations S1 and S2 and Tables S1 and S2). The experimental setup is
manifest as two phases, namely, the low-density liquid similar to that in ref 26 and is detailed in Supporting

(LDL) and the high-density liquid (HDL), in the supercooled Information. Whereas for cyclohexene and toluene the

. 12-15 ; - :
regime. However, at ambient conditions, the existence of Brownian velocities increase linearly with increasing temper-
two distinct structural organizations and their implications ature, for water a bilinear behavior with a crossover
remain elusive and contr.oversial. ) ) temperature T, = 329.9 + 0.5 K (57 °C) for the 24 nm

In the supercooled regime, the LDL is a predominantly low- nanoparticles (pH $.10 + 0.01) and T, = 3274 + 12 K (54
energy hydrogen-bonded open tetrahedral configuration, while °C) for the 106 nm nanoparticles (pH 5.20 + 0.01) is clearly

the HDL is a collection of interpenetrating shorter-ranged
hydrogen-bond networks.>'*~'? Despite the observation of the
coexistence of these two structural motifs of water through
spectroscopy” " and scattering measurements,”>~>° the liquid
structure inferred from these experiments is strongly debated.
In this context, there is an intense demand for experimental
techniques to microscopically decipher water’s hydrogen-
bonding structure.
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Figure 1. Dependence of the instantaneous Brownian velocity of the upconverting nanocrystals on the initial temperature and pH of the
suspensions. (a) Temperature-dependent instantaneous Brownian velocities of the 24 nm nanoparticles suspended in water (pH $.10 + 0.01),
cyclohexene and toluene at initial (equilibrium) temperatures between 300 and 355 K. Vertical error bars represent mean + SD, whereas the
uncertainty in the temperature values (thermocouple accuracy, 0.1 K) is too small to be discernible in the plots. The Brownian velocities are
independent of the heat flux transferred to the nanofluid (Q). The open square depicts data previously reported in similar upconverting
nanoparticles.”® The crossing of the two straight lines in the water suspensions corresponds to the crossover temperature T,. (b) Temperature
dependence of the Brownian velocity of the 106 nm nanoparticles in water suspensions with distinct pH values. (c) The dependence on pH of the
crossover temperatures. (d) Effective diffusivity and enhancement factor of the nanofluid with 24 nm nanoparticles (pH S5.10 + 0.01) with respect
to pure water. All lines are the best fits to straight lines (slopes and correlation coefficients * are shown in Supplementary Table S3).
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Figure 2. Structural investigations of liquid water. (a) Probability density function f(g) of the orientational order parameter q (eq 1) for water at
303, 333, and 363 K, calculated based on the molecular dynamics simulation of a cubic box of 1024 water molecules with the polarizable SWM4-
NDP water model. The contributions toward f(q) of the locally tetrahedral (TH) state and the locally disturbed (DT) state are shown as shaded
areas. (b and c) Schematics of the molecular arrangements around a water molecule (denoted with oxygen atoms in purple) in the TH state and the
DT state. The asterisk next to the oxygen atoms denotes the four nearest neighbors. (d) Schematic of the length scale of the LDL motif (in purple)
made up of connected TH-state molecules in comparison to the nanoparticle size (in orange).
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discerned (Figure 1a,b and Supplementary Figures S9—S14).
Moreover, for T > T,, there is a noticeable increase in the slope
of the linear correlation between v and T (Supplementary
Table 3). These values of T, are within the range of those
reported for different physical properties of liquid water:
thermal conductivity (337 + S K), proton spin—lattice
relaxation time (323 + 5 K), refractive index (323 + 5 K),
conductivity (326 + S K), surface tension (330 + S K), and
kinetic viscosity (323 + 6 K),'" as described in Supplementary
Figure 12. Moreover, this bilinear trend was also observed in
studies involving metallic nanoparticles,”® colloidal Ln**-based
nanocrystals,”” Eu®* aqueous complexes,’”*' and organic
molecules.*”*

The bilinear behavior observed in the instantaneous velocity
of nanoparticles in water indicates two regimes of nanoparticle
motion, where the nanoparticles exhibit a different effective
mass m*, signaling a change in the water—nanoparticle
interaction. For a nanoparticle 24 nm in diameter, m* changes
drastically at T,, because the slope of v* versus T for T > T,
increases 4- to S-fold relative to that for T < T (Figure 2a and
Supplementary Table S4), based on the equipartition theorem
V2= kBT/ m*. Because the effective mass is influenced by both
the nanoparticle’s mass my and the mass of the fluid mc
moving cooperatively with the nanocrystal, the drastic
alteration of effective mass at T, indicates a discontinuous
change in the amount of fluid that moves cooperatively with
the nanoparticle. By estimating the size of the LDL motif
(Supporting Information Section 2.1), we find a plausible
mechanistic explanation that, at T, the sizes of LDL motifs and
nanoparticles are comparable, so that below T the nanocrystal
has to move collectively with the surrounding LDL motif
(Figure 2d). In this respect, by measuring the T, one may use
the nanoparticle as a ruler to measure the size of the LDL
motif.

To rationalize the transition observed in the nanoparticles’
effective mass, we investigate the underlying local order of the
liquid water through molecular dynamics (MD) simulation
based on the polarizable SWM4-NDP water model.** Because
the tetrahedral geometry is key to distinguish the two different
structures as the low-density water is thought to be more “ice-
like”,®> we first examine a tetrahedral orientational order
parameter g for each water molecule,***” given by

38 & 2
q:l—gZZ(cosy/jk+3)
j=1 k=j+1 (1)

This g-value considers the relative angular positions in the four
nearest neighbors around each water molecule. The
summations run over all six jk pairs among the four nearest
neighbors. . denotes the angle extended from the oxygen
atom of the molecule to the oxygen atoms of neighbors j and k
(inset of Figure 2a). The g-value grows with the tetrahedral
order around a molecule, with its average value equal to one
for ordinary ice and zero for an ideal gas. At ambient
conditions, the probability density function f(q) exhibits two
overlapping peaks (Figure 2a): one at higher g that decreases
with temperature and the other at lower q that increases with
temperature.”” These two peaks suggest the existence of two
local structural states of water with different tetrahedral orders,
but to date, their origin has not been elucidated.

Here, we introduce a new method to classify water
molecules into two local structural states that give rise to the
two peaks in f(q). Because the peak at higher g indicates a state

6706

52

with a higher tetrahedral order, the positions of the four
nearest neighbors are close to the vertices of a regular
tetrahedron (Figure 2b). We denote this state as the locally
tetrahedral (TH) state. The peak at lower g, on the other hand,
indicates a state with less tetrahedral order. Owing to the open
configuration in the TH-state, the second state involves an
additional water molecule at an interstitial site that makes the
liquid structure more tightly packed. We denote this state as
the locally distorted (DT) state (Figure 2c). For a molecule in
the DT-state, as the newly added molecule may become one of
the four nearest neighbors, greater tetrahedral order may be
found when the fifth nearest neighbor is taken into account.
Therefore, we consider a generalized tetrahedral orientational
order parameter g to be given by the maximum value of g for
any 4 out of the S nearest neighbors (see the Supporting
Information for a detailed description):

3 1Y
1—gz cosu/jk-f-g

jk

= max
qs any 4 out of

S nearest

neighbors ( 2)

where the summation runs over all pairs jk among the 4 chosen
neighbors. A comparison between g and g5 allows us to
distinguish the two local structural states. In the TH state, the
4 nearest neighbors give the maximal tetrahedral order, and
thus g5 = g. In contrast, in the DT state, the maximal
tetrahedral order arises when the fifth nearest neighbor is
considered, and thus g5 > g. With this rule distinguishing the
two underlying states, the two closely spaced peaks in f(q)
(Figure 2a) are decoupled. In view of the simplicity of this
classifying rule, the decoupling of the two states is considered
effective, despite a slight shoulder peak that can still be
discerned in the distribution of the DT state. Additional
simulations based on the TIP4P-FB water model®® support the
two-state behavior observed in the SWM4-NDP model (see
the Supporting Information). While there have been attempts
to elucidate the two-state nature of water,”" > to the best
of our knowledge, this is the first rule that allows one to classify
water molecules into two states without introducing ad hoc
cutoff values or fitting parameters.

Connected TH-state molecules can form a long-ranged
hydrogen-bond network, consistent with the LDL liquid
structure as a large tetrahedral network featuring strong
cooperativity.27 In contrast, such cooperativity is much weaker
in the HDL motif formed by the DT-state molecules, in which
the hydrogen bond network is less structured and shorter-
ranged. Because of the two-state nature of the hydrogen-bond
network, there is necessarily a geometric percolation transition
that is not thermodynamic in origin. Although the two motifs
interpenetrate with each other, the network formed by TH-
state molecules is long-ranged and is consequential for
transport properties on a larger length scale. It should be
noted that the TH-state defined here is not ec;uivalent to the
low-density state that is defined elsewhere,”*** and the
connection between different two-state classifications is a
subject of future work.

With nanoparticles of different sizes, the difference between
T, values of smaller and bigger nanocrystals is, in all the pH
range tested, around 3 K (Figure lc), suggesting a drastic
change in the length scale of the LDL motif around T,
(Supplementary Figure S11). This suggests that the fluctua-
tions of LDL motifs become correlated and grow in spatial

https://dx.doi.org/10.1021/acs jpclett.0c02147
J. Phys. Chem. Lett. 2020, 11, 6704—6711
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Figure 3. Brownian velocity of the upconverting nanocrystals versus liquid water structural data. (a) Temperature dependence of the square of the
instantaneous Brownian velocity of the 24 nm nanocrystals in water suspension. The straight lines are the best fit to the experimental data (r* >
0.989 and correlation coefficients in Supplementary Table S7). (b) Simulated and experimental data on the positions of the first maximum (r,) and
second maximum (r,) in the O—O pair distribution function. The open circles and squares depict high-energy X-ray diffraction data and the solid
circles and squares result from the MD simulations of the SWM4-NDP water model, adapted (without error bars) from ref 23 (points below 300 K
are not displayed). Copyright 2014. AIP Publishing. The straight lines are the best fit to the diffraction and simulation data (correlation coefficients
in Supplementary Table S6). (c) Fraction of molecules in the TH-state, xry, computed from MD simulations of SWM4-NDP water model. (d)
Estimated probability for finding an LDL motif spanning the size of a 24 nm nanocrystal, where a strong crossover from 1 to 0 is observed at
around 330 K. The dashed lines indicate the crossover temperature observed in the instantaneous Brownian velocity of 24 nm nanocrystals.

extent below T, >** and this could be due to the underlying
percolation transition such that the LDL motif formed by TH-
state molecules becomes percolated below T, While liquid
water has been known to be a large cluster of connected
hydrogen-bonded network,**~*” here, we are concerned with
the more tetrahedrally structured network formed by TH-state
molecules. Although individual hydrogen bonds in the network
have short lifetime, they are likely to reform because of the
favorable tetrahedral geometry. Therefore, the network formed
by TH-state molecules would be more cooperative over a
longer range and more persistent. Moreover, it should be
noted that the LDL motifs cannot be thought of as density
heterogeneities measured by small-angle X-ray scattering
(SAXS) measurements (dimensions of the order of 1 nm at
ambient conditions).'***** The LDL motifs are formed by a
tetrahedral (ice-like) network of TH-state molecules with
many empty pockets between for the less-ordered, shorter-
ranged HDL water network (dominant in ambient conditions)
and thus are larger than the density heterogeneities measured
by SAXS measurements (regions occupied by TH-state
molecules exclusively). Upon computing the fraction of TH-
state molecules (Figure 3c), xry, we notice that the fraction at
T. ~ 330 K is close to the site percolation threshold for a
diamond lattice, X gizmond ~ 0.43.>° On the basis of molecular
configurations sampled in MD simulations, we estimate the
probability of finding an LDL motif spanning the size of the 24
nm nanoparticle and observe that this probability changes
rapidly from 1 to 0 around T (Figure 3d, calculation details in
the Supporting Information), consistent with the behavior of a
percolation transition.

Because of this transition, there is a swift crossover in many
water properties. Below T, LDL motifs span the liquid,
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increasing the structural fluctuation between the two classes of
H-bond networks. Above T, LDL structures are short-ranged
such that water behaves like a simple liquid. An example of the
swift crossover has been observed in the position of the second
maximum of O—O pair distribution function as a function of
temperature obtained through high-energy X-ray-scattering
measurements”™> and our MD simulations. While the position
of the first maximum (r,) increases linearly with temperature,
the second maximum (r,) exhibits a bilinear behavior with a
crossover at T at around 330 K (Figure 3b). The agreement
between X-ray diffraction and the simulation is remarkably
close given that no simulation model exactly reproduces real
water. The agreement between the T, values of our experiment
and of the v’(T) and r,(T) is also remarkable.

In a further set of experiments, we measured the
temperature dependence of the Brownian velocity of colloidal
nanocrystals in the water at pH values in the range of 2.70—
8.50, as illustrated in Figure 1b. Notably, for both NaYF,:Yb/
Er@NaYF, and NaYF,:Lu/Yb/Er nanocrystals, whereas for T
> T, the rate of increase of the Brownian velocity with
temperature is independent of the nanofluid’s pH, for T < T,
that rate changes with the pH in such a way that the Brownian
velocity increases with decreasing pH (Figure 1b). Further-
more, T, increases with decreasing pH (Figure 1c), suggesting
H;0" increases the size of the LDL motif because its oxygen
atom is sp>-hybridized and, thus, geometrically similar to TH-
state water molecules. However, the observed increase of the
Brownian velocity with decreasing pH for T < T, suggests that
H;0" destabilizes the hydrogen-bond network in the LDL
motif, making the network motion less cooperative.

Using a two-plate thermal diffusion model, we can accurately
describe our measured instantaneous Brownian velocity with

https://dx.doi.org/10.1021/acs jpclett.0c02147
J. Phys. Chem. Lett. 2020, 11, 6704—6711
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thermal diffusion (see Supporting Information). The two-plate
model predicts a linear trend of £, versus «; in Figure S3 and
shows a linear relationship between thermal diffusivity and the
predicted velocity (Supplementary Figures S15—S18). Extrap-
olating this relation using the thermal diffusivity for pure
water,”' > we predict the thermal diffusivity for the 24 nm
nanoparticles suspended in water to be enhanced more than
two times, as compared to that of pure water in the same
temperature range (Figure 1d). Though this large enhance-
ment is a prediction based on thermal modeling, it is within the
range of enhancements observed experimentally in some
nanofluids.**** Tt is worth noting that our numerical model
highlights the fact that the temperature detected by
luminescence nanocrystals obeys macroscopic thermal trans-
port. However, to understand the exact nature of the Brownian
motion at nonequilibrium conditions, comprehensive models
accounting for nanoconvection and other nanoscale effects are
required. Additionally, effects of ions and the surface water
structure on nanoparticles may be considered in a more
comprehensive model of the system.

Using suspended nanocrystals as rulers, we have been able to
detect a crossover temperature in the nanoparticle’s instanta-
neous Brownian velocity in water, at which temperature the
size of the nanoparticle and the LDL motif are comparable.
This rapid change of the size of the LDL motif at around 330
K is a result of an underlying percolation transition. Because
the long-range hydrogen-bond network in LDL motif is the key
to decipher the behavior of water,>® understanding the
temperature dependence of its length scale will provide insight
into the properties as well as the mechanisms, functions, and
roles of water, for instance, in influencing the stability of
proteins®”** and how they are denatured at temperatures close
to the T value reported. Beyond the properties of water, the
experimental technique of upconversion thermometry of
suspended Brownian nanocrystals also has broader significance
for probing interactions in fluids, for example, in the physics of
the glass transition, where the cooperatively rearranging region
in the glassy liquid is the central concept.””

B METHODS

General Description. We prepared luminescent nanofluids
containing NaYF,:Yb/Er@NaYF, and NaYF,:Lu/Yb/Er up-
conversion nanocrystals of different sizes (24 and 106 nm in
diameter, respectively) dispersed in water, cyclohexene, and
toluene with volume fractions (¢b) of 0.085% and 0.066%, for
the smaller and bigger nanocrystals, respectively (Supplemen-
tary Figures S1 and S2 and Tables S1 and S2). For distinct
initial equilibrium temperatures (ranging between 300 and 355
K), we heated the nanofluids and recorded their time-
dependent emission spectra upon 980 nm excitation in
different fixed positions along the xx direction (x; = 0.2—0.9
cm, i = 1—6, Supplementary Figures S3 and S4). For each time
instance, the absolute temperature (T) is calculated through
the intensity ratio (the thermometric parameter A) between
the *H,,,, = *I;5/, (Iy, 510—535 nm) and *S,,, — “I;5,, (I,
535—565 nm) Er** emission bands, as

1 1 k(A

== Bl =

T T, AE |A, (3)
where A, is the thermometric parameter at a reference

temperature T, kg the Boltzmann constant, and AE the energy
gap between the *Hj; /, and *S;, levels. The AE and A, values
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are determined independently by taking into account the
barycenter of the *H;;,, (~525 nm), *S;/, (~545 nm), and
*I,5/, energy levels and from the dependence with the laser
excitation power of the thermometric parameter, respectively
(Supplementary Figures SS and S6). The thermometric
parameter A = Iy/Is increases with rising temperature,”®
because the relative population of the *H,,/, and *S;,, levels
are in thermal equilibrium, following the Boltzmann’s
distribution.?® In Supplementary Figures S3a,b and S4
(where T is expressed as a reduced temperature, Supporting
Information), a critical time ty; is determined from the onset of
change in the Er** upconversion induced by the temperature
variation, and the slope of the line plot between x; and ¢y gives
the instantaneous Brownian velocity v of the suspended
upconverting nanocrystals”® (Supplementary Figure 3c,d). The
critical time ty; is determined from the onset of the temperature
variation (Supplementary Figures 3 and 4) and the slope of the
line plot between «; and ty; gives the instantaneous Brownian
velocity v of the suspended NaYF,:Yb/Er@NaYF, and
NaYF,:Lu/Yb/Er upconversion nanocrystals (see ref 26 for
details). For each fixed position x;, we observe a marked
decrease of t; with rising initial equilibrium temperature of the
nanofluid (Supplementary Figure 3c,d for the illustrative
example x; = 0.8 X 1072 m).

Preparation of Upconversion Nanocrystals. NaYF,:Yb/Er(18/
2%)@NaYF, (average diameter 24 nm) and NaYF,:Lu/Yb/Er
(50/18/2%) (average diameter 106 nm) nanocrystals were
synthesized by a standard coprecipitation or modified
hydrothermal method according to ref 60. Further exper-
imental details are available in the Supporting Information.

Operating Procedure for Temperature Mapping. In a typical
experiment, a Thorlabs quartz cuvette (CV10Q1400) was used
as the container and filled with 0.50 mL of nanofluid at an
initial temperature between 300 and 35S K. For water
suspensions, the pH ranges from 2.70 to 8.50 (#0.01). The
nanofluid’s temperature is further increased through the Joule
effect using a Kapton thermofoil heater (Minco) in thermal
contact with one side of the cuvette. The initial temperature of
the nanofluids was measured by an immersed thermocouple
(1620-20147, VWR) with an accuracy of 0.1 K, according to
the manufacturer. Temperature increments of 10 and 15 K
were generated corresponding to a heat flux transferred to the
nanofluid (Q) of 4.64 X 10* and 6.96 X 10* W-m™?
respectively. A continuous-wave (CW) laser diode (980 nm,
0.5 W), positioned next to the container, is focused through an
optical lens (7.5 cm focal distance) and is controlled by a
moving stage with a minimum step of 0.001 mm. Under 980
nm excitation, the nanocrystals’ upconversion emission is
collected by a collimating lens (74-UV, Ocean Optics), and the
signals are subsequently guided to the detector (Maya 2000
Pro, Ocean Optics) through a QP450-1-XSR optical fiber
(Ocean Optics). The signals were denoised through the DWT
procedure. Further experimental details and experimental data
treatments are available in the Supporting Information.

Molecular Dynamics Simulation of Water. Molecular dynamics
simulation for the polarizable SWM4-NDP water model®* was
carried out using an extended Lagrangian dynamics with a
dual-Langevin thermostat®" with the OpenMM package.®” At
each temperature, the size of the cubic simulation box was set
such that the density of water molecules in the simulation box
matched the density of water at atmospheric pressure
(Supplementary Table S6). Periodic boundary conditions are
applied. For the dual-Langevin thermostat, the friction

https://dx.doi.org/10.1021/acs jpclett.0c02147
J. Phys. Chem. Lett. 2020, 11, 6704—6711
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coefficients for the center-of-mass and for the internal Drude-
pair degrees of freedom were 20 ps™' and 1 ps™', respectively,
and the temperature set for the internal Drude-pair was 1 K.
The time step for the integration was 1 fs. For each randomly
generated initial configuration, the system was first annealed
from 373.15 K to the desired temperature in 100 equal-interval
temperature steps and 1 ps per step, followed by equilibration
at the desired temperature for 1 ns. Then, the configuration
state of the water was sampled every 10 ps for 70 ns. The
sampling was repeated independently for 8 times for each
system size and temperature.
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S1 Materials and Methods

S$1.1 Synthesis and characterization

Synthesis
Materials. Yttrium(lll) acetate hydrate (99.9%), ytterbium(lll) acetate hydrate (99.9%),

erbium(lll) acetate hydrate (99.9%), lutetium(lll) acetate hydrate (99.9%), sodium hydroxide

(> 98%), ammonium fluoride (> 98%), 1-octadecene (90%), and oleic acid (90%) were all

purchased from Sigma-Aldrich and used as received unless otherwise noted.

Synthesis of NaYF4:Yb/Er(18/2%)@NaYF4 core-shell nanoparticles (24 nm)

The synthesis procedure was reported previously in Ref. 1.

Synthesis of ligand-free NaYF4:Yb/Er(18/2%)@NaYFs4+ core-shell nanoparticles.
Ligand-free nanoparticles were obtained by a modified literature procedure®. Typically, the
oleic acid-capped core-shell nanoparticles were dispersed in a solution containing ethanol
(1 mL) and hydrochloric acid (1 mL; 1 M) and ultrasonicated to remove the oleic acid. The
resulting ligand-free nanoparticles were collected by centrifugation at 16,500 rpm for 20 min,

washed with ethanol and redispersed in deionized water (pH = 4.60+0.01).

Synthesis of ligand-free NaYF4:Lu/Yb/Er (50/18/2%) nanoparticles (106 nm)

The fabrication of ligand-free NaYF4:Lu/Yb/Er nanoparticles followed the same procedure
adopted for the NaYF4:Yb/Er@NaYF4 core-shell nanoparticles. In a typical procedure, 2 mL
aqueous solution of Ln(CH3COz2)s (0.2 M, Ln = Lu, Y, Yb, and Er) was added to a 50 mL
flask containing 3 mL of oleic acid and 7 mL of 1-octadecene. The mixture was heated to
150 °C for 1 h. After cooling down to 50 °C, a methanol solution (6 mL) containing NH4F (1.6
mmol) and NaOH (1 mmol) was added under stirring for 30 min. After removal of methanol
by evaporation, the solution was heated to 290 °C under argon for 3 h and then cooled down
to room temperature. The resulting nanoparticles were washed with ethanol several times

and re-dispersed in 4mL of cyclohexane.

Preparation of luminescent nanofluids. NaYF4:Yb/Er@NaYF4 core-shell nanoparticles
(24 nm) were dispersed in water, cyclohexene, and toluene, whereas NaYF4:Lu/Yb/Er
nanoparticles (106 nm) were dispersed in water according to a literature procedure’ (Table
S1).
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Materials characterization

Electron microscopy. Transmission electron microscopy (TEM, Figure S2a,b)
measurements were carried out on a JEOL-JEM 2100F field-emission transmission electron

microscope operated at an acceleration voltage of 200 kV.

pH measurements. The pH of the suspensions was measured with a portable pH meter
(pH 330i, WTW, Germany) coupled to a combination electrode (Sentek, UK). Two-Point
calibration of the pH meter was made using two buffer solutions with pH=4.0 and 7.0 (Sigma
Aldrich). Aqueous suspensions of NaYF4:Yb/Er@NaYF4+ and NaYF4:Lu/Yb/Er nanoparticles
(0.30 mL, 25 mg/mL) were separately dispersed in distilled water (1.70 mL, pH=5.40+0.01)
and the pH of the suspensions were measured as 5.10+0.01 and 5.20+0.01, respectively.
The pH of the suspension containing NaYF4:Lu/Yb/Er nanoparticles was further changed
using HCI (0.5 M) and NaOH (0.5 M) aqueous solutions. First, the pH of distilled water (4
mL) was adjusted to 2.60 using a few drops of the HCI solution. Then, an aqueous
suspension of the nanoparticles (0.30 mL, 25 mg/mL) was dispersed in the above solution
(1.70 mL) under sonication, and the final pH of the suspension is 2.70+0.01. Nanoparticles’
aqueous suspensions with pH = 6.30+0.01 and 8.50+0.01 were prepared by adding drops
of the NaOH solution to the distilled water. The mass of the nanoparticles in each
suspension was 3.75 mg/mL, and the volume fraction was unchanged. The pH

measurements were carried out at 20 °C for all luminescent nanofluids.

Dynamic light scattering and Zeta potential. Dynamic light scattering (DLS) and zeta
potential (Figure S2c-f) measurements were carried out at 298 K using a Malvern Zetasizer
Nano series instrument, Nano-ZS (Red badge operating with a 632.8 nm laser, Model
ZEN3600, UK). A folded capillary cell (Malvern instruments, DTS1070) was used for both
the DLS and Zeta potential measurements. For each point, three measurements with ten
scans were carried out, and their average values were reported. For each point, three
measurements with ten scans were carried out, and their average values were reported.
The pH-dependent zeta-potential results shown in Figure S7 indicate a stable colloidal
system in almost all the studied range (|{|225 mV)2. Moreover, the pH dependence is similar
to that reported before for Er3*/Yb3* codoped NaYFs nanoparticles (mean particle size of
~25 nm)3,

S1.2 Experimental setup for temperature measurements
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The schematic experimental setup was presented in Figure S1. The scanning position of a
CW infrared laser diode (980 nm) was controlled by a moving stage with a minimum step of
0.001 mm. In our study, a ThorLabs quartz cuvette (CV10Q1400) was used as the container
and filled with 0.50 mL of a nanofluid. Table S1 summarizes the mass concentration and
volume fraction of the different nanofluids used in this work. The temperature is increased
at one side of the cuvette by thermal contact with a Kapton thermofoil heater (Minco)
mounted in a Cu holder and coupled to a temperature controller (IES-RD31). The
temperature controller is equipped with a Barnant thermocouple 100 (model 600-2820,
sensitivity 0.1 K). The maximum heat flux from the Kapton thermofoil heater is computed by
measuring the variation in the temperature of the Cu holder. Note that the heat capacity of
the holder, Cp, is calculated as C;, = m,C, = 8.1 ]- K1, where my=21x10- kg is the mass
of the holder and ¢.=386 J-kg'-K-! is the specific heat of Cu. Using the temperature increase
rate AT /At for the temperature increments of 10 and 15 K, 0.16 and 0.24 K-s™', respectively
(measured by the holder-embedded Barnant thermocouple), the corresponding heating
power values P = C,AT /At are 1.30 and 1.95 W, respectively. Taking the ratio of the heating
power to the cuvette’s contact area (28 mm?), the maximum heat flow transferred to the
nanofluid suspension Q is 4.63x10* and 6.95x10* W-m- for temperature increments of 10

and 15 K, respectively.

The detection system consists of a collimating lens (74-UV, Ocean Optics) and a USB-
portable spectrometer (Maya 2000 Pro, Ocean Optics), connected by a QP450-1-XSR
optical fiber (Ocean Optics). The spectrometer is controlled by a homemade MatLab®
graphical user interface to real-time acquisition and pre-processing of the emission spectra
with controllable integration window and boxcar. The baseline of the emission spectra of the
luminescent nanofluids was removed, and the integrated areas of the Er®* 2H112—%l1512 (4,
510-535 nm) and “Ss2—*l1s2 (Is, 535-565 nm) transitions were computed. The
thermometric parameter 4 is computed for each recorded emission spectrum using the /y
and /s integrated areas. In all dynamic temperature measurements, the boxcar is maintained

constant at one pixel (0.5 nm) and the integration time is set to 0.250 s.
S$1.3 Thermometer calibration, relative thermal sensitivity and temperature

uncertainty

The reduced temperature 4(t) is computed by:
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T(t) =T,
o) = 2L (s1)

where T(t), Ti and Tmax are the instantaneous, initial and maximum temperature,

respectively. Notice that T(?) is determined through Eq. 3 of the manuscript.

The relative thermal sensitivity (Sr) is written as:
1|0A
N S2
Sr A |(7‘T (S2)
and the temperature uncertainty (o7) as:
0T = —— (S3)

The corresponding maximum relative thermal sensitivity and minimum temperature
uncertainty are 1.13+£0.02 %K ' and 0.1 K (NaYF4:Yb/Er@NaYFs) and 1.12+0.02 %-K™’
and 0.1 K (NaYFa4:Lu/Yb/Er).

S1.4 Signal denoising using the DWT method and critical onset time determination

We adopt a nonlinear noise reduction method, presented by Lang et al.#, that uses the
discrete wavelet transforms (DWT) that significantly improve the noise reduction, compared
to the original wavelet-based approach® 6. The intensity ratio denoising was implemented
using a MatLab® routine that /) imports the as-measured intensity ratio, /i) converts the
intensity ratio into temperature using Eq. S1, jii) calculates the reduced temperature using
Eq. S2, iv) applies the DWT denoising procedure to generate a denoised reduced
temperature (threshold parameter: 15, 5 stages) and v) computes the noise as the difference
between the measured and the denoised reduced temperature. The histogram of the noise
values was computed for all the denoised curves, following invariantly a Gaussian profile
(r*>0.980) centered at zero. Figure S8 shows an illustrative example. We conclude that the
noise corresponds to an additive white Gaussian signal, thus validating the use of the DWT

denoising procedure® .
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The denoised intensity ratio was used to compute the critical onset time (foi). The routine
marks foi as the time instant in which the denoised signal change is higher than the standard

deviation of the noise (extracted from the histograms of the noise values).
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S1.5 The crossover temperature

The crossover temperature, Tc, corresponds to the temperature of the intersection of the
two straight lines representing the temperature dependence of the instantaneous ballistic
Brownian velocity of the 24 and 106 nm upconverting nanoparticles between 300 to 355 K.
A MatLab routine was designed to calculate all the possible combinations of two straight
lines that fit the bilinear pattern in the mentioned temperature range, and to determine the
best fit maximizing the product of the squared correlation coefficients of each line. The

uncertainty, AT, is given by:
AT, = — (S4)

where g, and s are the standard error of the estimate and the slope of the linear regime for

T>T, respectively, being the estimate calculated through:

_ /Z(v—v’)z S5
ol = N 3 (S5)

where v and v' are the measured and the fitted values of the Brownian velocity,
respectively, and N is the number of data points for T>Tc. A scheme illustrating the

determination of Tcx AT. is presented in Figure S9.

S$1.6 Temperature dependence of the instantaneous Brownian velocity of the
nanocrystals

We repeated the procedure to determine the instantaneous Brownian velocity of the
nanocrystals in several heating/cooling cycles generated in different days using distinct heat
flows transferred to the nanofluid suspension (Q = 4.63x10* and Q = 6.95x10* W-m),
observing systematically the same velocity values. The instantaneous Brownian velocity of
the 24 nm nanoparticles in water (pH = 5.10+£0.01) measured during three consecutive
heating cycles between 303 and 343 K at Q = 6.95x10* W-m2is shown in Figure S10.

S$1.7 Modeling the thermal transport

Brites et al." demonstrated that the experimentally measured temperature onset does not

obey a semi-infinite conduction model. As the experiment involves thermal excitation and

measures a macroscopic temperature rise of the nanofluids, it is of interest to further
8
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examine the heat transport physics of the experiment. First, we point out that convection in
steady-state thermal measurements of fluids leads to the agreement with Newton's law of
cooling®. However, the semi-infinite model based purely on conduction agrees well with the
equivalent natural convection models’ at the initial stage of the transport. Thus, we can
assume the use of a pure conduction model is valid in determining the onset time in Figure
S3 and Figure S4.

Here, we use a double parallel plate conduction model® to mimic the heat transport in our
nanofluids experiment. As shown in Figure S15, the model assumes two infinitely large
parallel plates separated by L = 1 cm (same as in the experiment). One plate is held at a
temperature Ty, = T;, + AT (where AT =9, 21, and 25 K) and the other plate is held at T}.. The
liquid is assumed to be pure water at the temperature T, for the initial condition at t = 0. The
solution to the one-dimensional heat conduction with the two-plate boundary condition and

constant T;, under initial condition is®:

x 2xoTycosnt—T, nmx _an’r’t
T(x,t) =T, T—T——E i e
(x,t) =T, + (T, L)L+n 1 " sin——e
n=

(S6)

[oe)

. nmx _en’m’t] — cosnm
+27T, ) sin——e T —0——

nm
n=1

Figure S16a-c, show examples of temperature rise at x = 0.2 cm for AT=9 K. For a different
temperature gradient Ty, — T}, across the two plates, AT = 21 K (Figure S17a-c) and AT = 25
K (Figure S18a-c), T(x, t) reaches a different temperature after 100 seconds. However, the
maximum of the second-order derivative of Eq.S6 as a function of time occurs at the same
position for all three T}, — T}, values. We have used, thus, the maximum of the second-order
derivative as the criterion to determine the onset time t,; for each x; position Figure S16b.
Figure S17b and Figure S18b show the normalized temperature versus time and position
using Eq.S6, mimicking Figure S3a-d and Figure S4a,b. The onset position versus time
follows a linear trend. There are differences between the figures because Eq. S6 does not
necessarily have the same boundary and initial conditions of the experiment. For instance,
there is still a finite rise time of the water temperature at x=0, but this is not the case in the
model. As already mentioned, this model does not consider the presence of convective
effects, but the short time behaviour is almost the same with and without convection. In the

Supplementary Information of Brites et al.’, a one-dimensional conduction model is used
9
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and a linear trend of position versus time cannot be obtained. Furthermore, the
instantaneous velocity is independent of the temperature gradient T}, — T}, across the entire
cuvette. Figure S16a-c shows a temperature rise for three different values of T}, — T,
(inducing a different final equilibrium temperature). However, the second-order derivative
maximum is independent of T;, — T;.. This maximum recorded for each position x; follows an
approximately linear trend in Figure S16c, Figure S17c, and Figure S18c and a linear fit
yields the instantaneous velocity. This velocity describes the motion of the interface between
the hot and cold regions, where mixing due to the Brownian motion of the nanoparticles’

occurs in the nanofluid.

A linear relationship is obtained between the instantaneous velocity of the nanoparticles v
versus the thermal diffusivity of pure water a over the temperature range 0-100 °C, as
shown in Figure S16d, Figure S17d, and Figure S18d. The data for the thermal diffusivity of
pure water is derived from Refs. ®''. This linear relationship allows us to write v = m «a,
where m = 1.61 m™ and, the intercept is zero. There is no difference between the values of
m obtained from the linear fit in Figure S16d, Figure S17d, and Figure S18d. With this linear
relation, effective thermal diffusivity of the nanoparticle-water mixture can be obtained
through linear interpolation, and the data for the enhancement factor compared to pure water
(see Figure 2d of the manuscript).

S$1.8 Molecular dynamics simulation of SWM4-NDP water model
We carry out molecular dynamics simulations for the polarizable SWM4-NDP water model|'?
using an extended Lagrangian dynamics with a dual-Langevin thermostat'’® with the
OpenMM package'. At each temperature, the size of the cubic simulation box is set such
that the density of water molecules in the simulation box matches the density of water at
atmospheric pressure (Table S5), with periodic boundary condition applied to the simulation
box. For the dual-Langevin thermostat, the friction coefficients for the center-of-mass and
for the internal Drude-pair degrees of freedom are 20 ps™'and 1 ps™', respectively, and the
temperature set for the internal Drude-pair is 1 K. The time step for the integration is 1 fs.
For each randomly generated initial configuration, the system is first annealed from 373.15
K to the desired temperature in 100 equal-interval temperature steps and 1 ps per step,
followed by equilibration at the desired temperature for 1 ns. Then, the configuration state
of the water is sampled every 10 ps for 70 ns. The sampling is repeated independently for
8 times for each system size (512 molecules, 768 molecules, and 1024 molecules) and
temperature (5 K intervals from 303.15 K to 363.15 K). Thus, for each system size, a total
10
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of 56000 configuration states are sampled. Molecular dynamics simulation results shown in
the main text are based on the system with 1024 molecules, and the effects of the finite size

of the simulation results are shown in Figure S20 and Figure S21.

S$1.9 Computation of orientational order parameters q and gs

We hereby provide a rigorous mathematical definition for the orientational order parameters
g and gsin Egs. (1) and (2) in the main text. For a water molecule in consideration, let indices
i=1 to 5 denote the first to the fifth nearest neighbor, where the distance between any two
water molecules is the distance between the centers of their oxygen atoms. Let us define a

function Q; ; ;. , for the water molecule to be:

2 2 2 1 2

<cos Y+ %) + (cos Y + %) + <cos Yy + %) + (cos Y + §>

3
Qijri =1— 3
(S7)

2

 (cost+3) + (cos i + g)z ]

where ¥, denotes the angle extended from the oxygen atom of the molecule considered

to the oxygen atoms of at" and B neighbors. It is easy to see that the definition of the

orientational parameter q is simply:

q= Q1234 (S8)

Similarly, the orientational parameter g5 in Eq. (2) in the main text can be equivalently written

as:

qs = max(Q1234,01235 01245 Q1,345 2345 ) (S9)

S$1.10 Peak maxima r1 and r2 of O-O pair distribution function

The O-O pair distribution function g(r) is calculated with the Python mdtraj package'®, with
a bin width of 0.005 A. The pair distribution function at various temperature is plotted in
Figure S19a, for the simulation with 1024 water molecules. The peak maxima of r; and r2

N2
are obtained by the least-squares fitting to a Gaussian function a exp [— (%) + d], where

a, b, ¢, and d are fitting parameters, to the sampled g(r) in the ranges 2.75 A<ri< 2.78 A and
4.1 A<r<4.9 A, respectively. The Gaussian fitted curves are shown in Figure S19b and
11
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Figure S19c. The peak maxima are given by the value of b in each fit. The use of Gaussian

function in the fitting is the same as the procedure in Skinner et al.’6.

The bilinear trend in r, revealed by our simulation has not been observed in the simulations
of Skinner et al.’®. We note that the use of the nonpolarizable TIP4P/2005 model in their
simulations might have overestimated the hydrogen-bond strength at higher temperatures.
Here, we employ a polarizable model that captures more realistically the temperature

dependence of the hydrogen-bond network'”.

S$1.10 Molecular dynamics simulation using TIP4P-FB water model

To show that features observed in our simulation are not specific to the model chosen, we
carried out molecular dynamics simulations for the nonpolarizable TIP4P-FB water model '@
using an extended Lagrangian dynamics with a Langevin thermostat with the OpenMM
package'*. At each temperature, the size of the cubic simulation box is set such that the
density of water molecules in the simulation box matches the density of water at atmospheric
pressure (Table S5). For the Langevin thermostat, the friction coefficients for the center-of-
mass is 20 ps-'. The time step for the integration is 1 fs. For each randomly generated initial
configuration, the system is first annealed from 373.15 K to the desired temperature in 100
equal-interval temperature steps and 1 ps per step, followed by equilibration at the desired
temperature for 1 ns. Then, the configuration state of the water is sampled every 10 ps for
9 ns. The sample size is 1024 molecules at temperatures 303.15 K, 333.15 K, 363.15 K.
The simulation results are shown in Figure S21 and Figure S22.

S2 Supplementary Text

S2.1 Estimation of the probability of finding a cooperative region around the
nanopatrticle

In this section, we estimate the extensiveness of the hydrogen bond network based on the

decomposition of molecules into the two local configuration states. For every molecule in

each configuration state from the MD simulations, the molecule can be classified into the

TH-state of the DT-state by comparing its values of g and gs.

Then, we identify connected clusters of TH-state molecules linked in a hydrogen-bonding
network in a low-density-liquid (LDL) motif. Two molecules are connected in the same LDL
motif if both are in TH-state, and one is among the four nearest neighbors of the other. For

water at ambient conditions, the individual hydrogen bonds may instantaneously break or
12
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form due to thermal fluctuations. Despite this, the long-ranged tetrahedral network may
survive at a longer timescale because the hydrogen bonds in a large network do not all
break down simultaneously. In addition, through sampling with molecular dynamics
simulations, we have also taken into account thermal fluctuations at the individual molecule

level within the network.

An LDL motif connecting the left and the right border, the top and the bottom border, and
the front and the back border is called a spanning cluster (under periodic boundary condition,
as in our simulation, the boundary points need to be neighbors as well to form a spanning
cluster). For each configuration state, we determine whether a spanning LDL motif is found.
Our definition of a spanning cluster is stricter than the percolated cluster studied in most
literature of percolation transition. Usually, a percolated cluster is defined as one that
connects the left and the right border, the top and the bottom border, or the front and the
back border, i.e., only one of the dimensions needs to be connected. However, in our work,
since we are interested in motifs that span in all three dimensions, we require a spanning

cluster to be connecting the borders in all three dimensions.

Based on the configuration states sampled from the molecular dynamics simulations at any
particular temperature, we can compute pg,an(simutation box). the probability of finding a
spanning cluster in the simulation box, being the fraction of instances where the

configuration state has a spanning cluster.

To estimate the probability of finding an LDL cluster that spans a bigger volume, let us first
consider a n X n X n cubic array of simulation boxes. If an LDL cluster is to span the whole
volume, then each of the simulation boxes in the cubic array has to be spanned by the

cluster. This occurs with probability given by

nxnxn

(S10)

Pspan = (pspan(simulation box))

For a general cubic region with length L > Lgiuation boxs WNere Lgimuiation box 1S the side
length of the simulation box, the probability of finding a spanning LDL cluster can be
obtained from a generalization of Eq. S10 as

L 3
Pspan(V) ~ (pspan(simulation box))(LSimulation box) (S11)

13
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Applying Eg. S11 to the volume of the nanoparticles L = d, where d is the diameter of the
nanoparticles, we can estimate the probability ps,,, of finding an LDL cluster spanning the
size of the nanoparticles. The result for 24 nm nanoparticles is plotted in Figure 3D of the
main text. However, to accurately estimate the pg,,, for a 106 nm nanoparticle, a higher
accuracy for pspan(simutation box) 18 N€€ded, and that requires at least 108 configuration states
sampled for simulations with 1024 water molecules. The 106 nm nanoparticle has a volume
of 40,000 times of the simulation box with 1024 water molecules. If we are to have 25
independent samples for each of the 40,000 simulation boxes, this tallies to 10°
configuration states. This is well beyond the computation power available for the current

study.

14
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S$2.2 The effective mass
In this section, we consider the effective mass of the nanoparticles by analyzing the transport
of the liquid in the immediate vicinity of the nanopatrticles. In particular, we consider both the

fluid that moves with the nanoparticle cooperatively.

First, to understand the hydrodynamic regime of the nanoparticle movement, we compute
the Schmidt number Sc = v/D of the nanofluid, where v is the kinematic viscosity of the fluid
and D is the diffusion coefficient of the nanoparticle. The diffusion coefficient can be further
estimated from the Stokes-Einstein-Sutherland formula D = kzT/6mna, where n is the
dynamical viscosity of the fluid and a is the radius of the nanoparticle. For the nanofluids
studied in this work, Sc ~10* —10° is much greater than unity. Since Sc > 1, the
nanoparticle is in the regime where the momentum transfer is more significant than mass
diffusion®. In this regime of Brownian transport, a vortex shell of thickness d develops

around the particle in Brownian motion™®.

Using a heuristic argument in the spirit to that discussed in Ref. 16, we may relate the
effective mass to the nanoparticle mass and the mass of surrounding fluids. We let m, be
the sum of the mass of the nanoparticle and of the fluid with which it moves cooperatively.
At time-scales shorter than the momentum transfer (nanoconvection time scale,
approximately 1012 s)!, the average speed is v, = \/kzT/m,, given by the equipartition
theorem. This speed is slowed down by hydrodynamic interactions with the fluid. At the time
scale t at which the energy of the Brownian motion propagates, the speed is determined by

the conservation of momentum:

my Vg

vV=——rT
(m0+mv)

(S12)

where m,, is the mass of the vortex shell developed during time 7. Combining Eq. S12 and

the equipartition theorem, we have:

(mo +my)?  m*
with the effective mass of the system given by m* = (m, + m,)?/ms,.
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For T>Tc, as the nanoparticle is not surrounded by the extended hydrogen network of the

LDL motif, we may set m, to the mass of the bare nanoparticle. Given the radius of the
nanoparticle a, the masses m, and m,, are %npNa3 and %npw[(a + d)3 — a?], respectively,

where py and p,, are respectively the densities of the nanoparticle and the water. From the
slope of the v? vs. T plot for T>Tc, we may estimate the thickness of the vortex shell from
Eq. S13. The slopes for the 24 nm nanoparticle at pH=5.10 and for the 106 nm nanoparticle
at pH=5.20 in water (Table S4) give a thickness of the vortex shell of aboutd = 1 x 1077 m.

As the kinematic viscosity does not change drastically from 7>Tc to T<Tc, we may assume
that the thicknesses of the vortex shell are the same in the whole temperature range

concerned because of d~+vvr.

At T<Tc, and since the nanoparticle is immersed within an extended hydrogen-bond
network, there is a non-negligible mass of fluid moving cooperatively with the nanoparticle.
In other words, the mass and the size of the nanoparticle are enlarged. Assuming the

thickness of the cooperatively-moving fluid b, the mass m, should now include this fluid, that

4

ismg = gnp,\,a3 + %npw[(a + b)? — a®]. The mass of the vortex shell generated outside the

cooperatively-moving fluid is m,, = grtpw[(a + b + d)® — (a + b)3]. Based on the slope of the

v? vs. T plot for T<Tc, together with the value of d calculated earlier, we may now compute
the thickness of the cooperatively-moving fluid. For the 24 nm nanoparticle at pH=5.10 and
for the 106 nm nanoparticle at pH=5.20 in water, the thicknesses of the cooperatively-
moving fluid are 1 x 107 m and 4 x 10~7 m, respectively. The values are different, but quite
close considering that the calculation is heuristic. The calculation corroborates with our
simulation observation that the size of the LDL motif grows rapidly at around Tc (Figure 3d
of the manuscript). Additionally, we note that the luminescent thermal probes described in
this work are hydrophilic ligand-free Ln3*-doped upconverting nanoparticles that are
stabilized in aqueous suspensions by electrostatic interactions. There is a double layer
structure formed on the nanoparticle surface, which can be quantified by measurements of
the zeta potential. Because of the electrostatic interactions, a layer of water “sticks” to the
nanoparticle surface. This layer of water should be considered as part of the nanoparticle
probe. As a result, what the bulk water see is a nanoparticle with a surface layer of water
and the property of the bulk water is not strongly disturbed by the probe. Therefore, it is
reasonable that the thickness of the cooperatively-moving fluid is much larger than the size
of the bare nanoparticles.
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We note that the hydrodynamic effects in this section concern the momentum and mass
transport of the fluid surrounding the nanoparticles. The regime of the liquid motion
influences the Brownian velocity of the nanoparticles, but should not be confused with the
regime of transport of the nanoparticles. The vortex shell that is only formed in the immediate
vicinity of the nanoparticles, but not in the entire nanofluid.
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S$2.3 Instantaneous Brownian velocity and thermal diffusivity

The diffusion of particles with at least one dimension lower than 1000 nm is treated as
Brownian motion. There is no principal distinction between diffusion and Brownian motion
since both denote the same thermal motion'®. Specifically, Brownian motion at different time
scales is defined relative to the linear momentum relaxation time (v, defined as the time
needed for the momentum to relax to 1/e of its initial value). Brownian motion is called
ballistic (in the limit t<<twm) or diffusive (in the limit t >>tm). Typical values of tmare ~0.1 ns

for nanoparticles of 25 nm in diameter.

Different from the methods based on analysis of the Brownian motion of a single
microparticle confined by a harmonic optical trap?°, the method described here determines
the changes in temperature by mapping luminescence profiles of the nanocrystals

suspended in a container.

The velocity obtained in this work corresponds to the instantaneous Brownian velocity of the
nanoparticles, as discussed in 2016". Briefly, the increase in temperature increases the
instantaneous Brownian velocity of the nanoparticles through nanoconvection at a timescale
1s~10712 s (the time required for a sound wave with a velocity 1s to travel a distance

equivalent to the radius a of the nanoparticle).

During the momentum relaxation time, the nanoparticles are in thermal equilibrium with the
solvent molecules, giving rise to changes in each particle’s instantaneous Brownian velocity.
In other words, as ts/tm ~1072, the thermalization occurs in a time period 100 times shorter
than the momentum relaxation, the temperature changes occur before the nanoparticles
enter the diffusive regime. In this sense, we denote the rate of temperature change in the

nanofluid container as the instantaneous Brownian velocity of the nanoparticles.

The linearity obtained between the thermal diffusivity of the nanofluid a and the
instantaneous Brownian velocity v of the nanoparticles in the dilute nanofluids (Figure
S$16D, Figure S17D, and Figure S18D) validates the measurement of Brownian velocity

through upconversion thermometry. In fact, as the thermal diffusivity is defined as:

a$=— (S14)
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where k is the thermal conductivity, p the specific mass and ¢, the specific heat of the
nanofluid, the linearity between a and v imply that the velocity of the nanoparticles must also

be linear to k. This observation is in agreement with the model postulated by Kumar et al.?":

— v +kp (S15)

where N is the mean number of nanoparticles per unit of volume, L is the mean free path of
the nanoparticle, v is the average particle velocity (corresponding to the Brownian velocity
either in the diffusive or in the ballistic regime), k is the thermal conductivity of the base

fluid and rs is the radius of the solvent molecule.
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S3 Supplementary Figures

’ 980 nm Laser

Optical Detector
Heater Fiber

Figure S1. Schematic of the measurement set-up used to record the temperature
profiles of the nanofluids. The laser diode is positioned on a precisely controlled moving
stage, allowing the nanofluid to be irradiated at different locations along the predesigned
path of the heat flux Q (xx direction). Subsequently, a collimating lens collects the

upconversion emission, and the optical signal is guided to a fiber-coupled detector.
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Figure S2. Particle size and zeta potential of the nanocrystals. (A) and (B) TEM images
of NaYF4«Yb/Er@NaYFs and NaYF4:Lu/Yb/Er, respectively. (C) and (D) TEM size
distribution of NaYF4Yb/Er@NaYFs+ and NaYFa4:Lu/Yb/Er, respectively. (E) and (F)
Hydrodynamic size distribution of NaYF4:Yb/Er@NaYF4 and NaYF4:Lu/Yb/Er nanoparticles,
in distilled water, pH=5.10+£0.01 and pH=5.20+£0.01, respectively. (G) and (H) Zeta potential
of NaYF4:Yb/Er@NaYF4 and NaYFa:Lu/Yb/Er in distilled water at the same pH values,
respectively. The lines are the best fits for the hydrodynamic and TEM size data (log-normal
distribution) and zeta potential (Gaussian distribution). The summary of the fitting results is
presented in Table S2.
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Figure S3. The time-dependent temperature profile of the water-based
NaYF4:Yb/Er@NaYFs4 and NaYF4:Lu/Yb/Er nanofluids. Keeping the distance to the
heating plane fixed at xi=0.8x1072 m the reduced temperature profiles of the 24 nm (A) and
106 nm (B) nanoparticles dispersed in water (pH=5.10+£0.01 and 5.20+0.01, respectively)
are recorded with respect to the elapsed time for distinct initial temperature values of the
nanofluids. Similar results are obtained for distinct xi positions. (C) and (D) Magnification of
the first 30 seconds of the time-dependent profiles of the 24 nm and 106 nm nanoparticles,
respectively. The shadowed area marks the critical time toi when the onset of the change in
the intensity ratio is observed due to temperature variation upon turning on the heater. The
critical time foi of the 24 nm and 106 nm nanoparticles depends on the nanofluids’ initial
temperature. (E) and (F) The corresponding linear correlation (2 >0.994) between xi and toi

for different nanofluids’ temperatures.

22

79



X (102

04L 8

0 5 10 15 20 25
ty (s)

g

Y

30 15 20 25
ty (5)

Figure S4. The time-dependent temperature profile of the water-based
NaYFa4:Yb/Er@NaYFs4 and NaYF4:Lu/Yb/Er nanofluids. (A) and (B) Reduced temperature

profile of the 24 nm and 106 nm nanoparticles dispersed in water (¢=0.085% and 0.066%,

respectively) at an initial temperature of 302 K and pH=5.10+£0.01 (smaller particles) and
303 K and 5.20%0.01 (bigger particles), as measured when the laser excitation is positioned
at different distances to the heating plane, xi, along the xx direction (Q=4.63x10* W-m™72).
The shadowed area marks the critical time foi when the onset of the change in the intensity
ratio is observed due to temperature variation upon turning on the heater. (C) and (D) The

corresponding linear correlation (2 >0.994) between xi and foi.
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Figure S5. Calibration curve of NaYF4:Yb/Er(18/2%)@NaYFs. (A) Barycenters of the
2H112—41152 and #Sazi2—*l15:2 transitions in the emission spectrum of the water suspension of
24 nm nanoparticles at 300 K. (B) Dependence of the parameter 4 on the laser power
density. The solid line is the best fit of experimental data to a straight line (2> 0.999) and
allows for the determination of 4p=0.2465 as the intercept corresponding to T0=300 K. (C)
Temperature computed from Eq. 3 of the manuscript (spectral temperature, y) versus
temperature reading from the immersed thermocouple (thermocouple temperature, x). The
straight line is a guide for the eyes and corresponds to y=x. The agreement between the
spectral and thermocouple temperatures is excellent. The horizontal and vertical error bars
stand for the experimental temperature uncertainty and the error in the determination of

spectral temperature based on the AE and Ap values, respectively.
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Figure S6. Calibration curve of NaYFa:Lu/Yb/Er (50/18/2%). (A) Barycenters of the
2H112—*1152 and #S32—*l15:2 transitions in the emission spectrum of the water suspension of
106 nm nanoparticles at 300 K. (B) Dependence of the parameter A on the laser power
density. The solid line is the best fit of experimental data to a straight line (2> 0.999) and
allows for the determination of 40=0.2431 as the intercept corresponding to T0=295 K. (C)
Temperature computed from Eq. 3 of the manuscript (spectral temperature, y) versus
temperature reading from the immersed thermocouple (thermocouple temperature, x). The
straight line is a guide for the eyes and corresponds to y=x. The agreement between the
spectral and thermocouple temperatures is excellent. The horizontal and vertical error bars
stand for the experimental temperature uncertainty and the error in the determination of

spectral temperature based on the AE and Ap values, respectively.
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Figure S7. pH dependence of the Zeta potential. (A) pH dependence of the Zeta potential
of the 106 nm nanoparticles in water. (B-l) Corresponding histograms of the Zeta potential
for each pH value. The lines are the best fits to the data potential using Gaussian

distributions.
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Figure S8. White Gaussian noise. (A) lllustrative denoising procedure applied to three
reduced temperature curves (symbols) of the 24 nm nanoparticles in water (pH=5.10+0.01,
Q=4.63x10* W-m=) acquired at x1=0.05 cm, x3=0.40 cm, and x5=0.80 cm. The solid lines
correspond to the denoised data using the DWT method and the corresponding foi values
are indicated. (B) Noise histogram (10 classes) calculated for an illustrative experimental
curve. The lines are fits to the experimental data using Gaussian functions. Considering the

high correlation coefficients, the noise is called white Gaussian noise.
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Figure S9. Schematic representation of the calculation of Tc * AT.. The solid lines are
the best fits to the instantaneous Brownian velocity data below (blue) and above (red) Te.

The dashed lines display the standard error of the estimate for the T>Tc regime.
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Figure S10. Temperature cycling. Instantaneous Brownian velocity of the 24 nm
nanoparticles in water (pH=5.10+£0.01) measured during three consecutive heating cycles
between 303 and 343 K at Q=6.95x10* W-m2. Values obtained in a different day at

Q=4.63x10* W-m= are also depicted. The lines are guides for the eyes.
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Figure S11. Comparison of the temperature dependence of the instantaneous

Brownian velocity for

different sized nanocrystals.

Temperature-dependent

instantaneous Brownian velocities of the 24 nm (circles) and 106 nm (diamonds)

nanoparticles suspended in water heated at 4.63x10* W m2 at distinct pH values, (A)
2.70£0.01, (B) 5.10£0.01 (24 nm), and 5.20£0.01 (106 nm), (C) 6.40£0.01 and (D)
8.50+0.01. The lines are the best fits to straight lines (slopes and correlation coefficients r?
shown in Table S3).
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Temperature-dependent v? values of the 24 nm nanoparticles in toluene and cyclohexene
(Q=6.95x10* W-m2). The lines are the best fits to straight lines (the slopes and correlation

coefficients r? are presented in Table S4).
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Figure S15. Modeling of heat transport for pure water. The two-plate model used to

mimic the thermal transport occurring in the water-based nanofluids. The total transport

length is assumed to be 1 cm, as in the experiment.
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Figure $16. Results from two plate model for To-T.=9 K. (A) Three-dimensional plot of
normalized temperature as a function of time and position. (B) Temperature as a function of
time at position x=0.2 cm. The time instant corresponding to the maximum of the
temperature’s second derivative is foi. (C) Zoomed-in contour plot of the first 100 seconds of
panel B. The points are the maximum position of the second derivative, and the line is the
linear fit, which gives the instantaneous Brownian velocity. (D) Instantaneous Brownian
velocity versus thermal diffusivity of pure water over the temperature range 273-373 K. The
line is the linear fit used to obtain the predicted thermal diffusivity of the nanoparticle-water

mixture.
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Figure S17. Results from two plate model for To-TL=21 K. (A) Three-dimensional plot of
normalized temperature as a function of time and position. (B) Temperature as a function of
time at position x=0.2 cm. The time instant corresponding to the maximum of the
temperature’s second derivative is foi. (C) Zoomed-in contour plot of the first 100 seconds of
panel B. The points are the maximum position of the second derivative, and the line is the
linear fit, which gives the instantaneous Brownian velocity. (D) Instantaneous Brownian
velocity versus thermal diffusivity of pure water over the temperature range 273-373 K. The
line is the linear fit used to obtain the predicted thermal diffusivity of the nanoparticle-water

mixture.
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Figure S18. Results from two plate model for To-TL.=25 K. (A) Three-dimensional plot of
normalized temperature as a function of time and position. (B) Temperature as a function of
time at position x=0.2 cm. The time instant corresponding to the maximum of the
temperature’s second derivative corresponds is toi. (C) Zoomed-in contour plot of the first
100 seconds of panel B. The points are the maximum position of the second derivative, and
the line is the linear fit, which gives the instantaneous Brownian velocity. (D) Instantaneous
Brownian velocity versus thermal diffusivity of pure water over the temperature range 273-
373 K. The line is the linear fit used to obtain the predicted thermal diffusivity of the

nanoparticle-water mixture.
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Figure S19. 0-0 radial pair distribution function and the location of the 15t and the 2"
peak maxima, r1 and r2. (A) O-O radial distribution function, g(r), computed from a
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Figure S20. Finite-size effect of the simulation for the probability density function f(q).
The three panels represent the probability density function f(q) of the orientational order
parameter g (Eq.1 in the main text) for water at (A) 303 K, (B) 333 K, and (C) 363 K,
respectively. In each panel, data is calculated based on the molecular dynamics simulation
of a cubic box of N=512, 768, and 1024 water molecules with the polarizable SWM4-NDP

water model. The finite-size effect of the simulation is minimal.
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Figure S21. Finite-size effect of the simulation for the statistics of molecular
structures. (A) The probability xtH for a water molecule to be in the TH-state as a function
of temperature from data based on the molecular dynamics simulation of a cubic box of
N=512, 768, and 1024 water molecules with the polarizable SWM4-NDP water model. The
finite-size effect of the simulation is minimal. (B) The probability for the LDL motif to span
across a 24 nm nanoparticle based on Eq. S11. Since N=1024 is the largest simulation box
considered, it gives the best estimate for the probability pspan. All simulations indicate a

crossover from 1 to 0 at around 7=330 K.
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Figure S21. Probability density functions based on simulations using TIP4P-FB
model. The probability density function f(q) of the orientational order parameter q (Eq. 1 in
the manuscript) for water at A 303 K, B 333 K, and C 363 K, calculated based on the
molecular dynamics simulation of a cubic box of 1024 water molecules with the
nonpolarizable TIP4P-FB water model. The contributions towards f(q) of the locally
tetrahedral (TH) state and the locally disturbed (DT) state are shown as shaded areas.
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Figure S22. Fraction of molecules in the TH-state computed with simulations using
the TIP4P-FB and SWM4-NDP models. The fraction of molecules in the TH-state is

denoted as x7n.
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S4 Supplementary Tables

Table S1. Mass concentration pp (kg'm3) and volume fraction ¢ (%) of the

NaYF4:Yb/Er@NaYF4 and NaYF4:Lu/Yb/Er nanocrystals in water, cyclohexene and toluene.

Solvent Composition and size PF [0}
NaYF4:Yb/Er(18/2%)@NaYF4 3.75 0.085
Water (24 nm) . .
0=""
NaYF4:Lu/Yb/Er (50/18/2%)
(106 nm) 3.75 0.066
Cyclohexene and toluene
NaYF4:Yb/Er(18/2%)@NaYF4
_ x
¢ = PF(-x) n PrX (24 nm) 3.75 0.107
PN Poa

on (24 nm)=4390 kg'm3; pn (106 Nm)=5680 kg'm are the densities of the crystals
poa=890 kg'm is the density of the oleic acid capping with mass fraction x=0.063.
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Table S2. TEM and hydrodynamic diameters (nm), Zeta potential (mV) and pH of
NaYF4:Yb/Er@NaYF4 and NaYF4:Lu/Yb/Er. The hydrodynamic diameter, Zeta potential and

pH are ascribed to water-based suspensions.

Hydrodynamic

Suspension TEM diameter . Zeta Potential pH
diameter
NaYF4:Yb/Er
24.2+2 1 3618 4015 5.1010.01
(18/2%)@NaYF4

NaYFa:Lu/Yb/Er

106.329.7 9326 3746 5.2020.01
(50/18/2%)

The data of TEM and hydrodynamic size results from the best fits to the distribution data
using a log-normal function (r?>0.998 for TEM fits and r>>0.980 for the hydrodynamic ones),
whereas that of the zeta potential results from the best fits to the distribution data using a
Gaussian function (r»>0.970). The errors correspond to + fwhm of the corresponding fitting

curves.
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Table S3. Slopes (s, 10 m-s™'-K™') and correlation coefficients of v(T) in the water-,
cyclohexene- and toluene-based nanofluids heated at Q=4.63x10* W m™2, and slopes (s,
1077 m?-s7"-K™') and correlation coefficients of effective diffusivity for the nanofluid

containing 24 nm nanoparticles.

Temperature
Nanofluid pH s r?
Range

NaYF4:Yb/Er@NaYF4 - Brownian Velocity

2.70+0.01 0.69+0.04 0.981
5.10+0.01 1.08+0.12 0.917

T<Tc
Water 6.30+0.01 0.84+0.07 0.967
8.50+0.01 0.81+0.13 0.881
T>Te all values 3.37+0.15 0.976
Cyclohexene 302-339 ; 0.57+0.03 0.986
Toluene 301-355 ; 0.40+0.05 0.928

NaYF4:Lu/Yb/Er - Brownian Velocity

2.70+0.01 8.35+0.68 0.968
5.20+0.01 9.11+0.31 0.997

T<Tc
Water 6.30+0.01 8.73+0.24 0.996
8.50+0.01 9.82+0.58 0.999
T>Te all values 27.6x2.4 0.896

NaYF4:Yb/Er@NaYF4 - Effective Diffusivity
T<T: 6.15+0.81 0.853
Water 5.10+0.01
T>Te 28.3+1.2 0.993
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Table S4. Slopes (s, 10™° m?-s72-K™") and correlation coefficients r? of the temperature

dependence of v? values in the water, cyclohexene- and toluene-based nanofluids at

Q=4.63x10* W m™2.

Temperature
Nanofluid pH s r?
Range
NaYF4:Yb/Er@NaYF4

2.70£0.01 0.67+0.04 0.98
5.10+0.01 1.01£0.07 0.93

T<Tc
Water 6.30+0.01 0.81+0.06 0.97
8.50+0.01 0.77+0.12 0.88
T>Te all values 3.49+0.15 0.98
Cyclohexene 302-339 - 0.54+0.02 0.99
Toluene 301-355 - 0.36+0.04 0.93

NaYFa4:Lu/Yb/Er

2.70+0.01 8.79+0.67 0.97
5.20+0.01 8.25+0.40 0.99

T<Tc
Water 6.30£0.01 8.87+0.40 0.99
8.50+0.01 8.44+0.12 0.99
>Te all values 45.57+4.3 0.88
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Table S5. Temperature (K) dependence of the density of water (o, 10% kg-m) that

determines the density of water molecules in molecular dynamics simulations.

Temperature oL
303 0.99565
308 0.99403
313 0.99221
318 0.99022
323 0.98804
328 0.98570
333 0.98321
338 0.98056
343 0.97778
348 0.97486
353 0.97180
358 0.96862
363 0.96531
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Table S6. Slopes (s, 10™* A-K™") and correlation coefficients of r«(T) and rx(T) in water.

r Temperature
Method 9t P s r’
peak Range
r -- 3.80+0.06 0.997
Simulation of
T<Tc 4.35+0.45 0.960
SWM4-NDP rs
T>Te 13.51£0.6 0.988
rs -- 3.08+0.19 0.920
Experiment by Skinner
T<T. 5.42+0.10 0.639
et. al. 16 rs
T>Te 36.315.22 0.923
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Temperature Dependence of Water Absorption in the
Biological Windows and Its Impact on the Performance
of Ag,S Luminescent Nanothermometers

Tamara Munoz-Ortiz, Lise Abiven, Riccardo Marin, Jie Hu, Dirk H. Ortgies,
Antonio Benayas, Florence Gazeau, Victor Castaing, Bruno Viana, Corinne Chanéac,
Daniel Jaque, Fernando E. Maturi, Luis D. Carlos, Emma Martin Rodriguez,*

and José Garcia Solé

The application of nanoparticles in the biological context generally requires
their dispersion in aqueous media. In this sense, luminescent nanoparticles
are an excellent choice for minimally invasive imaging and local tempera-

ture sensing (nanothermometry). For these applications, nanoparticles must
operate in the physiological temperature range (25-50 °C) but also in the near-
infrared spectral range (750-1800 nm), which comprises the three biological
windows of maximal tissue transparency to photons. In this range, water
displays several absorption bands that can strongly affect the optical proper-
ties of the nanoparticles. Therefore, a full understanding of the temperature
dependence of water absorption in biological windows is of paramount
importance for applications based on these optical properties. Herein, the
absorption spectrum of water in the biological windows over the 25-65 °C
temperature range is systematically analyzed, and its temperature dependence
considering the coexistence of two states of water is interpreted. Additionally,

1. Introduction

The first systematic report on the tem-
perature dependence of liquid water
absorption in the near-infrared (NIR) was
published in 1925.0 In that work, it was
already proposed that the complex spec-
trum of water results from the coexist-
ence of two kinds of water molecules (or
water states) whose relative concentration
depends on the temperature. This inter-
pretation was based on the assumption
given by Rontgen in 1892 to explain the
anomalous properties of liquid water.?
Rontgen denoted the water molecules
belonging to these two states as water
molecules and ice molecules. At that time,
it was supposed that they were related

to illustrate the importance of state-of-the-art applications, the effects of the
absorption of water on the emission spectrum of Ag,S nanoparticles, the most
sensitive luminescent nanothermometers for in vivo applications to date, are
presented. The spectral shape of the nanoparticles’ emission is drastically
affected by the water absorption, impacting their thermometric performance.

to single water molecules (called hydrol)
and aggregates of two or three molecules
(called dihydrol or trihydrol, respec-
tively). The simultaneous presence of
these molecules should contribute to the
experimentally observed broadening of the
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Figure 1. Schematic (artistic) representation of the two kinds of water states coexisting in liquid water. Molecules in the ice state should belong to
ordered structures (small clusters), while molecules in the free state should be almost free molecules, close to the ones observed in the vapor state.

absorption bands in the liquid state compared to the vapor state
spectrum. As the temperature rises, the relative amount of
water molecules should increase at the cost of ice molecules,
determining the temperature dependence of the peak posi-
tion, shape, and intensity of most absorption bands in liquid
water. Although several works have dealt with the spectrum of
liquid water in different spectral regions,¥ the number of those
dealing with the spectral range encompassing the biological
windows (NIR-I: 750-950 nm, NIR-II: 1000-1350 nm, NIR-
I11: 1500-1800 nm!*), where the luminescence of most of the
nanoparticles for deep tissue imaging occurs, is still scarce.’) In
addition, the temperature dependence of the main absorption
bands in this spectral range has also been barely analyzed.!>%%]
As practically all nanoparticle-based applications use water or
water-based solutions as dispersants, it is evident that a careful
analysis of the temperature dependence of the main absorption
bands of liquid water in the biological windows is of paramount
importance. In fact, these bands can dramatically affect the
emission spectra of the nanoparticles due to an inner absorp-
tion filter effect.

As predicted by Rontgen, nowadays it is widely accepted
that the molecules of liquid water display at least two different
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structural arrangements (water states) in the physiological
range of temperature.”] Despite the nature of these states
still being a matter of debate, plenty of information has been
obtained concerning the structure and arrangement of water
molecules in both states.’8! Figure 1 illustrates the two water
states, which were herein labeled as ice state and free state,
departing slightly from the terms ice molecules and water mole-
cules adopted by Rontgen just to avoid chemical misinterpre-
tations. Indeed, recently reported experimental results have
confirmed that, in the simplest approach, liquid water consists
of two water states.[®] At temperatures close to 0 °C the water
molecules mainly form clusters of few molecules, giving an
average dipole moment of 2.8 D for each water molecule. This
scenario corresponds to the ice state in Figure 1. As the tem-
perature is raised, these clusters are being decoupled to form
free molecules (free state) with a much lower average dipole
moment of 1.8 D.[

Within this simple scheme, the molecules in the ice state
should be dominating at room temperature, while molecules in
the free state should predominate at temperatures close to the
boiling point (100 °C in pure water). As a matter of fact, sev-
eral physicochemical properties of liquid water show a change
in the behavior at temperatures around 40-50 °C.°~ The tem-
perature at which these changes occur has been lately labeled
crossover temperature. At temperatures below the crossover
point, water molecules are mostly arranged in organized clus-
ters (ice state) while above the crossover temperature these clus-
ters are decoupled to produce free water molecules (free state).
This model was successfully applied by Labrador-Paez et al. to
explain the anomalous thermal properties in the luminescence
of Eu** aqueous complexes!”” and nanocrystals in water,!!’]
while Brites et al. moved within this framework to describe the
crossover temperature observed in the Brownian velocity of col-
loidal upconverting nanoparticles in water.’) In this sense, the

© 2022 The Authors. Particle & Particle Systems Characterization published by Wiley-VCH GmbH
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changes in the absorption spectrum of water at different tem-
peratures must be due to the coexistence of both states.

In this paper, we have carried out a systematic analysis of
the liquid water absorption spectrum in the biological win-
dows (750-1800 nm) within the 25-65 °C range—a temperature
range that encompasses the physiological range (25-50 °C). The
main absorption bands have been explained as the convolution
of two Gaussian components, each of them corresponding to
one of the two above-mentioned states of liquid water. Despite
its simplicity, this approach reasonably explains the tempera-
ture dependence of the shape of the absorption bands experi-
mentally observed.

From a practical standpoint, the absorption of liquid water
can seriously affect the emission spectral shape of nanoparti-
cles in aqueous colloidal dispersions, therefore reducing their
reliability for thermal sensing when used as luminescent nano-
thermometers in biological and/or biomedical applications.™l
Among the proposed nanothermometers, those based on bio-
compatible Ag,S nanoparticles (NPs) are the best-performing
ones.®! Their performance is related to their high brightness
(the product between absorption cross-section and emission
efficiency) in the NIR-II window (1000-1350 nm) and the large
sensitivity of different emission features to slight temperature
variations within the physiological temperature range. Thus,
the second part of this work is dedicated to the evaluation of
the effect of water absorption on the emission shape of Ag,S
NPs and how the temperature variation of the absorption
bands of water affects the thermometric properties of these
nanoparticles.

2. Background: Water Molecule Vibrations and
Their Near-Infrared Absorption

Water molecules display three normal vibrational modes that
involve symmetric stretching (mode I), symmetric bending
(mode II), and asymmetric stretching (mode III) of the cova-
lent bonds. They can be properly described by the three corre-
sponding vibrational quantum numbers v; (mode I), v, (mode
II), and v; (mode III). In the ground state, these quantum
numbers are all equal to 0, so the ground state can be labeled
as (0, 0, 0). The fundamental vibrational transitions of a water
molecule correspond to transitions in which only one of the
three vibrational quantum numbers changes by one unit. Thus,
following the selection rule Av; = 1, these transition bands are
usually written as!!®!

Mode I: (0, 0, 0) — (1, 0, 0);
Mode II: (0, 0, 0) — (0, 1, 0);
Mode III: (0, 0, 0) — (0, 0, 1).

For individual molecules (free state), these absorption funda-
mental transitions lie at 2.73 pm (mode I), 6.27 um (mode II),
and 2.66 pm (mode III), and thus, spectrally far away from the
biological windows. Nevertheless, due to anharmonicity, further
transitions are allowed from the ground state (0, 0, 0) to higher
states with Ay; > 1 (overtones) and even to excited states with
a simultaneous change of more than one vibrational quantum
number, i.e., transitions from the (0,0,0) fundamental state to a
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(W1, 5, V3) excited state, upon absorption of a single photon. In
the latter, typically called combination transitions, the excited
state is a mixture of the three vibrational modes.

The previously mentioned transitions have been used to
describe the absorption spectrum of water in the vapor state,"°!
as it is the closest situation to free water molecules. However,
compared to the vapor state, the absorption bands of liquid
water are noticeably broader, the peaks are usually shifted and
they may exhibit several new features. This is partially due to
intermolecular vibrations (collective excitation of several mole-
cules) giving rise to a whole new array of vibrational states of
the molecule for the same vibrational quantum numbers.["]
Nevertheless, the main features of the liquid water absorp-
tion resemble somehow the ones from individual molecules
and hence those observed in the vapor phase.'® Despite the
main absorption bands of liquid water have been well labeled
in terms of transitions using the quantum numbers of single
molecules, the general recognition that liquid water displays
two states”! produces a more complex structure of its absorp-
tion spectrum with respect to the one exhibited by water mole-
cules in the vapor state. Thus, in a first approach, this struc-
ture could be described via the superposition of the spectra of
these two states. As a matter of fact, a two-state outer-neighbor
bonding model already provided a good microscopic explana-
tion for the temperature dependence of pure liquid water’s
absorption in the visible-NIR (550-900 nm) spectral region.*

3. Experimental Results and Discussion

3.1. Absorption of Liquid Water in the Biological Windows

First, since the scattering of water compared to its absorption
is very small, we have considered that it can be neglected, and
so the term absorption is herein used as a synonym for extinc-
tion in water. Figure 2 shows the room temperature (25 °C)
absorption coefficient () spectrum of ultrapure water (pH = 7)
in the wavelength range 800-1700 nm, i.e., in the spectral
range of interest for deep-tissue biomedical applications. The
well-known biological windows NIR-I (750-950 nm), NIR-II
(1000-1350 nm), and NIR-IIT (1500-1800 nm) have also been
indicated in this figure. The spectrum consists of three main
overlapping bands whose intensity increases at longer wave-
lengths. These bands, roughly centered at 1000, 1200, and
1450 nm, have been labeled as bands I, II, and III, respectively.
It can be noted that band I arises in the boundary between
NIR-I and NIR-II, band II falls within NIR-II, and band III
demarcates the end of NIR-II and the beginning of NIR-III.
It is also important to mention that previously reported bands
peaking at 836 and 888 nml“®d are too weak and hence negli-
gible compared to the main bands I, II, and III.

According to previous review works,'®l these bands can
be mostly assigned to vibrational combination transitions
(see Section 2). The dominant absorption band III should be
assigned to the vibrational combination transitions (0, 0, 0) —
(@, 0, b), a and b being integer numbers in which; a + b = 2.
The weaker absorption bands are associated with transitions
(0,0,0) = (a, 1, b); with a + b= 2 (band II), and (0, 0, 0) — (a,
0, b); with a + b = 3 (band I). A careful inspection of the shape

© 2022 The Authors. Particle & Particle Systems Characterization published by Wiley-VCH GmbH
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Figure 2. Bottom: Absorption coefficient (@) spectrum of liquid water
at room temperature. The three main absorption bands are denoted in
different colors and labeled |, Il, and Ill, respectively. NIR-I, NIR-II, and
NIR-III biological windows are also displayed. Top: Second derivative of
0. The two minima of each peak are indicated by arrows.

of these bands reveals that they are not single absorption
bands but consist of more than one component. This observa-
tion is supported by the shape of the second derivative of the
absorption spectrum (see the top part of Figure 2). Each band
is composed of at least two main components (two minima
in the corresponding second derivative spectrum) peaking at
965 and 990 nm (band I), 1155 and 1195 nm (band II), and
1415 and 1460 nm (band III). Importantly, the high-energy
component of each band is closer to the main peaks reported
for water molecules in the vapor state (940 nm (band I), 1130
nm (band II), and 1380 nm (band III)) than the low energy
components.[l

3.2. Temperature Dependence of the Absorption Bands

The absorption spectrum of liquid water (and its second deriva-
tive) was systematically recorded as a function of temperature
in the range 25-65 °C, with temperature steps of 5 °C (see
Figure S1 in the Supporting Information). Figure 3a shows
the absorption spectra taken at different temperatures for
each band separately. This figure reveals that both the shape
and the maximum values of the absorption coefficient (G4ay)
of each band are affected by temperature changes. In general,
Ofmax Of each band is slightly increased (Figure 3b) and blue-
shifted (Figure 3c) as the temperature increases, in good agree-
ment with previous results.>“0¢666h More precisely, o4y of
bands I and II increase by about 11% and 22%, respectively,
while o4, of band III only increases by about 1.5%, The blue-
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shifts observed in these bands are about 5 nm (53 cm™, band
I), 5 nm (37 cm™, band 1II), and 20 nm (97 cm™’, band III). An
important aspect is that signatures of a bilinear behavior appear
in the temperature-induced blue-shift trends (peak position vs
temperature, Figure 3c) of bands I and III, showing a crossover
temperature at around 45 °C. Bilinear behaviors have been pre-
viously observed in many physical properties of liquid water.!"]
These behaviors have indeed been related to the coexistence of
the two different states (free and ice) of water molecules in the
liquid phase, whose relative concentration changes with tem-
perature and produces a crossover temperature between 40 and
50 °C,»1112 depending on the pH of the medium.'?!

To interpret the results given in Figure 3, we assumed the
simple two-states approach of liquid water described in the
Introduction Section, therefore, each absorption band was
fitted by the convolution of two Gaussian components. Within
this model, the two components of each band should cor-
respond to the two above-mentioned states of liquid water.
Figure 4a shows the best fit obtained for the three NIR absorp-
tion bands at room temperature (25 °C). All the absorption
bands are reasonably fitted (r* varying between 0.982 and
0.993) by the convolution of two bands, labeled as ice and free
with the ice bands peaking at longer wavelengths than the
free ones. We could now establish that the dominant bands at
lower temperatures should be related to the ice state, while the
weak bands should be related to the free state, i.e., to the small
number of free molecules coexisting with the ice molecules
at 25 °C.

The next step was the evaluation of the evolution of the
ice and free components of the three absorption bands upon
heating. For this purpose, the two-band convolution was
obtained at each temperature. It is important to point out that
the peak positions (A, of the ice and free components were
obtained from the corresponding position of the second deriva-
tive minima at a given temperature (see Figure S1, Supporting
Information) and optimized during the middle step of the fit-
ting procedure, so they are not varying parameters as described
in the Experimental Section. Thus, in the last step of the fit-
ting process, the only free parameter is the value of ¢4, of
the ice and free components that should be related to the rela-
tive concentration of molecules in the ice and free state at each
temperature.

Figure 4b shows that as temperature rises, the net absorption
of free bands increases while the one corresponding to the ice
bands decreases. In other words, a temperature increase pro-
duces an increase in the concentration of free state molecules
and a simultaneous decrease in the concentration of molecules
in the ice state. As shown in the upper insets of Figure 4D, this
approach reasonably explains (within a 4% of uncertainty) the
experimental results given in Figure 3b. In addition, this two-
Gaussian fit explains (within a 0.3% accuracy) the blue-shift
experimentally observed as the temperature is raised. There-
fore, by this simple approach, the blue-shift and maximum
absorption value variations induced by temperature changes
can be reasonably explained by the increase in the concentra-
tion of molecules in the free state at the cost of a decrease in
the concentration of molecules in the ice state. Thus, the main
temperature-induced shape changes in the absorption bands
of liquid water can be convincingly explained because of the
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Figure 3. a) Temperature dependence of the |, II, and Il absorption bands in the temperature range from 25 to 65 °C. Each band is represented after

subtracting the corresponding background. b) Maximum value of the absorption coefficient (044 of each band as a function of temperature. c) Peak
position (Amay) of the bands as a function of temperature. The results for bands | and Il have been fitted into a bilinear behavior. Arrows indicate the

temperature in which the change of slope takes place.

disaggregation of small water clusters (ice state) into free mole-
cules (free state) as the temperature increases.

3.3. Effects on Luminescent Nanothermometers

To study the temperature effect of water absorption in an
aqueous dispersion of nanoparticles, we have investigated the
behavior of Ag,S nanoparticles (NPs) used as luminescent
nanothermometers. Thus, Ag,S NPs are an excellent case study
to examine the effect of water absorption on the spectral shape
of NIR-emitting nanoparticles. In that vein, first, the effect of
water absorption at room temperature on the emission shape
of the Ag,S NPs was investigated (Section 3.3.1). Second, the
study of how these temperature-dependent absorption effects

Part. Part. Syst. Charact. 2022, 39, 2200100 2200100 (5 of 11)

can affect the thermometric properties in the physiological tem-
perature range was performed (Section 3.3.2).

3.3.1. Effect of Water Absorption on the Ag,S Nanoparticles
Emission Spectral Shape

To investigate the effect of water absorption on the emission
spectral shape of the Ag,S nanoparticles, the emission spec-
trum as a function of the depth in the dispersion was measured,
as schematized in Figure 5a (for further details of the setup,
see the Supporting Information and Figure S2). Briefly, a fixed
volume of the Ag,S NPs/water dispersion (active volume) was
excited while recording the room temperature emission spec-
trum after traveling through different depths h in the dispersion
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(nonactive volume), given by the exceeding volume. The mor-
phological and optical characterization of the Ag,S NPs used in
this work is given in Figure S3 in the Supporting Information.
Figure 5b shows that the emission spectral shape of the nan-
oparticles is drastically affected as h is increased. In particular,
the long-wavelength side of the spectrum (1150-1350 nm)
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is strongly reduced when h increases and the emitted light
pathway in the surrounding medium is increased. To explain
this effect, we now consider how the NIR radiation emitted
by the Ag,S nanoparticles is attenuated when traveling along
with the surrounding medium. This attenuation is given by the
Beer—Lambert law. According to this law, the emission intensity
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Figure 5. a) Schematic representation of the experiment performed to
evaluate the effect of the depth in the dispersion on the emission of the
AgS NPs. b) Normalized emission spectrum of the Ag,S NPs aqueous
dispersion at 25 °C as a function of the excitation depth in the cuvette.
Absorption coefficient () of water in the same spectral region is plotted
(see dotted line) to demonstrate that the emission changes are due to
water absorption.

reaching the detector, I(4,h), decreases exponentially with the
source depth as

I(A,h)~ I, (A)e " e=®) (1)

where Iy(4) is the emitted intensity from the active volume, 1
is the wavelength of the emitted photons, @y(4) is the extinc-
tion coefficient, and h* is the average distance traveled by the
emitted photons—which depends on h and the number of
internal reflections of the emitted photons in the cuvette wall
before reaching the detector, h* being always larger than h.
Extinction of emitted light can be due to both absorption and
scattering, therefore

(L) = e (A) + e (1) (2)

where ogps(A) and o4(A) are the absorption and scattering
coefficients, respectively. However, in the present study, the
scattering effect can be neglected as the scattering centers (nan-
oparticles) are three orders of magnitude smaller than the ana-
lyzed wavelengths. Thus, Oy(4) = o4ps(4), and Equation (1) can
be written as

(AR~ 1y (R)e )
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In addition, the absorption of the Ag,S NPs dispersion at the
spectral range of their emission (1000-1300 nm) is very small
(see Figures S3 and S7, Supporting Information) even at high
concentrations (up to 1 mg mL™), so we can consider that the
absorption coefficient oy,s(4) is just that of water.

The absorption spectrum of liquid water (dotted line) in the
emission range of the Ag,S NPs was included in Figure 5b. It
is important to point out that the band around 1200 nm (band
IT in Figure 2) overlaps with the long-wavelength side of the
Ag,S NPs emission spectrum, and so this part of the emission
will be more absorbed than the short-wavelength side. Indeed,
Figure S4 in the Supporting Information shows that the emitted
light at 1200 nm (i.e., the long-wavelength emission side)
decreases exponentially with h. This behavior is satisfactorily
explained by Equation (3) with ogs(4) = 0.33 cm™! (the absorp-
tion coefficient of liquid water) and an average path of about
W* = 3h (see Section S4 in the Supporting Information), as the
emitted light travels an average path larger than the straight
path of length h. In fact, this behavior is not observed when
the Ag,S nanoparticles are dispersed in heavy water (D,0),
whose absorption coefficient at this wavelength (0.02 cm™) is
negligible compared to that of water (see Figure S5, Supporting
Information). Consequently, the shape modifications in the
emission spectrum of the Ag,S NPs aqueous dispersion as h
increases are undoubtedly due to wavelength-dependent water
absorption of the photons emitted by the Ag,S nanoparticles.
This result is also supported by the fact that Ag2S NPs do not
reabsorb the signal in such spectral range around 1200 nm (see
Section S7 in the Supporting Information).

3.3.2. Effect of Water Absorption on Ag,S Nanothermometric
Properties

As previously discussed (Section 3.2), the absorption coeffi-
cients of water in the NIR are clearly temperature-dependent.
Thus, water absorption effects are expected to have a sizable
impact when Ag,S nanoparticles dispersed in water are used
as nanothermometers. Temperature sensing using these NPs
is based on the temperature dependence of different emission
features. Among those ones, emission intensity, peak position,
and the ratio between the intensity at two wavelengths are gen-
erally used.!"® Recently, the luminescence lifetime of Ag,S NPs
has been also proposed as a reliable thermometric parameter
to overcome the problems related to tissue absorption and scat-
tering.' To highlight the importance of the effect of water
absorption, we have carried out a comparative study of the tem-
perature-dependent emission of Ag,S nanoparticles dispersed
in H,0 and D,0.

Figure 6a shows the emission spectra of Ag,S NPs dis-
persed in the two solvents at different temperatures. In both
dispersions, the emission intensity decreases upon heating.
This decrease is mostly due to thermal quenching of the Ag,S
luminescence, because, once the exciton Bohr radius of Ag,S
is 2.2 nm,”) the luminescence properties of the obtained
nanoparticles (3 nm in radius) are not dominated by quantum
effects.?l Regardless of the quenching mechanism, it is impor-
tant to note that the dispersion in water heavily affects the emis-
sion shape of the NPs while it remains almost unaffected when
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Figure 6. a) Normalized emission spectra of Ag,S NPs dispersed in heavy water and water at different temperatures. b) Temperature dependence of
the different thermometric parameters defined for the Ag,S NPs dispersed in water (blue) and heavy water (red): normalized total emission intensity
(left), peak position (center), and intensity ratio (right). The solid lines are guides for the eyes.

dispersed in heavy water. This occurs because the absorption is
significantly smaller in D,O than in H,O in the emission range
of the Ag,S NPs (1000-1300 nm, Figure S5, Supporting Infor-
mation). Additionally, the temperature increase induces a red-
shift in the emission of the Ag,S NPs dispersed in heavy water
and water, which is related to the temperature dependence of
the energy bandgap of Ag,S.l*!

To investigate how water affects the thermometric para-
meters of the Ag,S NPs, Figure 6b reports the temperature
dependence of the normalized total emitted intensity (I), peak
position, and the intensity ratio between the intensities at
1200 nm (I3509) and 1100 nm (Iy590) for the Ag,S nanoparticles in
both dispersion media. While the total intensity in heavy water
presents a monotonous decrease with increasing temperature,
this decrease is discontinuous for the nanoparticles in water,
displaying an anomalous increase around 40-45 °C, just where
a water dielectric anomaly takes place.®12] The influence of
reabsorption is more dramatic when considering the redshift
of the emission peak as the thermometric parameter. As the
temperature increases from 25 to 60 °C, the emission red-
shifts 132 cm™ for the nanoparticles dispersed in H,O while
the redshift is 235 cm™ for the D,0 dispersion. Consequently,
a smaller redshift is observed for the Ag,S nanoparticles dis-
persed in water because water presents high optical absorption
in the same spectral region in which the luminescence of the
Ag,S NPs takes place.

The ratiometric parameter also displays a quite different
temperature dependence when comparing the results obtained
in D,O and H,0, as shown in the corresponding part of
Figure 6b. While for the dispersion in heavy water this trend
is almost linear, a bilinear trend is observed for the dispersion
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in water, with a crossover temperature around 45 °C. This is
again a signature of the influence of water absorption in the
thermometric properties of the aqueous dispersion of Ag,S
nanoparticles.

The impact of the absorption of water on the thermometric
parameters of Ag,S can be further assessed through the evalu-
ation of the thermometric performance of the Ag,S NPs dis-
persed in D,O and H,0. The performance of a luminescent
thermometer is usually evaluated by its relative thermal sen-

e 1]0A
sitivity (S, =Z‘ﬁ
parameter (temperature-dependent optical property, usu-
ally denoted by A) per degree of temperature change, and the

), which is the change in the thermometric

: . 1 6A :
uncertainty in temperature | 6T ==, corresponding to the

r

smallest temperature resolvable by the thermometer.*2l The
maximum relative thermal sensitivity (S,,) and minimum 6T
obtained for the different thermometric parameters of the Ag,S
NPs are reported in Table 1 (see Section S6 of the Supporting
Information for a detailed description of the calculation of S,
and 67).

The results in Table 1 demonstrate that the S, of the total
emission intensity (I) and the intensity ratio (Ijy00/I1100)
approaches are higher in H,0, because the reabsorption by
water results in a noticeable change in the emission pro-
file of the Ag,S NPs, thus producing a wider shift of A upon
heating. Nevertheless, the relative uncertainty of Sy, (0Sm/Sm)
is increased in water, which explains the increase of 6T when
moving the Ag,S NPs from heavy water to water. This is a side
effect of the reabsorption of water, which reduces the signal-
to-noise ratio of the emission spectra, causing the relative

© 2022 The Authors. Particle & Particle Systems Characterization published by Wiley-VCH GmbH

113

95U SUOWIWO) dAREAI) 3|gedijdde ay) Aq paulanob ale s3[diie YO ‘asn Jo sajnJ 1o} Aleiqr] auljuQ A3]Ip\ Uo (suonipuod
-pue-swiia)/wodAs|im A1eiqiauljuo//:sdiy) SUORIPUOD pue swid) Y3 995 “[202/10/52] Uo Aieiqr auljuo AS|im ‘0J19AY 9@ spepisiaaiun Ag 00L002202°25dd/z00L 0L/10p/Wwod AsjmAleiqijauljuo//:sdny woly papeojumod ‘LL ‘2202 'ZLLYLZSL



ADVANCED

Particle

SCIENCE NEWS

www.advancedsciencenews.com

Particle Systems Characterization

www.particle-journal.com

Table 1. Maximum relative thermal sensitivity (S,,), uncertainty in S, (6S,,), minimum uncertainty in temperature (8T), uncertainty in 8T (Ogr), and
temperature at which they occur (T,,) for the different thermometric parameters of the Ag,S nanoparticles dispersed in heavy water and water.

A Heavy water Water

Sm 185, [% °CT OT tosr[°C] Tm[°C] Sm 185, [% °CT] oT tosr [°C) T [°C]
peak position (7.48 £0.05) x 1072 0.53+£0.01 25 (419 £ 0.04) x 1072 0.95+0.01 25
I 5.43+£0.21 0.44 +£0.02 60 14.88 +1.51 0.42 +0.05 60
200/ Moo 2.09+0.17 2.22+0.21 25 4.65+1.05 3.66 +1.03 60

uncertainty of the thermometric parameter (6A/A) to increase,
consequently increasing the uncertainty of the temperature
readout in water. These results indicate that despite Ag,S being
the best nanothermometers used for thermal sensing in vivo
applications,?3] their thermometric performance is heavily
affected by the absorption arising from water, resulting in lower
accuracy and reproducibility, which are major drawbacks when
performing thermal readouts. Since all the emission features
(peak position, redshift, and intensity ratio at two different
wavelengths) are affected by the temperature dependence of
water absorption, this factor must be carefully considered
when using Ag,S dispersed in water and aqueous media as
nanothermometers.

4, Conclusion

In this work, we have systematically analyzed the absorption
spectrum of ultrapure water with pH = 7 in the biological
spectral windows (750-1800 nm) as a function of temperature
in the extended physiological range 25-65 °C. The spectrum
consists of three main absorption bands that increase and blue-
shift as the temperature is raised. This behavior can be rea-
sonably explained in terms of a two-state model for the water
molecules in liquid water. Then we have demonstrated that
temperature-induced changes in liquid water absorption have a
relevant effect on the performance of Ag,S luminescent nano-
thermometers, the most efficient and sensitive nanothermom-
eters reported to date. All the spectral thermometric parameters
(emission intensity, peak shift, and intensity ratio) are severely
affected due to the water absorption of the Ag,S nanoparticles
emission, demonstrating the need for further standardization
in order to achieve improved reproducibility and reliability for
nanothermometry applications in aqueous media.

5. Experimental Section

Temperature Dependence of Water Absorption Spectra: The absorption
spectra of ultrapure water obtained from a Milli-Q equipment were
measured with a double-beam absorption spectrometer (Lambdal050,
Perkin Elmer) with a spectral resolution of 5 nm and using a quartz
cuvette with 2 mm path length. To investigate the evolution of the water
absorption spectrum with temperature, a Peltier temperature controller
(Q-pod 2e, Quantum Northwest) was placed inside the spectrometer
enabling the selection of the desired temperature. Measurements were
taken every 5 °C after 5 min of thermal stabilization in the 25-65 °C
range.

Spectral Fitting of Liquid Water Absorption Bands: The NIR absorption
spectra were fitted following a three-step approach using a MATLAB
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(version R2019b) custom code. In the first step, a background signal was
defined and used to correct all the spectra. To define the background, the
absorption spectrum of water at room temperature was plotted in Origin
(version 2017) and the Create Baseline tool with the Second Derivative
Method was used. In the second step, the three main absorption
bands (see Figure 2) were adjusted to two Gaussian functions. For
these fittings, the peak position of each component was set and fixed
to the peak wavelengths obtained from the second derivative spectra
(see Figure 2 and Figure S1, Supporting Information), while leaving the
full-widths at half-maximum and peak heights (maximum value of the
absorption coefficients) as free parameters. In the third step, the full-
widths at half-maximum were fixed to the mean value for the different
temperatures, and both the fixed width and peak position were slightly
changed in each iteration until the optimal fitting (the one minimizing
the r? values) was achieved.

Ag,S Nanoparticles Dispersions: Silver nitrate (AgNO;), sodium sulfide
(NayS-9H,0), 11-mercaptoundecanoic acid (11-MUA), and ammonia
(NH;) were obtained from Sigma Aldrich and used as received. The
Ag,S nanoparticles were synthesized as follows: 273 mg of 11-MUA
were dissolved in 38 mL of water, then 42.5 mg of AgNO; dissolved in
1.0 mL of water were added. The pH was adjusted to 8 with ammonia. The
solution was stirred for 24 h, protected from light. After that time, 30 mg
of Na,S-9H,0 dissolved in 11 mL of water was added to the solution.
Subsequently, the reaction was transferred to a monomodal microwave
cavity and heated up to 100 °C (300 W) for 5 min under magnetic
stirring, following the procedures reported elsewhere.? After this short
microwave heating program, Ag,S nanoparticles decorated with 11-MUA
were washed with absolute ethanol.

Emission Spectra of Ag,S Nanoparticles Dispersions in Various Media:
The emission spectra of Ag,S NPs dispersions in water and heavy
water (both with a concentration of 0.2 mg mL™) were recorded using
the experimental setup described in Figure S2 of the Supporting
Information. To evaluate the water-induced changes in the shape of the
emission band of the Ag,S, two different experiments were performed.
First, the emission spectra of Ag,S NPs dispersed in water for different
depths (Figure 5) were recorded using an infrared hyperspectral camera
(PyLoN-IR, Princeton). The 730 nm excitation beam was collimated with
a 5 cm focal collimator to excite the area closest to the dispersion/air
interface (see inset of Figure S2, Supporting Information). Then, the
dispersion volume was progressively increased from 1.0 to 2.6 mL by
adding sequentially 0.1 mL of dispersion.

According to this experimental arrangement, each Ag,S nanoparticle
located inside the illuminated volume behaved as an emitting source of
IR light. Due to the nonneglectable spot size, the depth was considered
to be starting at the center of the beam, and so, the shortest depth that
could be measured was 0.4 cm (when using a volume of 1.0 mL of the
sample). For dispersions having a volume higher than 1.0 mL, a certain
volume of the sample (denoted as exceeding volume) was located
outside the light-emitting diode excitation area. Ag,S nanoparticles
located outside the excitation area were not photoactivated, so they did
not emit any photons. Indeed, when the volume of the dispersion of
Ag,S nanoparticles was increased above 1.0 mL, the nonactive volume
behaved like a filter placed between the emitting Ag,S NPs and the
detector. Thus, before reaching the detector, the incident emission
coming from Ag,S sources (ip(4, T)) went through the filter-like medium,
where photons could be absorbed or scattered. Consequently, the higher

© 2022 The Authors. Particle & Particle Systems Characterization published by Wiley-VCH GmbH
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the sample volume, the higher the exceeding volume, and so the larger
signal depth in the medium.

The second set of experiments was devoted to the analysis of how
the changes in the absorption of water due to temperature differences
affect the shape of the emission bands of the Ag,S NPs. The emission
spectra were measured at one fixed depth (h = 1.6 mm) and the
temperature was varied in 1.0 °C steps (Figure 6). This experiment was
done with the NPs dispersed in water and heavy water to compare the
effects of water with those of a nonabsorbing solvent in that spectral
range. The processing of the temperature-dependent emission spectra
of the Ag,S NPs dispersed in D,O and H,0 was performed by using a
custom script written in MATLAB (version R2019b) where a polynomial
baseline correction was applied to remove the electrical noise from the
hyperspectral camera and the obtained spectra were normalized by the
maximum intensity of the emission at 25.0 °C for each medium (i.e.,
heavy water and water) afterward.

Nanothermometry on Ag,S Nanoparticles: To assess the thermal
sensing capability of the obtained nanoparticles in D,O and H,0, three
distinct thermometric parameters were obtained from the temperature-
dependent emission spectra of the Ag,S NPs. The total emitted intensity
was computed as the integrated emission between 960 and 1425 nm (the
integrated intensities were normalized by dividing the obtained integrated
areas by the integrated area at 25.0 °C for comparison purposes) and its
corresponding uncertainty (error bar) was the total integrated intensity
multiplied by the inverse signal-to-noise ratio. The peak position was
obtained by adjusting a parabola to the emission spectra considering
values between 95% and 100% of the maximum intensity from each
spectrum and the uncertainty was the spectral resolution (wavelength
increment) of the hyperspectral camera. The intensity ratio was the ratio
between the intensities at 1200 nm (l1500) and 1100 nm (Iy100) for the Ag,S
NPs in both media with the uncertainty corresponding to the propagation
of uncertainties from the intensity ratio 1500/ l100-

Supporting Information

Supporting Information is available from the Wiley Online Library or
from the author.
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S1. Water absorption at different temperatures

Figure Sla shows the background-corrected absorption spectra of water measured at different
temperatures. Bands I and II have been magnified 10 times to observe their changes with
temperature. The second derivative of each band is shown in Figure S1b. For each band, there
are two minima in the second derivative, and their position is temperature-independent. For
this reason, we took the spectral position of those minima as a first approximation of the
position of the two Gaussian functions in the fitting procedure (see Experimental Section of

the manuscript).

=
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Figure S1. (a) Absorption coefficient (o) of liquid water for different temperatures in the 25-
65 °C range. The three main absorption bands are denoted in different colors and named I, II,
and III, respectively. (b) Second derivative of a of water for the different temperatures.

S2. Evaluation of the Ag,S luminescence: experimental setup

To perform the luminescence experiments varying the depth or the temperature, a quartz
cuvette (10 mm path length) containing the dispersion of the Ag,S nanoparticles was placed
inside a Peltier temperature controller (Quantum Northwest, element A in Figure S2). All
dispersions were excited with a fixed power density of 0.1 W cm~ using a 730 nm LED
(Thorlabs, element B in Figure S2) with a 5 cm focal collimator. The diameter of the laser
spot was 0.8 cm, giving a total area of illumination of 2 cm? (see the inset in Figure S2). The
center of the laser beam was considered the zero-depth (/2 = 0), so the interface between the
active (illuminated) volume and the exceeding volume is located at # = 0.4 cm. The emission
spectra were acquired using an optical fiber (element C) connected to an infrared
hyperspectral camera (PyLoN-IR, Princeton, element D in Figure S2). To minimize thermal

noise, the camera was cooled down to —100 °C using liquid nitrogen. In addition, to avoid the
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detection of parasitic photons coming from the 730 nm LED and maximize the signal-to-noise
ratio, the excitation of the Ag,S nanoparticles was performed orthogonally to the direction of
detection of the emitted photons. A 1000 nm longpass filter was placed in front of the optical

fiber to cut off the photons arising from the excitation source.

C. Optic fiber

D. Infrared / . A. Temperature controller
camera

A

Signal depth, h

\

Excitation
B.LED 730 nm

Figure S2. Scheme of the experimental arrangement used to investigate the water
reabsorption of the Ag,S nanoparticles emission.

S3. Characterization of the Ag,S nanoparticles

The characterization of the obtained Ag,S nanoparticles is presented in Figure S3. TEM
images (Figure S3a) show that nanoparticles with spherical morphology were obtained with
an average diameter of 6 = 2 nm and rod-like nanoparticles with a lengh of 8 + 2 nm (Figure
S3b). Since the radius of the obtained nanoparticles (~3 nm) is larger than the exciton Bohr
radius for Ag,S (2.2 nm),*” the synthesized nanoparticles are not in the confinement regime
(quantum dots), and behave just as semiconductor nanoparticles displaying properties of bulk
Ag,S crystals. The FTIR spectra included in Figure S3c show that the vibrational bands
corresponding to the 11-MUA are found on the surface of the Ag,S NPs. More specifically,
the CH, doublet at 2920 cm ' and 2848 cm ', the broadband at 2549 ¢cm ! related to SH bond,
the COO™ band at 1470 cm ', and the C=0 vibrational mode at 1470 cm ', demonstrating the
successful coating of the NPs with 11-MUA. The emission spectrum at room temperature
consists of a band peaking around 1150 nm that can be excited at all wavelengths shorter than

900 nm (see Figure S3d).
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Figure S3. Characterization of Ag,S nanoparticles. (a) TEM images of the Ag,S
nanoparticles. (b) Size distributions of the nanoparticles extracted from the TEM images.
Short axis is the diameter of spherical and rod-like nanoparticles and long axis corresponds to
the length of nanorods. (c) FTIR spectra of 11-mercaptoundecanoic acid (Free 11-MUA) and
Ag,S nanoparticles coated with 11-MUA (Ag,S@11-MUA). (d) Absorption coefficient (o)
and emission spectra of the Ag,S nanoparticles.

S4. Emission intensity evolution with depth. Estimation of the effective depth

The intensity of the emission at 1200 nm (/) for a given depth in the dispersion normalized by
the zero-depth intensity (/y) was calculated, and its natural logarithm was plotted as a function
of the different heights (Figure S4). If the path traveled by the emitted light were
straightforward and no reflection or scattering processes took place, the slope of the linear
fitting would match with the absorption coefficient of water at 1200 nm following the Beer-
Lambert law (Equation Error! Reference source not found. of the manuscript). Since the
obtained experimental coefficient is a,s(A) = 0.33 cm ', and the value of the slope of the fit

(in absolute value) is 0.97 cm ', it means that the light travels an effective distance /* that is 3

times larger than 4.
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Figure S4. Evolution with the depth of In(Z//;) at 1200 nm. The emission intensities were
measured for the nanoparticles dispersed in water. Following the Beer-Lambert law, the slope
is related to the absorption coefficient of water.

S5. Room temperature absorption of water and heavy water
The absorption spectra at room temperature of pure water and heavy water were registered
with a spectral resolution of 1 nm, as shown in Figure SS5. Comparing the absorption

coefficients of both solvents is reasonable to consider heavy water as a nearly non-absorber

dispersant in this region.

a(cm)

800 1000 1200 1400
Wavelength (nm)

Figure S5. Room temperature absorption coefficient (a) spectra of water and heavy water in
the three biological windows spectral range.

S6. Evaluation of the thermometric performance of the Ag,S nanoparticles
The first figure of merit used to evaluate the thermometric performance of a luminescent
thermometer is the relative thermal sensitivity (S;). The value of S, shows the percentual

change of the thermometric parameter per degree of temperature (in % °C ') and is given by:
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10A (S1)

5 =557
" lAoT
where A is the thermometric parameter and 0A/OT is the derivative of A with respect to
temperature (7) that represents the rate of changes in A as 7 changes. Therefore, if the
thermometric parameter varies linearly according to a linear function (A = aT + b, with a and

b corresponding to the slope and intercept, respectively), OA/OT results in the slope of the line

and S; can be described as:

a
s = (S2)

In this case, the uncertainty in S; (8S;) can be estimated by applying the general formula

of the propagation of uncertainties:

2

55, = J(Zﬁa@ﬂ(%ﬁw) - j(%6a>2+(—%cm)2 (83)

with 6a and A corresponding to the uncertainties in the slope and the thermometric parameter,

respectively. This approach can be applied to evaluate the relative thermal sensitivity of the
peak position, which increases linearly as the temperature rises. When the total emission
intensity and the intensity ratio are used as thermometric parameters, A increases or decreases
exponentially (A = Aexp(-7/B) — C, with 4, B, and C corresponding to the amplitude, decay

constant, and baseline offset, respectively). For these cases, S; is calculated as follows:
10A Aexp(—T/B
5 = |__ _ |_M (S4)

AOT AB

Taking into account the uncertainties arising from the amplitude (84), decay constant
(0B), and A (8A), the estimation of 3S; through the formula of the propagation of uncertainties

can be written as:

39S, \> ([0S, \* /0S. \? (S5)
05 = \/<6A M) + (63 63) + <6A M)
6
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In this sense, the estimation of dS; for the total emission intensity and the intensity ratio

approaches is given by:

T
exp(-T/B) _\* [T —B)Aexp (— g) Aexp(~T/B) _ \* S6
R 5,4) 4 — 5B (—AZ - 5A) (S6)

5S, = (
The second figure of merit commonly applied to assess the thermometric performance
of a luminescent thermometer is the uncertainty in temperature (67, in °C), which describes

the smallest temperature that can be resolved by the thermometer, being calculated as:

16

ST = (S7)

.
where 0A/A is the relative uncertainty of the thermometric parameter. The uncertainty of S
can be estimated from Equations S3 or S6 depending on the response of A and the
uncertainties of A are obtained experimentally, as described in the Experimental Section of
the manuscript. Therefore, the uncertainty in the estimation of 87 (cs7) can also be obtained

by propagating the uncertainties of 37"

8T _ \* (88T _ \* 160\ 180 \? S8
ast = (E 55,«) + (ﬁ@A) = —FT 65r + (—S—F6A) ( )
r r

Finally, the uncertainties in S; and 37 can be properly estimated. In this way, Figure S6
displays the thermal evolution in these two figures of merit calculated for the Ag,S NPs
dispersed in water and heavy water and their respective uncertainties. Additionally, Table S1
and Table S2 present the fitting parameters resulting from the temperature-dependent

thermometric parameters reported in Figure 6b of the manuscript.
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Figure S6. Thermal evolution of the (a) relative thermal sensitivity ($;) and (b) uncertainty in
temperature (07) of the different thermometric parameters defined for the Ag,S NPs dispersed
in water (blue) and heavy water (red): peak position (left), normalized total emission intensity
(center), and intensity ratio (right). The solid lines and the shadowed areas are the calculated
values and their respective uncertainties, respectively.

Table S1. Fitting parameters and coefficient of determination (°) obtained when using the
peak position as the thermometric parameter for thermal sensing with the Ag,S NPs.

Solvent A a*da[nm°C] b + &b [nm] r

D20 eak position [nm] 0824 £0.000 1106.7 £ 0.2 0.998
Ho  PeatP 0.466 + 0.004 11001 £ 0.2 0.097

Table S2. Fitting parameters and coefficient of determination (+°) obtained when using the
normalized total emission intensity and intensity ratio (/1200//1100) @s thermometric parameters
for thermal sensing with the Ag,S NPs.

Solvent A A*3A B+ 3B [°C™] c+5C r
D,0 Normalized total 3.51+0.05 20.0+0.2 -0.014+0.005  0.999
H,O emission intensity 2.86 £ 0.09 342+33 -0.40+£0.07 0.993
D,0 ol 0.41+0.02 -522+15 —-0.06+0.03 0.999
H,0 120071100 (2.4 +0.3)x107 -17.4+05 0.180 + 0.009 0.998

S7. Evolution of the absorption spectra with concentration of Ag,S NPs in water

Absorption of Ag,S aqueous dispersion has been recorded for different weight concentrations
(0.1 to 1 mg/mL) using a double-beam UV-Vis-NIR CARY 5000 spectrophotometer (Agilent
Technologies). The strong absorption band of the nanoparticles’ dispersions in the range
1150-1280 nm is attributed to water absorption only because it does not depend on Ag,S
concentration compared to the band at 900-1100 nm whose intensity increases with the

concentration of NPs (Figure S7a). The spectra of pure water (blue line) has been
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superimposed for comparison. To confirm that the absorption of Ag,S NPs can be neglected
for wavelengths longer than 1100 nm, spectra of the different nanoparticles’ dispersions were
measured using pure water as reference, so only the contribution of the NPs absorption is
represented. Figure S7b) shows that absorption of Ag,S above 1100 nm is very low, meaning
that the distortion of the emission band between 1100 and 1300 nm reported on Figure 5
cannot be attributed to the reabsorption from Ag,S NPs.

15F —  1mgmL 7 151 —— 1 mg/mL
—— 0.5 mg/mL ——0.5 mg/mL
0.2 mg/mL 0.2 mg/mL
_ 10} 0.1 mg/mL i 10} 0.1 mg/mL
Ay 0 mg/mL \ry
IS £
= -
(o] 305}
0 00 x
900 1000 1100 1200 1300 900 1000 1100 1200 1300
Wavelength (nm) Wavelength (nm)

Figure S7. Room temperature absorption coefficient (a) spectra of aqueous dispersions of
with different concentrations of Ag,S NPs from 0.1 to 1 mg/mL and of pure water (a) without
and (b) with water contribution correction.
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Selecting a suitable host matrix to perform temperature sensing in biomedical applications requires
low cytotoxicity, facile synthesis, and an ability to be doped with light-emitting ions. With this
perspective, indium-based halide double perovskites, specifically Cs,Aglng oBig1Cls, Cs,AggeNag4InCle,
and Cs;AgpeNap.4lno oBio1Cle, were chosen as host materials to develop lanthanide-based primary
thermometers due to their low phonon energy and ease of synthesis. The incorporation of Na* and Bi**
into the perovskite cubic crystal lattice was confirmed by X-ray diffraction and Raman spectroscopy
while the optical properties of both the undoped and Yb**/Er** co-doped perovskites were assessed by
diffuse reflectance and photoluminescence spectroscopies. The obtained perovskite samples
demonstrated excellent thermal stability, with the ability to withstand temperatures as high as 500 °C. A
temperature-dependent green emission of Er®* was observed in the co-doped samples upon 980 nm
irradiation, yielding a relative thermal sensitivity and uncertainty in temperature values of 1.3% K™ and
0.3 K, respectively. Incorporating the obtained perovskites (0.05 to 0.20 mg mL™) into L2929 cells as an
in vitro model resulted in high cell viability, underscoring the benefits of selecting such a low-
cytotoxicity material for applications in biological media.
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However, the high solubility of lead in water limits the com-

mercial applications of LHPs on a larger scale due to environ-
mental and health concerns.””

1. Introduction

Lead halide perovskites (LHPs) have attracted significant atten-

Published on 24 May 2023. Downloaded by Universidade de Aveiro (UAveiro) on 1/25/2024 11:28:24 AM.

tion in recent years due to their outstanding optical properties,
including high absorption coefficients, low exciton binding
energies, high charge-carrier mobilities, and low trap
densities."™ These remarkable properties are a result of the
conventional ABX; structure of the LHPs, which enables the
bandgap energy to be fine-tuned by modifying the elements in
the A, B, and/or X sites. Typically, the A-site is a monovalent
cation, such as Cs', CH;NH;', or CH(NH,),", while the B-site
corresponds to a divalent cation (Pb*'), and the X-site is
commonly occupied by halides, such as Cl~, Br~, or I"."*
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Lead-free double perovskites (A;B'B”Xs) have emerged as a
promising alternative to LHPs because they are environmen-
tally friendly and chemically stable while being able to absorb
light across the visible spectral range.? In particular, indium
(In)-based double halide perovskites exhibit a cubic crystal
structure with a direct bandgap between the visible (Vis) and
ultraviolet (UV) spectral regions, presenting higher photolumi-
nescence quantum efficiencies in comparison with the indirect
bandgap double perovskites.” ' However, the parity-forbidden
transition is a major drawback when dealing with In-based
perovskites for luminescent applications. To address this issue,
the incorporation of Bi*" and/or Na* has been used to break the
parity-forbidden transition feature while preserving the direct
bandgap transitions.'***

Additionally, In-based perovskite materials present low pho-
non energy and are excellent candidates for doping with
luminescent trivalent lanthanide ions (Ln**).">'® Ln*'-doped
luminescent materials are versatile, chemically stable, and
show narrow emission bands (<10 nm) covering the UV, Vis,
and near-infrared (NIR) spectral ranges, with high Vis emission
quantum yields.'””'® Moreover, their applications for in vivo
thermal imaging'® and early tumor detection®>*>* have been

This journal is © The Royal Society of Chemistry 2023
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garnering great interest in recent years due to their ability to
perform excitation and emission in the biological spectral
window where the absorption and scattering of light in bio-
logical tissues are reduced.'””* Some Ln** ions also display a
strong temperature-dependent luminescence, such as Pr**,*
Nd3+’26 Eu3+,27 HO3+’28 Tm3+,29 and Er3+,3°’32 making them
excellent candidates for thermal sensing, covering intervals
from the cryogenic (<100 K) to physiological (298-323 K)
temperatures.

Er*'-doped materials are interesting due to their well-
established narrow emission bands and long-lived excited
states.>® The H,q,, and *S;;, emitting levels of Er*" are parti-
cularly attractive because they are so close in energy
(~750 cm™') that even small temperature variations can
change the relative population between them. Although the
behavior of these so-called thermally coupled levels can be
described by using the Maxwell-Boltzmann statistics,'” Balab-
hadra et al. reported an ingenious approach to predict the
absolute temperature (7) using a thermometric parameter (4)
based on the luminescence intensity ratio (LIR) between the
integrated intensities of the emission bands corresponding
to the *Hyyjp — “Iisip (In) and *Ss;, — “Iys, (Is) transitions of
Er*t (4 = Ly/lg):*

lzi_k_Bln(A) (1)

T T, 4E \4
where Ty, is the room temperature, kg is the Boltzmann constant,
Ay is the value of 4 at T, (LIR in the absence of laser-induced
heating), and AE is the energy gap between the *Hy;, and *S;),
emitting levels, which is calculated from the difference between
the barycenters of the ?Hyy, — “Iys, and %S5, — “Iys, emission
bands. This method provides a primary thermometric approach
for measuring the absolute temperature that relies solely on the
emission of the thermally-coupled levels of Er*" regardless of the
medium, whereby thermal readouts can be performed based on a
well-established equation of state without needing external
calibration.**

While several primary luminescent thermometers have been
reported, such as semiconductor nanoparticles,® organic-
inorganic hybrids,*® Ln*" luminescent complexes,*”*® and
Ln*" luminescent nanoparticles,’®*® Er**-based LIR primary
thermometers are preferred because they require simple instru-
mentation and are not affected by the local intensity variation
(e.g., emitting centers concentration and/or excitation source
oscillation),'® paving the way for developing new reliable ther-
mal sensors without the need for recording time-consuming
calibration curves. Furthermore, Suta et al. recently suggested
that Er’" is the best Ln®" to perform temperature sensing
around the room temperature range,*" with the added benefit
of it being able to operate in the biological spectral window
when co-doped with Yb®", where the excitation at 980 nm is
safer for tissues in biological applications due to the lower
absorption in the NIR.*

For this reason, we herein report the structural and optical
characterization of novel low-cytotoxicity Er**/Yb®* co-doped
In-based perovskite materials synthesized via a simple

This journal is © The Royal Society of Chemistry 2023
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wet-chemical route, which were then used to predict tempera-
ture based on the primary luminescent thermometric ability of
Er*" emission in the green spectral range upon Yb*" excitation
in the NIR. To the best of our knowledge, this is the first report
demonstrating lead-free double halide perovskites working as
primary thermometers.

2. Results and discussion
2.1. Structural, optical, thermal, and cytotoxic evaluations

The proposed wet-chemical route used to obtain the In-based
perovskites allowed for the synthesis of pure and crystalline
samples (see Experimental Section for the detailed composi-
tions and labels), displaying sharp and well-defined diffraction
peaks, as shown in Fig. 1. The X-ray diffraction (XRD) results
revealed that the In-based perovskites exhibited a cubic crystal
system corresponding to the Fm3m space group with lattice
parameters of 10.48 A for q, b, and ¢, and a cell volume of
1151.21 A%, characteristic of CsAgInClg perovskites.** However,
the addition of bismuth led to an increase in the lattice and cell
volume as the larger Bi*" radius of 1.03 A in comparison to In**
(0.80 A) affected the assembly of the crystal structure. The
diffractograms of the obtained samples presented in Fig. 1
display the characteristic peaks assigned to the (200), (220),
(222), (400), (422), (440), (620), and (622) diffraction planes
associated with In-based perovskites.** The synthesized per-
ovskites showed good agreement with the standard powder
XRD pattern taken from the Inorganic Crystal Structure Data-
base (ICSD) number 11524 corresponding to Cs,AgInClg, espe-
cially the sample pIngo. Nevertheless, pAg,¢In and pAgelngo
showed more intense (200) and (222) peaks compared to the
pIne.o sample due to the incorporation of Na* in the Ag” site.*®

The Yb**/Er** co-doped In-based perovskites also gave rise to
a crystalline cubic phase with similar diffraction patterns
(Fig. 1a-c), although some differences must be highlighted.
For instance, the pAg, sIn sample displayed a clear distinction
between the intensity of the (222) and (400) planes for each
dopant concentration. This intensity change was likely due to
the concentration and dopant chemical nature, such as its ionic
radius. It is expected that the replacement of In*' (0.80 A) in the
perovskite lattice by Yb*" (0.89 A) and Er** (0.87 A) when doping
with Ln*" would lead to an expansion of the crystal lattice.
Moreover, in the Ln*" co-doped samples, the diffraction peaks
shifted to lower 20 angles due to the lanthanide incorporation
in the lattice. However, there were no significant structural
modifications observed when In-based perovskites were doped
with Ln*", probably due to the similarity of the ionic radii of
Ln*" and In*". The morphology of the samples was evaluated by
scanning electron microscopy (SEM), which revealed that the
samples were obtained with an irregular octahedral shape
between 10-20 pm, as shown in Fig. S1 (ESIY).

Fig. 2 presents the Raman spectra of all the synthesized In-
based perovskites, revealing up to six vibrational modes below
400 cm™*. The Raman bands centered at 48, 110, 139, 169, 239,
and 297 ecm ™! corresponded to the Ty (L), Ty (Bi*"), Ty (In),

J. Mater. Chem. C, 2023, 11, 7672-7681 | 7673
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Fig. 1 (a) X-Ray diffractograms of the obtained powders for the plngg, PAgosIn, and pAgp.elng.o undoped perovskite hosts. XRD of the corresponding
Yb**/Er®* co-doped In-based perovskites (b) plng.o, (C) pAdo.sin, and (d) pAgo elng.s with Yo+ 1 Er¥* ratios of 10:1, 10: 2, and 10: 5, respectively.

Ey (In*"), E, (Bi*"), and A,, vibrational modes in sample
PAgo.sIny o, respectively, in excellent agreement with the pre-
viously reported values.***® The T, Eg and A, vibrational
modes originated from AgCls, InCls, and BiCls octahedrons,
respectively, in which the T,, (Bi*") and E, (Bi’") vibrational
modes from the Bi*'-containing samples were assigned to Bi-Cl
stretching. It is noteworthy that the sample pAg, ¢Ing.o exhib-
ited a greater number of Raman bands compared to the other
samples due to the contribution of all the mixed elements, as
observed in the XRD results. Moreover, the phonon energy of
the In-based perovskites, as indicated by the band peaking
around 297 cm ' in all the Raman spectra, was lower than the
values reported for host materials commonly used for doping
with lanthanide ions (see Table 1 for the reference values). This
suggests that the obtained samples are highly suitable for
enhancing the optical properties of Er’* and Yb*' in

Table 1 Phonon energies of different host matrices used for lanthanide-
doping

Host Phonon energy (cm™')  Ref.
PINng.o, PAgo.sIn, and pAgyslnge 297 This work
B-NaYF, 350 47

Y,0; 380 48

YOF 400 49

7674 | J Mater. Chem. C, 2023, 11, 7672-7681

upconverting applications. Furthermore, it is important to
highlight that all the Raman spectra of the Yb*'/Er’* co-
doped samples presented identical band shapes and positions
compared to the host matrices.

Incorporating Bi** into an In-based perovskite lattice has
been found to change its optical properties, as noted by
Siddique et al.** This is due to the distortion of the octahedron
in the perovskite crystal structure caused by Bi-alloying,
leading to an increase in the In-Cl bond length and a decrease
in the Bi-Cl bond length, resulting in self-trapped excitons
(STEs) originating from the structural distortion caused by
the Bi*" incorporation. This explains the bright luminescence
of Bi**-doped In-based perovskites.** In other words, incorpor-
ating a certain amount of Bi** can maintain the direct
bandgap of Cs,AgInCls and break the parity-forbidden
transition issue.

The energy bandgap values (E,) for all the perovskite host
matrices were obtained from UV-Vis diffuse reflectance analysis
by applying the Tauc plot method.>® Thus, by manipulating the
recorded data utilizing the Kulbelka-Munk function o = (1 —
R)*/2R, where o is the optical absorption coefficient and R is the
reflectance, it was possible to obtain the values of E, by
extrapolating the linear fit (Tauc plot) to the x-axis. Fig. 3 and
Table 2 display the energy graphs and bandgap values obtained
for all the In-based perovskites matrices.

This journal is © The Royal Society of Chemistry 2023
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Fig. 2 Raman spectra of the different In-based perovskites.

From the reflectance spectra, two E, values were extracted
from the samples (Fig. 3), which were assigned to the material
energy bandgap and to the surface/defect states, which were in
excellent agreement with those presented in the literature.”®
These two values of E; for pIngo and pAg,elngo perovskites
might be related to the energy gap of the material (higher eV),
and the surface/defect states (lower eV), as aforementioned in
the discussion of the Raman results. The formation of these
vacancies/defect states was associated with the addition of Bi**
in the perovskite lattice, since both perovskite samples contain-
ing Bi’" showed the same behavior. The incorporation of Er**
and Yb*" into the In-based perovskites’ lattice did not signifi-
cantly change the values of the energy gap. The calculated E, for
the Ln*"-doped samples is presented in Table S1 (ESIf). It is
worth pointing out that the incorporation of Bi** led to lower
phonon energies, as seen in Fig. 2. Therefore, the lower E; of
3.06 and 2.96 eV for pIng ¢ and pAg, sIng., respectively, may be
attributed to the formation of STEs.”'>*

The obtained perovskite samples presented excellent ther-
mal stability, in addition to high crystallinity, low phonon
energy, and direct bandgap properties. The thermogravimetric
curves in Fig. 4a demonstrate that the samples could withstand
temperatures as high as 500 °C. This remarkable thermal
stability is a desirable characteristic for perovskite materials

View Article Online

Journal of Materials Chemistry C

Table 2 Calculated energy bandgaps of the undoped In-based
perovskites

Sample Eg (£ 0.03 €V) Eg (£ 0.03 eV)
plnge 3.48 3.06

PAg, 6In 3.69 —

PAgo.6INg .9 3.60 2.96

Additionally, the metabolic viability of the synthesized perovs-
kite samples was assessed using the MTT assay 48 h after
exposure to determine their cytotoxicity (Fig. 4b). Here, con-
centrations of 0.05, 0.10, and 0.20 mg mL " were deemed safe
for all the perovskites, with cell viability exceeding 70%.
According to ISO 10993-5, a reduction of cell viability greater
than 30% is considered cytotoxic.*® Thus, perovskite concen-
trations ranging from 0.05 to 0.20 mg mL ' exhibit high
potential for biomedical applications. More detailed biological
tests were not performed. The obtained results are encouraging
for further works using perovskite NCs aiming for more
detailed findings for assessing their application in the
medical field.

2.2. Photoluminescent properties of the In-based perovskites

Fig. 5 presents the excitation spectra of the undoped perovskite
samples. The In-based perovskite matrices presented a high-
intensity excitation band when the emission band peak around
610 nm was monitored. The plnys and pAgyeln samples
showed a great difference between the excitation spectra in
terms of the shape and band position arising from the
incorporation of Bi** and Na* into the host matrix. The excita-
tion spectrum of the pAg,¢Ing o sample showed a shape and
band position that resembled a mixture of the previous ones, as
a result of the presence of both ions. For the excitation spectra,
the most intense regions were centered at 355 nm and
394 nm for pInge, 360 nm for pAg,eIn, and 360 nm for the
PAgo.sIng o sample. Therefore, when excitation occurs at these
maximum bands, the sample is excited at the intrinsic bandgap
(lower wavelengths) and the surface/defect states (higher
wavelengths).>> The emission spectra shown in Fig. 5d, e and
f reveal that all the samples presented a broad emission band

from 450 to 800 nm. Samples pIngy and pAg,¢lng.o, in which
3+

and makes them suitable for high-temperature applications. In®" was mixed with Bi*', showed an intense and bright
E E
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Fig. 3 Tauc plots of the energy bandgap (Eg) determination for the undoped (a) pIng.s. (b) pAge.es and (c) pAgoelne.o perovskite samples.

This journal is © The Royal Society of Chemistry 2023
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Fig. 5 Excitation spectra of the (a) plnge, (b) pAgosin, and (c) pAgo.slno.o IN-based perovskite matrices when monitoring the emission at 620, 600, and
610 nm, respectively. Emission spectra of the (d) ping.e. (€) pAdoeln, and (f) pAgoglno.s IN-based perovskite matrices under excitation at 355, 360, and

360 nm, respectively.

yellowish white luminescence that could be perceived by the
naked eye, as shown in Fig. $2 (ESIt).”*

The co-doped In-based perovskite samples presented a
downshifting emission band centered at 1540 nm, attributed
to the characteristic *I,3, — I;5, transition of Er*" in the
NIR,>® which was observed under excitation of the perovskite
host matrix (UV) or directly with Er*" (522 nm), indicating an
energy transfer from the In-based perovskite matrix to Er*",
where the latter case resulted in a higher emission intensity.
Despite the energy transfer from the In-based perovskite to the

7676 | J Mater. Chem. C, 2023, 11, 7672-7681

lanthanide ion, no emission was observed in the visible spectral
range, possibly due to the strong broadband emission of the In-
based perovskite (Fig. 5). The excitation and emission spectra
of the Yb**/Er** co-doped samples are presented in Fig. S2
(ESIt). Moreover, the co-doped samples also displayed an
upconverting emission of Er** upon 980 nm continuous-wave
(CW) irradiation, as shown in Fig. 6.

The upconverting emission spectra of the pIng.o:Yb**/Er**
(10:5) sample exhibited the characteristic emission bands of
Er’* related to the *Hyy, — *Iisy (510-541 nm) and *S;, — L5,

This journal is © The Royal Society of Chemistry 2023
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respectively, with r? > 0.997 for all the fits.

(541-561 nm) transitions in the green spectral region and the
*Fgj = *I15/ (635-690 nm) transition in the red spectral region.
Moreover, a shoulder around 562 nm could be observed,
corresponding to the *Ho;, — I13, transition originating from
the upper ?Ho, energy level of Er’* due to the low phonon
energy of the perovskite host matrix.'®>>>® The energy transfer
upconversion (ETU, 107%) process is more efficient than
excited-state absorption (ESA, 10~°), and was likely responsible
for the upconverting emission in the co-doped In-based,
although the ESA process could also have contributed.’”>®
Furthermore, it is worth pointing out that the integrated
intensity (I) of the emission bands assigned to the above-
mentioned transitions of Er’" increased upon increasing the
power of the 980 nm excitation source, following the power law
I oc LPD", where, n is the number of photons involved in the
upconversion mechanism and can be retrieved from the slope
of I versus LPD in a double-logarithmic plot, as shown in the
inset of Fig. 6.°° The values of n were 1.85, 1.76, 179, and 1.90
for the 2Hu/z - 4115/27 453/2 g 4115/2, 2H9/2 - 4113/27 and 41:‘9/2 g
1,5, transitions, respectively, indicating that two photons were
involved in the upconversion emission of the perovskite sam-
ples. The upconverting emission spectra of Yb>"/Er** co-doped
pIng.o, PAgosln, and pAgyelngo samples at 10:1, 10:2, and
10:5 ratios under varying LPD, respectively, are displayed in
Fig. S3 (ESIY).

2.3. Primary thermometry on the luminescent In-based
perovskites

We took advantage of the low-cytotoxicity of the obtained
In-based perovskites co-doped with Yb*'/Er** to assess their
thermal sensing ability by applying the primary thermometric

This journal is © The Royal Society of Chemistry 2023
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approach described by eqn (1) using the temperature-
dependent emission spectra of the pAggelngo:Yb* /Er*
(10:2) sample, as shown in Fig. 7. The results indicated that
upon increasing the temperature, Iy and Is presented a steep
and gentle increase, respectively, due to the thermal redistribu-
tion between the ?H, 4/, and *S;, emitting levels. Replacing the
values of AE (753 £ 10 cm ™), Ty (293.5 & 0.1 K), 4, (0.4283 +
0.0007), and the experimental values of A obtained from
the temperature-dependent emission spectra from sample
PAZo.6INgo: Yb*'/Er*" (10:2) in eqn (1) resulted in an excellent
agreement between the measured and calculated temperatures,
thus validating the primary thermal sensing ability of the
obtained sample.

Once the same approach can be applied to the different In-
based perovskite samples, it is possible to use the relative

1104 AE
thermal sensitivity, Sy = 107 " kT which gives the relative
change of 4 with respect to the temperature, and the uncer-

d84/4
tainty in temperature, 67 = T/, which represents the smal-

lest temperature resolvable by the thermometer.'” This enables
a comparison of the thermometric performance of the obtained
samples with different Er’*-based luminescent thermometers,
regardless of their particle size or chemical surface functiona-
lization, as presented in Table 3. The thermal evolution of S,
and 8T for the temperature range studied in this work are
displayed in Fig. S4 (ESIt).

The calculated values of the energy gap were similar for all
the obtained samples, therefore, the values of Sy, and 37 were
essentially the same. As S, is proportional to AE, the Sy, and 6T
values are in good agreement with those reported in the
literature for Er**-based primary thermometers (Table 3), which
usually lie in the 1.0-1.3% K™ ' and 0.1-0.9 K ranges, respec-
tively, indicating that the In-based perovskite samples are
indeed excellent primary luminescent thermometers for per-
forming thermal readouts regardless of their composition. In
this sense, the low cytotoxicity, outstanding optical properties,
and reliable thermal sensing ability pave the way for using In-
based perovskites for applications in solar energy conversion
and in vitro/in vivo thermometry.

3. Conclusion

In this study, we demonstrated the potential of In-based double
halide perovskites as luminescent thermometers for potential
use in biomedical applications. The synthesis of highly crystal-
line perovskites with low cytotoxicity was achieved through a
facile wet-chemical route, and the incorporation of Na" and Bi**
into the perovskites’ crystal lattice was confirmed by XRD and
Raman spectroscopy. The optical properties of both the
undoped and Ln*"-doped perovskites were characterized,
whereby the incorporation of Yb*'/Er*" ions in the perovskites
resulted in upconversion luminescence, which was used to
develop primary thermometers with a high relative thermal
sensitivity of 1.3% K" and uncertainty in temperature values
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as low as 0.3 K, which were in good agreement with previously
reported values. Furthermore, the excellent thermal stability of
the perovskites was demonstrated, with the samples remaining
stable at up to 500 °C. The biocompatibility of the perovskites
was also evaluated, showing high cell viability in L929 cells,
indicating their potential for use in targeted bioimaging and
the real-time monitoring of cancer cells. These findings pave
the way for using In-based perovskites in biomedical applica-
tions, as well as in solar energy conversion.

4. Experimental section

Materials

Hydrochloric acid (HC, Sigma-Aldrich, 37%), cesium chloride
(CsCl, Vetec, P.A.), silver chloride (AgCl, Sigma-Aldrich, 99%),
bismuth chloride (BiCl;, Sigma-Aldrich, >98%), sodium chlor-
ide (NaCl, Synth, P.A. A.C.S.), indium oxide (In,Os;, Merck,
99%), erbium oxide (Er,0;, Sigma-Aldrich, 99.9%), ytterbium
oxide (Yb,03, Lumitech, 99.99%), and isopropyl alcohol (Exodo,
99.5%) were purchased and used as received.

7678 | J Mater. Chem. C, 2023, 11, 7672-768]1

Synthesis of the In-based double halide perovskites

In-based double halide perovskites were prepared according to
the modified synthesis procedure reported by Kumar Chini
et al.®® First, the undoped perovskites with compositions listed
in Table 4 and labeled as pIngq, pPAgo.cIn, and pAgy ¢Ing o were
prepared following the same procedure. For the pIng o sample,
a mixture containing the stoichiometric amounts of In,03,
BiCl;, and AgCl was added to a flask containing HCI (37%)
and heated up to 348 K under vigorous stirring for 15 min. After
complete dissolution, 20 mmol L™ of CsCl was added to the
first solution, followed by heating to 383 K for 1 h and then
allowing to cool to room temperature. The undoped perovskite
microcrystals were washed with isopropyl alcohol, centrifuged,
and dried overnight at 383 K. The samples pAg,e¢In and
PAgosIng o were synthesized following the same procedure
and using the appropriate raw materials for the desired In-
based perovskite compositions as described in Table 4 Yb*"/
Er** co-doped In-based perovskite materials were prepared
following the same procedure used for the undoped samples.
Each of the three In-based perovskite hosts was obtained with a
fixed concentration of Yb*" in 10 mol% with varying the Er’*

This journal is © The Royal Society of Chemistry 2023
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Table 3 Energy gap (AE), maximum relative thermal sensitivity (S.),
uncertainty in temperature (37), and the temperature they occur at for
different upconverting luminescent thermometers

AE Sm 3T T
Sample (em™) (%K') (K) (K) Ref
PAgo.6INgo: YB* /B (10:1) 752 1.3 0.3 293 This
PAgo6Ingo: Yb* ' /EF' (10:2) 753 work
PAgZo.6lNgo: YD /E* (10:5) 752
PAgo6In: Yb**/Er** (10:1) 752
PAg,.¢In: Yb*'/Er** (10:2) 752
PAgo 6In: Yb**/Er** (10:5) 752
pIngo: Yb*'/Er** (10:1) 752
pIngo: Yb*'/Er** (10:2) 753
pIngo: Yb**/Er*™ (10:5) 753
STF,: Yb*'/Er*" (20:2) 746 1.2 0.3 298 32
KGd;F,o: Yb**/Er** (20:5) — 1.2 0.1 298 60
Y;NbO, : Yb*'/Er*" (1.5:0.5) 823 1.3 0.3 303 61
Y;TaO,:Yb*'/Er*" (29:0.6) 835 1.3 0.9 303 62
NaGdF,: Yb*'/Er** (20:2) 686 1.1 0.3 298 63

Table 4 Description of the chemical compositions of the In-based
perovskite samples and corresponding labels used in this work

Chemical composition Sample label

Cs,AgIn, oBi; 1Clg PIngo
Cs,Ago.6Nag 4InClg PAZo.6In
Cs,Agy.6Nag.4Ing oBig 1Clg PAgo.6INo.9

amount from 1, 2, and 5 mol% in relation to the content of In,
for a total of 9 co-doped samples with Yb®": Er*" ratios of 10: 5,
10:2, and 10:1 for each In-based perovskite matrix.

X-Ray diffractometry

The powder X-ray diffraction (XRD) analysis of the polycrystalline
In-based perovskite samples was carried out in a powder X-ray
diffractometer equipped with a monochromator for Cu-Ka (4 =
1.5418 A) radiation (D8 Advance, Bruker). The measurements were
performed at room temperature in the 260 range from 10° to 60° at
an angular rate of 0.5 s step” " and a scan step width of 0.02° using
a position-sensitive detector (PSD, LynxEye, Bruker).

Raman spectroscopy

Raman scattering spectra were obtained in a Raman spectrometer
coupled to a confocal microscope (LabRAM HR Evolution, Horiba)
with a He-Ne laser (632.8 nm) excitation source. Data acquisition
was performed by using the LabSpec 5 software (Horiba) in the
spectral range of 10-400 cm™" with a scan step width of 0.8 cm™"
using a 100x objective lens to focus on the samples.

Scanning electron microscopy

SEM micrographs were acquired in a scanning electron micro-
scope (LEO 440, ZEISS) with a detector (7060, OXFORD) operat-
ing with an electron beam of 15 kV, 2.82 A current, and 200 pA
probe L.

Diffuse reflectance spectroscopy

Diffuse reflectance spectroscopy (DRS) was performed in a UV-
Vis-NIR spectrophotometer (UV 3600, Shimadzu) from 250 to

This journal is © The Royal Society of Chemistry 2023
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800 nm with a scan step width of 0.5 nm using barium sulfate
(BaSO,) as the standard.

Thermogravimetric analysis

Thermogravimetric analysis (TGA) was carried out in a simul-
taneous differential scanning calorimeter (SDT Q600, TA
Instruments) from room temperature to 1000 °C at a heating
rate of 10 °C min~" under a nitrogen atmosphere.

Photoluminescence spectroscopy and temperature-dependent
measurements

The excitation and emission spectra of the Yb*'/Er*" co-doped
In-based perovskites were recorded in a Fluorolog 3 spectro-
fluorometer (FL3-22, Horiba) equipped with dual excitation and
emission monochromators and photomultipliers for the
visible (R928, Hamamatsu) and NIR (H10330-75, Hamamatsu)
spectral ranges using the front face acquisition mode and a
450 W Xe arc lamp as the excitation source. Upconverting
emission spectra were recorded using a 980 nm CW diode laser
(DL980, CrystaLaser) as the excitation source. Temperature-
dependent upconverting emission spectra of the samples were
recorded in the 293-343 K temperature range using increments
of 5 K. The samples were placed in a platinum crucible and
heated in a temperature-controlled stage (T95-HT, LINKAM
Scientific). The emission spectra were corrected by the instru-
ment and obtained with an integration time of 150 ms and an
increment of 0.5 nm for both excitation regimes.

Spectral deconvolution and energy gap determination

The emission spectra of the obtained In-based perovskites
were analyzed by using a custom routine written in MATLAB
2022a under a license provided to the University of Aveiro. A
polynomial baseline correction was applied to remove the
electric noise from the spectrofluorometer signal, followed by
the conversion of the emission spectrum from wavelength (nm)
to energy (cm™') units using the Jacobian conversion.®>®®
After that, 17 Gaussian functions were adjusted to the energy-
converted emission spectra between the 17544-19608 cm ™"
spectral range. The peak energies were restricted to a
+5 cm ™! variation, the bounds of the widths were set between
40-180 cm™ ', and the lower bounds of the areas were set to zero
to avoid negative values. The fits were considered well-adjusted
when r* > 0.99. The barycenters of the emission bands arising
in the green spectral range were computed as the averaged
position of the Gaussian components corresponding to the
*Hy,, — 13552 (eight Gaussian functions) and *S;;, — “Iisp
(eight Gaussian functions) transitions of Er*". The energy gap
(AE) between the *Hyy;, and *Sy/, emitting levels of Er’* was
then calculated from the difference between the barycenter of
the *Hyq, — I35, and *Sz — “I;5p transitions (Fig. S5a in the
ESIt). The Gaussian component peaking in the lower energy
side was assigned to the *Hgj, — “I3,, transition.

Thermometric analysis

The temperature-dependent upconverting emission spectra of the
samples were analyzed by using a different MATLAB 2022a code.
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After performing the baseline correction, the integrated emission
of the ?Hy1;, — *Lispp (Iy = 510-541 nm) and *S;;, — *Iysp (Is =
541-561 nm) transitions were calculated by integrating the emis-
sion spectra, where the luminescence intensity ratio (4 = Iy/Is) was
computed for each temperature. The same approach was applied
to the power-dependent emission spectra to determine the value
of 4 in the no laser-induced heating regime (4, i.e., the intercept
of the 4 versus LPD plot, Figure S5b, ESIT).

Cell cultures and viability assay

A murine fibroblast L929 cell line was cultivated in Dulbecco’s
modified eagle’s medium (DMEM, Sigma-Aldrich) with 10%
fetal bovine serum (FBS, Sigma-Aldrich) and 1% penicillin-
streptomycin at 37 °C in a humidified 5% CO, incubator for
24 h and then used to evaluate the cytotoxicity of the obtained
perovskites by using the MTT colorimetric assay. First, 1 x 10*
of the L929 cells were seeded in a 96 well plate (100 pL per well)
and cultured overnight until total adhesion to the plate.
Simultaneously, 12.0 mg mL " of the undoped pIng o, pAgo.cIn,
and pAg, sIny o were prepared at a series of different concentra-
tions (0.05, 0.10, and 0.20 mg mL ') and then 100 puL was added
into each well and incubated for 48 h. Thereafter, 100 pL of
3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium  bromide
(MTT, 1.00 mg mL") reagent was added into each well and
the cells were further incubated for 4 h. Finally, the supernatant
was removed and 50 puL isopropanol was added into each well.
Cell viability was obtained indirectly by measuring the MTT
absorbance at 570 nm using a microplate spectrophotometer
(SpectraMax ABS, Molecular Devices) and the viability values
were calculated based on the absorbance of the control group
(cells cultured without the addition of the perovskite samples).
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S1. Scanning electron microscopy

10:1

pAg 0.6' n0.9

Figure S1. SEM micrographs of the plngg (a, b, and ¢), pAgy¢ln (d, e, and f), and pAg,¢lngo
(g, h, and 1) perovskites co-doped with Yb**/Er** at 10:1, 10:2, and 10:5 doping ratios. The
scale bar is 10 um for all the panels.

139



S2. Optical properties of the co-doped In-based perovskites

Table S1. Calculated energy band gap of Ln**-doped samples.

3T 3t s pIng, PAgoqIn PAgo.cIngo
YDEST ratio —p 0T V] B [£0.036V]  Ea [£0.03 6V]  Eu [£0.03€V]  Ey [£0.03 eV]
10:1 3.36 2.96 3.65 3.44 2.80
10:2 3.40 2.9 3.65 3.38 2.95
10:5 3.42 3.00 3.65 3.30 2.96
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Figure S2. Comparison of the emission spectra of the pIngo (blue), pAgocln (yellow), and
PAg,¢Ingo (red) samples under excitation at 355, 360, and 360 nm, respectively.
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Figure S3. Excitation spectra of the (a) plng, (b) pAgosln, (¢) and pAg,clngo samples doped
with Yb3*/Er** (10:5) monitoring the emission at 1540 nm. Emission spectra of the (d) pIng.y,
() pAgosIn, (f) and pAg,slngo samples doped with Yb**/Er** (10:5) under excitation at 367,
285, and 347 nm, respectively. Emission spectra of the (d) pIng, (¢) pAgosln, (f) and pAg,clng o
samples doped with Yb**/Er3* (10:5) under excitation at 522, 353, and 520 nm, respectively.
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Figure S4. Upconverting emission spectra of In-based perovskite of (a) pIng g, (b) pAgosIn, and
(c) pAgosInge samples co-doped with Yb**/Er’™ at 10:1; (d) pIngo, (¢) pAgosln, and (f)
pAgoslngo samples co-doped with Yb**/Er3* at 10:2; and (g) pAgosIn and (h) pAggslngo co-
doped with Yb3*/Er3* at 10:5. All samples were excited using a 980 nm CW laser varying its
laser power density (LPD) from 7.8 to 18.3 W cm .
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S3. Thermometric performance of the luminescent co-doped In-based perovskites
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Figure SS5. Thermal evolution of the (a) relative thermal sensitivity and (b) uncertainty in
temperature for the obtained samples. The blue solid lines represent the results regarding the
samples with a AE =752 + 10 cm™! (pAgoslngo: YB*/Er3*™ (10:1), pAgoslngo: Yb**/Er3* (10:5),
PALysIN: YD /Er3T  (10:1), pAgosIln:Yb**/Er*™ (10:2), pAgosIn:Yb3*/Er** (10:5), and
pIngo:Yb**/Er** (10:1)) and the red dashed lines represent the results regarding the samples with
a AE = 753£10cm™!  (pAgoslngo:YB*/Er*® (10:2), plngo:Yb**/Er*® (10:2), and
pIngo: YB3 /Er* (10:5)).
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S4. Energy gap and power-dependent intensity ratio

1000 0.442
ﬁ a L AE=753+10cm b
5 750¢ 1 0.438}
48 | o
S 500! T4
= Mo 0434} Lt
o 1172 15/2 | 'L
-g ‘ y <] /". o
250} iz
=" LG |
— 0 oL /A A A Y 'A‘
g 20} 0.426¢
2 0 —Wﬁamr A, = 0.4283 + 0.0007
© -20}
oc : ‘ ‘ : - 0422 : : : -
175 180 185 190 195 0 4 8 12 16 20
Energy (10°cm™) LPD (W cm™)

Figure S6. (a) Spectral Gaussian deconvolution illustrated for the emission spectrum of the
PALsIngo: YB3 /Er*™ (10:2) sample measured at 273 K and 18.3 W cm™2 under 980 nm
excitation. The shadowed areas correspond to the Gaussian fit to the Stark components of the
4S5, 5/, (red) and 2H,;,—*1;5), (blue) transitions of Er**, where their respective barycenters
were used to calculate AE. The *Hy—*13,, transition is depicted in yellow. The bottom part
demonstrates the residuals of the fitting procedure. (b) Determination of A, for the
PALo.6INgo:YD3*/Er3* (10:2) sample. The power dependence of A was analyzed by plotting A
against the laser power density (LPD) of the excitation laser.
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ABSTRACT: The unique tunable properties of glasses make them
versatile materials for developing numerous state-of-the-art optical
technologies. To design new optical glasses with tailored
properties, an extensive understanding of the intricate correlation
between their chemical composition and physical properties is
mandatory. By harnessing this knowledge, the full potential of
vitreous matrices can be unlocked, driving advancements in the
field of optical sensors. We herein demonstrate the feasibility of
using fluoride phosphate glasses co-doped with trivalent
praseodymium (Pr’*) and ytterbium (Yb**) ions for temperature
sensing over a broad range of temperatures. These glasses possess
high chemical and thermal stability, working as luminescent
primary thermometers that rely on the thermally coupled levels of

.-.. .' .. 7. .7 '.'

s . ? ooy
b e . oo
o o

.... .

¢ » ¢ ©

o<y

Pr’* that eliminate the need for recurring calibration procedures. The prepared glasses exhibit a relative thermal sensitivity and
uncertainty at a temperature of 1.0% K™' and 0.5 K, respectively, making them highly competitive with the existing luminescent
thermometers. Our findings highlight that Pr’*-containing materials are promising for developing cost-effective and accurate
temperature probes, taking advantage of the unique versatility of these vitreous matrices to design the next generation of photonic

technologies.

1. INTRODUCTION

Glasses are essential in the development of optical devices and
telecommunication technologies due to their tunable chemical
composition that can achieve high ion solubility,l increased
transparency,” elevated thermal stability,” and low phonon
energies.” With over 400,000 compositions reported to date,
glasses play a crucial role in modern civilization.” Among the
various types of glasses available, fluoride phosphates have
garnered significant interest because they combine the low
phonon energies of fluoride glasses with the high chemical,
mechanical, and thermal stability of phosphate glasses.””
Moreover, fluoride phosphate glasses present a high solubility
of trivalent lanthanide ions (Ln*"), making them suitable for
obtaining solid-state lasers,' ! magneto-optical fibers,"* and
lighting applications."”'* In addition to their unique optical
properties, such as narrow absorption and emission bands,
long-lived excited states, and high emission quantum
yields,">'® Ln* are promising candidates for luminescence
thermometry due to their rich energy level structure.'” The
temperature-dependent light emission from various lumines-
cent ions has enabled the development of luminescent

© 2023 The Authors. Published by
American Chemical Society
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thermometers for temperature sensing across a wide range of
applications.'®™**

Luminescence thermometry is a versatile, cost-effective,
remote, and minimally invasive technique that relies on the
temperature dependence of the luminescence of a phosphor
with various response parameters, such as the band shape, peak
energy or intensity, and excited state lifetimes and rise times.”*
This technique can afford real-time temperature measurements
with high relative thermal sensitivity (S, > 1% K™').>> Most
luminescent thermometers require a calibration procedure to
establish the relationship between the photophysical features
and the temperature, being classified as secondary thermom-
eters. However, the recording of calibration curves is simply
not possible in some applications, such as in biological
media,”® living animals,”’ and operating electronic devices.”®
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The strategy used so far in most of these examples was to
assume that a calibration curve recorded in one dispersion
medium remains valid in other environments, which is a rough
estimation that diminishes the accuracy of the luminescent
probe due to artifacts arising from spectral distortion.””°

An alternative to the calibration procedure is to perform an
absolute determination of the temperature by relying on well-
established equations of state, such as those governing ideal
gases and blackbody radiation.”’ These so-called primary
thermometers avoid the need for prior temperature calibration,
which is a major surplus. Nonetheless, the number of primary
luminescent thermometers reported to date remains scarce,
with fewer than 20 examples, mainly involving Er**/Yb* co-
doped materials.>> Herein, we present, for the first time, a
luminescent primary thermometer based on the thermally
coupled levels of Pr**. This novel approach is advantageous
because (i) the recording of tedious calibration curves is not
necessary and (ii) self-heating induced by the excitation source
can be neglected. In this work, we thoroughly investigate the
preparation route, structural composition, thermal stability,
optical properties, and thermometric performance of Pr**/Yb*>*
co-doped fluoride phosphate glasses used as luminescent
primary thermometers.

2. EXPERIMENTAL SECTION

2.1. Materials. Lithium carbonate (Li,CO;, Sigma-Aldrich,
99.9%), ammonium dihydrogen phosphate ((NH,)H,PO,, Alfa
Aesar, 98.0%), yttrium fluoride (YF; Strem Chemicals, 99.9%),
strontium fluoride (StF,, Sigma-Aldrich, 99.9%), calcium fluoride
(CaF,, Sigma-Aldrich, 99.9%), praseodymium oxide (Pr,O,;, Lumtec,
99.9%), and ytterbium oxide (Yb,O;, Lumtec, 99.9%) were used as
received from the companies.

2.2. Synthesis of Lithium Metaphosphate. Lithium meta-
phosphate (LiPO,) was synthesized through the solid-state reaction
between Li,CO; and (NH,)H,PO,, where thermal decomposition of
the mixture was carried out at 543 K for 12 h in a platinum crucible
under an air atmosphere. The temperature was increased, after the
decomposition step, at a rate of 10 K min™" up to 1173 K, and the
mixture was melted for 30 min before cooling it down to room
temperature (298 K). The obtained LiPO; was stored in a glass
desiccator for further use.

2.3. Preparation of the Glasses. Undoped and Pr**/Yb*" co-
doped fluoride phosphate glass samples were obtained by using the
conventional melting-quenching method with molar compositions of
SOLiPO,-20YF,-20SrF,-10CaF,, 98.75[SOLiPO,-20YF;-20SF,-
10CaF,]:0.25 Pr,0,,/1.00Yb,0,, and 97.75[SOLiPO,-20YF,-20S1F,-
10CaF,]:0.25 Pr,0,,/2.00Yb,0;, labeled as PY00, PY14, and PY18,
respectively. Further details of the preparation procedure and the
chemical composition of the samples are presented in Section SI.1
and Table S1 of the Supporting Information.

2.4. Differential Scanning Calorimetry. The differential
scanning calorimetry (DSC) curves of the glass samples were
registered in a high-temperature calorimeter (DSC 404 F3 Pegasus,
Netzsch) to identify the characteristic glass transition temperature
(Ty + 2 K), the onset temperature of crystallization (T, + 2 K), and
thermal stability parameter (AT = T, — T, + 4 K) of the obtained
glasses. For this, each glass sample (~15 mg) was placed in an
alumina crucible and heated from 298 to 873 K at a heating rate of 10
K min~!, under a nitrogen atmosphere (10 mL min~"). T, and T,
were assigned to the temperatures at which the first derivative of the
heat flow Q (dQ/dT) gives the minimum and maximum values
around their corresponding peaks, respectively.

2.5. Solid-State Nuclear Magnetic Resonance Spectroscopy.
Solid-state nuclear magnetic resonance (NMR) studies were
performed on an NMR spectrometer (DD2, Agilent) with a field
strength of 5.7 T using a 3.2 mm probe with a magic angle spinning
(MAS) rate of 8.0 kHz for "Li, and 24.0 kHz for "F and *'P MAS-
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NMR, 3'P{F} and ’Li{'°F} rotational-echo double-resonance
(REDOR)*® and constant time REDOR (CT-REDOR),** and 3'P
two-dimensional (2D) J-resolved experiments.>® All spectra were
analyzed using ssNake®® and/or SIMPSON®” software. The complete
description and experimental conditions of the solid-state NMR
experiments are detailed in Section S1.2 of the Supporting
Information.

2.6. Absorption Spectroscopy. The absorption spectra of the
samples in the visible (Vis) and near-infrared (NIR) spectral regions
were measured at room temperature (298 K) in a dual-beam
spectrometer (Lambda 950, PerkinElmer) over the 400—2200 nm
range with a resolution of 1.0 nm.

2.7. Photoluminescence Spectroscopy and Temperature-
Dependent Measurements. The excitation and emission spectra of
the Pr’*/Yb** co-doped glass samples in the visible spectral range
were acquired in a Fluorolog3 spectrofluorometer (FL3-2T, Horiba),
with a TRIAX 320 emission monochromator (fitted with 1200
grooves mm~ ' grating blazed at 500 nm with a reciprocal linear
density of 2.6 nm mm™') coupled to a photomultiplier (R928,
Hamamatsu) using the front face acquisition mode and a 450 W
Xenon arc lamp as the excitation source. The emission spectra were
corrected for detection and optical spectral response of the
spectrofluorometer while the excitation spectra were corrected for
the spectral distribution of the lamp intensity using a photodiode
reference detector. The spectral acquisition in the NIR was performed
with the same equipment by using a grating with 600 grooves mm™"
blazed at 1200 nm and an H10330A-75 photomultiplier (Hama-
matsu) without spectral correction. The temperature was controlled
by a helium-closed cycle cryostat coupled to a vacuum system (4 X
107* Pa) and an autotuning temperature controller (Lakeshore 331,
Lakeshore) with a resistance heater. Temperatures were measured
with a silicon diode cryogenic sensor (DT-470-SD, Lakeshore) with
an accuracy of + 0.5 K (12-30 K), + 0.25 K (30—60 K), and + 0.15
K (60—340 K).

2.8. Emission Quantum Yield. The absolute emission quantum
yields (q) were measured at room temperature (298 K) using a
Quantaurus quantum yield measurement system (QY Plus C13534,
Hamamatsu) with a 150 W Xenon lamp coupled to a monochromator
for wavelength discrimination, an integrating sphere as sample
chamber, and two multi-channel analyzers for signal detection in
the visible spectral range. The values of q for the downshifting
emission of Pr*" correspond to the integration over the 450—750 nm
spectral range under 443 nm excitation. The reported values present
an accuracy of 10%, according to the manufacturer. It was not possible
to determine the values of g for the NIR emission of Yb*" once it was
too faint to be detected by the equipment.

2.9. Spectral Deconvolution and Energy Separation
Determination. The energy separation AE between the P, and
3P, thermally coupled levels of Pr** was estimated from the difference
between the barycenters of the emission bands assigned to the *P; —
®H; and *Py, — *Hj transitions in the deconvoluted emission spectra
of the glass samples measured at room temperature. The spectral
deconvolution and obtained values of AE are presented in Section
S1.3 and Figure S1 in the Supporting Information.

2.10. Determination of the Thermometric Parameter. The
integrated intensities were obtained by taking the integrated areas in
the spectral regions corresponding to the *P; — *Hg (I,, $10—533
nm) and *Py, — *H; (I, $33—565 nm) transitions of Pr** from the
temperature-dependent emission spectra under excitation at 443 nm.
The thermometric parameter A was defined as A = L,/I;. The
thermometric performance of Pr** in the obtained fluoride phosphate
glasses was assessed in terms of thermal sensitivity and temperature
resolution, as described in Section S1.4 of the Supporting
Information.

3. RESULTS AND DISCUSSION

3.1. Thermal Evaluation and Structural NMR Studies.
Fluoride phosphate glasses were obtained with densities of
3.48, 3.62, and 3.74 g cm™ for the samples PY00, PY14, and

https://doi.org/10.1021/acs.chemmater.3c01508
Chem. Mater. 2023, 35, 7229-7238
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Figure 2. (a) *'P MAS-NMR spectra of the undoped (PY00) and co-doped (PY14 and PY18) fluoride phosphate glasses measured at 5.7 T
(bottom). Individual lineshape components extracted from the deconvolution analysis of the undoped PY00 sample based on the R-
INADEQUATE data (top). (b) "’F MAS-NMR spectra of the glasses (bottom). Fluorine loss quantified by '’F MAS-NMR (top). The uncorrected
signal in pink considers the detection of all F atoms while the corrected signal in blue excludes F atoms coordinated to Yb**/Pr*". Results in blue
are mean values from three distinct coordination scenarios with the error bars indicating the deviations between them (see Figure S4). (c) "Li and
(d) °Li MAS-NMR spectra of the PY00, PY14, and PY18 samples. The solid black curve in panel ¢ corresponds to the Czjzek fits of the spinning
sideband pattern of the undoped glass. Spinning sidebands are indicated by asterisks in b and d.

PY18, respectively. The increasing density of these glasses
follows the increasing Pr**/Yb*" co-doping content, showcas-
ing the influence of the dopant concentration on the physical
properties of the glass matrix. The DSC curves of the obtained
samples shown in Figure 1 demonstrate that T, remains
essentially the same regardless of the glasses’ composition,
indicating that the addition of Pr** and Yb*" does not cause
significant structural changes in the connectivity of the fluoride
phosphate glassy network. Nevertheless, the crystallization
peak gets narrower and shifts to lower temperatures when
increasing the content of ytterbium oxide, indicating that Yb**
may act as a nucleating agent. Although the thermal stability
parameter AT decreases after co-doping the samples, the
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obtained values are greater than 100 K, revealing that the
obtained glasses present good thermal stability against the
devitrification process. The characteristic temperatures of all
samples are summarized in Table S2.

Figure 2a displays the *'P MAS-NMR spectra of the
obtained glasses. Sample PY00 presents multiple components
which were analyzed in terms of contributions from
nonbridged orthophosphate (P°, empirical formula PO,*),
singly bridged pyrophosphate (P!, empirical formula P,0,*"),
and doubly bridged metaphosphate (P? empirical formula
PO;”) units,”® based on additional interaction-selective
experiments demonstrated in Section S1.2 of the Supporting
Information, where the fitting parameters are listed in Table 1.

https://doi.org/10.1021/acs.chemmater.3c01508
Chem. Mater. 2023, 35, 7229—-7238
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Table 1. Fitting Parameters of the Obtained 3Ip NMR Data

31p R-INADEQUATE 31p MAS-NMR

sample units Omax (PPM) 35 (ppm) FWHM (ppm) area (%) Smax (PPM) S0 (ppm) FWHM (ppm) area (%)
PY00 p°® -8.7 —6.8 —0.1 31 28

po®) —4.5 11 5

p! -72 22 85 -7.1 19 SS

P2 —13.6 28 15 —12.7 28 12
PY14 -7.1 —-66 45 100
PY18 72 -6.5 69 100

Table 2. Fitting Parameters of the Obtained g, 7Li, and °Li NMR Data
YF MAS-NMR "Li MAS-NMR °Li MAS-NMR

sample ca (ppm) FWHM (ppm) Smax (PPM) Sieo (ppm) FWHM (ppm) Cq (kHz) Jiso (ppm) FWHM (ppm)
PY00 —96.1 76.0 -892 0.23 6.0 110 —0.65 1.8
PY14 —-96.9 79.0 —88.6 —0.10 21.0 —0.87 22.8
PYI8 —98.5 84.0 —-87.9 —0.01 32.0 ~L12 30.8

The major contribution centered at —7.2 ppm arises from P'
units (85%), although some contributions from P° and P? units
are also evident. This assignment is supported by the 2D J-
resolved spectrum of Figure S2, indicating the doublet
structure as expected for P! species having P—O—P linkages,
with an estimated *J coupling constant of 20 Hz. The identity
of the P! and the P? units having P—O—P linkages was further
confirmed by the double-quantum filtered signal displayed in
Figure S3, showing the NMR signal of only those P species
that are involved in P—O—P linkages. We note that the P*
units identified in the double-quantum filtration experiment
show their peak maximum (8,,,,) at —8.7 ppm, whereas §,,,, in
the single-pulse spectrum appears at —6.8 ppm (Table 1). This
~2.0 ppm difference suggests that another P° contribution may
be overlapping the P' signal, as also suggested by a more
detailed inspection of the contour plot in the J-resolved MAS-
NMR spectrum.

Figure 2a also shows the simulation of the *'P MAS-NMR
spectrum, constrained by the line shape parameters of the P!
species via the R-INADEQUATE line shape fit. The possibility
for this additional P° signal arising from an FPO,>" unit was
tested by analyzing the Fourier transforms of >'P{*’F} REDOR
difference signals at short dipolar mixing times (Figure S5). As
an FPO,”" unit is expected to show rapid dephasing in such an
experiment, a chemical shift difference between the remaining
signal and the difference signal would be expected. This,
however, was not observed experimentally. The *'P{'’F}
REDOR curve (Figure S6) also gives no evidence of a fraction
of rapidly dephasing phosphate species. Still, we cannot
exclude the possibility that the minor feature near —4.5 ppm
(labeled pP°®) jp Figure 2a) was not detectable by SIp{Pp}
REDOR owing to sensitivity limitations. Samples PY14 and
PY18 show poorly resolved spectra in Figure 2a due to
broadening by interactions with paramagnetic Pr** and Yb*,
precluding a detailed deconvolution analysis.

The ""F MAS-NMR line shape (Figure 2b) of the undoped
sample is slightly asymmetric with the center of gravity (6cg)
at —96.1 ppm, whereas J,,,, is observed near —89.2 ppm, as
displayed in Table 2. Considering that the '°F chemical shift
values for LiF, CaF,, StF,, and YF; are —204, —108, —87, and
—62 ppm, respectively, it is possible to attribute the observed
signal to fluorine (F) in a mixed-metal environment. These
results further indicate that the resonance signals of F species
not directly coordinated to Yb** or Pr** are little affected by

paramagnetic broadening. The observed spectra do not show
evidence of P-bonded F species, which would give rise to a
peak in the vicinity of =70 ppm. Thus, these samples are better
described as fluoride phosphate rather than fluorophosphate
glasses.”

Fluoride phosphate glasses are known to experience F
volatilization during synthesis. Hence, the quantitative nature
of NMR was used to estimate the amount of F loss by
employing '’F MAS-NMR. By analyzing the detected 'F
signal, a significantly higher apparent loss was observed in the
paramagnetically co-doped glasses compared to the undoped
glass (Figure 2b, top panel), with this loss increasing with the
Yb** content. It is worth noting that once all these glasses were
prepared under identical conditions, the fluorine species
directly bonded to the paramagnetic dopants cannot be
detected due to the excessive paramagnetic broadening of the
resonance signal. Although considering 8-fold coordination is a
reasonable approximation for estimating the minimum signal
loss due to lanthanide ions embedded within a crystalline
fluoride structure,®” previous diffraction studies from Hoppe et
al. have shown that the average coordination numbers of Pr**
and Yb®" in metaphosphate glasses are 7.0 and 6.5,
respectively.’” Assuming that these average coordination
numbers are similar in fluoride phosphate glasses, the signal
loss resulting from paramagnetic interactions can be estimated
in the case of dominant Pr—F and Yb—F bonding.

Upon correcting for this additional contribution to the signal
loss, the estimated evaporation loss is more consistent with
that observed in the undoped sample, yielding 15, 20, and 21%
F losses for PY00, PY14, and PY18, respectively (Figure S4). It
is important to note that these calculations represent the
estimation of the average F loss caused by evaporation, where
higher evaporation losses would occur if a significant amount
of phosphate ions were present in the first coordination sphere
of the lanthanide ions. For instance, assuming half of the
ligands to be phosphate and the other half fluoride ions, the
maximum corrected evaporation losses would give 24 and 27%
for PY14 and PY18, respectively. Therefore, Figure 2b displays
the F evaporation loss, which presents the uncorrected values
and the corrected mean values from calculations considering
the coordination number of Pr’*/Yb* in crystalline fluoride
(8.00/8.00), vitreous fluoride-only (7.00/6.50), and mixed
vitreous fluoride phosphate (3.50/3.25) environments. Never-
theless, the enhanced signal loss observed in the co-doped

7232 https://doi.org/10.1021/acs.chemmater.3c01508
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Figure 3. (a) Vis—NIR absorption spectra of the fluoride phosphate glass samples. The absorptions of Pr** arise from the *H, ground state to
different excited states while Yb®* exhibits the *F,/, — ?F, transition. The absorption spectrum of the sample PY00 is not shown because it is
optically inactive due to the lack of Yb** and Pr*" in its composition. (b) Excitation spectra monitoring the emission at 606 nm and (c) emission
spectra in the Vis (Pr’", left) and NIR (Yb**, right) spectral range under excitation at 443 nm of the samples PY14 and PY18 measured at room
temperature. (d) Energy level diagram of Pr’* depicting the downshifting emission in the Vis spectral range, underscoring the thermally coupled

levels.

glasses compared to the undoped sample indirectly indicates
significant Pr/Yb—F bonding in the co-doped samples.

Figure 2¢,d displays the “Li and °Li MAS-NMR spectra of
the fluoride phosphate glasses, respectively, stressing the
paramagnetic broadening effects caused by Pr’* and Yb**
doping. For the undoped PY00 sample, the spinning sideband
manifold observed arises from the effect of MAS on the m = +
1/2 & m = + 3/2 satellite transitions, which are
inhomogeneously broadened by the quadrupolar interactions.
Furthermore, a comparison of the spinning sideband patterns
on the doped and the undoped samples suggests that
paramagnetic interactions have an additional effect on the
observed spinning sideband intensity distribution. For the
undoped sample, the satellite transitions in the "Li MAS-NMR
spectra were fitted with the Czjzek model using the ssNake
software (refer to Table 2 for the fitting parameters).*>*!

As the chemical shift dispersion in “’Li NMR is extremely
limited, further spectral editing and characterization were done
exploiting the °Li—*'P dipole—dipole interactions using a
°Li{*'P} REDOR experiment. In this case, the less abundant
isotope °Li must be chosen as the observed nucleus because
the resonance frequencies of "Li and *'P are too close to enable
the necessary double-tuning of the NMR probe. Figure S7
compares the °Li{>'P} REDOR data of PY00 and LiPOj glass,
where the uncorrected second moments extracted from the
data by using eq SI are 0.69 and 0.65 Mrad® s, respectively,
being considered identical within the experimental uncertainty
limits of + 10%. The theoretically calculated M,,_py for
crystalline LiPO; is 2.69 Mrad® s based on eq S2. In

addition, an analysis of molecular dynamics simulation output
for glassy LiPOj; resulted in My,;_py = 1.97 Mrad?® s, and the
corresponding parabola predictions are included in Figure S7.
The substantial deviation of the experimental REDOR data
from the latter simulation suggest a calibration factor f = 0.33.
Most likely, this relatively small value arises from the large *'P
chemical shift anisotropy interfering with the dipolar
recoupling efficiency.

Regardless of this issue, the most surprising result of Figure
S7 is the close correspondence of the two experimental values
for LiPOj; glass and PY00, despite the considerable dilution of
phosphate content in the latter glass. It suggests that the
lithium ions exercise a strong preference for being bound to
phosphate rather than to fluoride ions in this mixed anion
glass. Complementary information is available from *'P spin
echo decay data assessing the strength of the homonuclear
31P—3'P magnetic dipole—dipole interactions (Figure S8). The
M, p_p) values extracted from these data are much larger than
those expected from a random distribution of *'P nuclei in
space, as estimated from a Monte Carlo simulation. This is, of
course, understandable, as the presence of a considerable
fraction of P—O—P linkages brings the P atoms into proximity
much more closely than would be expected for a random
distribution of P atoms in space. Also, M,p_p) is significantly
larger in LiPOj glass than in PY0O glass, because it features two
P—O-P linkages per P atom whereas the NMR results show
that there is less than one P—O—P linkage on average in the
latter case.

7233 https://doi.org/10.1021/acs.chemmater.3c01508

Chem. Mater. 2023, 35, 7229-7238

150



Downloaded via UNIV OF AVEIRO 00300 on 25 de janeiro de 2024 at 11:32:20 (UTC). See https://pubs.acs.org/sharingquidelines for options on how to legitimately share published articles.

Chemistry of Materials

pubs.acs.org/cm

Altogether, these NMR results show that alloying LiPO;
glass with alkaline-earth and yttrium fluorides produces
significant network modification. A substantial fraction of P—
O—P linkages is broken leading to the depolymerization of a
P*-dominated structure into one that is dominated by P' units.
The process can be initially visualized as:

40,,, — P(=O)(O_) + SrE,
= 20,,, — P(=0)(0), + 20,,, — P(=0)(0")
F + s>t (1)

which may be followed by partial O <> F exchange in the
melting atmosphere. The latter process is experienced as
fluorine loss and may be responsible for our inability to
observe specific structural features indicating P—F bonding in
the obtained glasses. The °Li{*'P} REDOR experiment
suggests a clear preference for Li-phosphate over Li-fluoride
interaction. The formation of P—F bonds appears to be largely
suppressed in these samples.

3.2. Optical Characterization. The absorption spectra of
the colorless undoped and greenish Pr’*/Yb** co-doped
fluoride phosphate glass samples are shown in Figure 3a.
The Pr** transitions from the ground state (*H,) to the °P,
(443 nm), °P; and "I (469 nm), °P, (481 nm), and 'D, (588
nm) upper energy levels are observed in the Vis spectral
region. In the NIR spectralrange, the absorption bands peaking
at 1440, 1533, and 1941 nm are related to transitions from the
3H, ground state to the °F,, °F;, and °F, excited states of Pr*",
respectively. The absorption band observed at 974 nm is
assigned to the transition of Yb*" from the ground state F,,
to the excited state °F;,. It is worth pointing out that all the
transitions of Pr’* present similar absorbance values because
the content of Pr,0,; is the same in both samples while the
absorbance of the *F,,, — F;, transition of Yb** at 974 nm is
greater for PY18 once it presents twice the content of Yb,0,
compared to PY14.

The room-temperature excitation spectra of the Pr’*/Yb®*
co-doped glasses were recorded by monitoring the emission of
the P, — *Hg transition of Pr’* at 606 nm (Figure 3b),
displaying the characteristic absorptions of Pr** centered at
443 nm (°H, — °P,), 469 nm (°H, — °P,,'Iy), 481 nm (°H,
— 3P,), and 588 nm (*H, — 'D,), in good agreement with the
absorption spectra of the samples presented in Figure 3a.
Under excitation at 443 nm, both co-doped samples present
the typical multicolor emission of Pr** between the blue and
red spectral range (Figure 3c). The emission bands within this
spectral region arise from the *Py — *H, (482 nm), *P; — *Hj
(524 nm), °Py, — *Hj (539 nm), *P; — *Hg (589 nm), °P, —
Hy (606 nm), *P, — 3F, (639 nm), °P; — °F; (677 nm), °P,
— 3F, (701 nm), and *P, — °F, (721 nm) transitions of Pr**
in a downshifting emission process. ?

Additionally, the excitation of PY14 and PY18 at 443 nm
also gives rise to a broad emission band peaking at 979 and
1006 nm, with the characteristic emission profile of the *F;,
— 2F,, transition of Yb** in the NIR spectral range (Figure
3c).” Under 443 nm excitation, the °P; manifold and 'I
emitting levels of Pr’* may undergo nonradiative decay to the
'G, energy level, which is resonant with the F; , level of Yb**,
resulting in the Yb** NIR emission around 1000 nm, due to a
Pr’*-to-Yb®* energy transfer process.”” By comparing the
absorption and excitation spectra of the PY14 and PY18 glasses
(Figure S9), it is possible to observe that the relative
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absorption strengths of the *H, — °P,_,,'I and *H, — 'D,
transitions (i.e., the ratio between the integrated intensities
from the *H, — °P,_,'I; and *H, — 'D, absorption bands)
stay nearly unchanged (Table S3), indicating that the Yb**
NIR emission upon Pr’* excitation is a downshifting
mechanism rather than a downconversion emission.* This is
further supported by the fact that the absolute emission
quantum yield in the NIR cannot be measured under 443 nm
excitation, as observed in Table S4.

Glasses containing Pr**/Yb** are also known for displaying
upconversion light emission due to a Yb**-to-Pr’* energy
transfer process, where the emission of Pr*" in the Vis spectral
range is induced by NIR excitation of the °Fs/, level of
Yb*.*%* Although upconversion was observed for the PY14
and PY18 co-doped glass samples, it required a high laser
excitation power density (> 100 W cm™), with the laser-
induced heating resulting in a local temperature increment
which was high enough to break the samples. Nevertheless,
measurements were performed by using the ground samples
prepared for the solid-state MAS-NMR studies, where their
upconversion emission spectra under 980 nm laser excitation
are presented in Figure S10, displaying the characteristic
emission bands of Pr’* in the visible spectral range.

3.3. Primary Pr**-Based Luminescence Thermometry.
When the energy separation between two emitting levels is
sufficiently small (200 to 2000 cm™),* they are considered
thermally coupled because they exhibit a thermally induced
population distribution between them, following the Boltz-
mann statistics.*® By taking the ratio between the integrated
intensity of the emission bands arising from these levels (I; and
I, namely, the integrated emission intensities of the emission
bands arising from the lower and upper energetic emitting
levels, respectively), a thermometric parameter A can be
obtained, translating the temperature-induced changes into a
luminescence intensity ratio:

L
A=2= Bexp(—ﬂ]

I kyT (2)
where AE is the energy separation between the thermally-
coupled levels, kp is the Boltzmann constant, T is the absolute
temperature, and B is a pre-exponential factor given by the
ratio of the product of degeneracy and total spontaneous
emission of both excited states to the ground state.**

Most of the studies on luminescent thermometers based on
the Boltzmann statistics are calibrated by performing a fitting
procedure that enables the estimation of AE and B through eq
2, from the slope and intercept of the In(A) against 1/T plot,
respectively.17 However, this introduces artifacts in temper-
ature determination, mainly when emission spectra are
measured outside the luminescent thermometer’s optimal
temperature range’ or when intruding emission bands
(unrelated to the thermally coupled levels) coexist in the
same spectral range of I, and L,.>° Moreover, once this
approach determines the values of AE and B in a temperature-
dependent fitting procedure as in secondary thermometers, it is
challenging to perform accurate measurements of the temper-
ature outside the calibration range.

To circumvent these issues, Balabhadra et al. have reported a
straightforward procedure that can be used to avoid the
recording of calibration curves when dealing with the
Boltzmann-based luminescent thermometers discussed
here.”' This methodology consists in determining the

https://doi.org/10.1021/acs.chemmater.3c01508
Chem. Mater. 2023, 35, 7229-7238
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Figure 4. (a) Temperature-dependent emission spectra of the PY14 and PY18 samples under 443 nm excitation, highlighting the emission bands
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temperature values. The dashed line corresponds to x = y.

parameter A, which is the thermometric parameter A (..,
luminescence intensity ratio from two thermally coupled
levels) obtained at room temperature (T):

AE

Ay = Bexp(——)
kg Ty 3)

This strategy is ingenious because it paves the way for
measuring the absolute temperature T by taking the ratio A/

A, from eqgs 2 and 3:

1 1 k(A
== - 3Bl =
T T AE |l

where T, can be easily measured with a temperature sensor, A,
corresponds to the luminescence intensity ratio from the
emission spectra recorded at T, and the experimental values of
A are obtained from the emission spectra recorded at different
temperatures. Therefore, it is possible to predict T directly
from the thermometric parameter A by using eq 4. Because A,
and T, correspond to experimentally measured values that are
obtained apart from any calibration or fitting procedures, they
play the role of normalization factors rather than a calibration
process. In addition, AE is calculated in a nontemperature-
dependent way, where this Boltzmann-derived thermometric
approach is based on a well-defined equation of state that does
not rely on unknown or significantly temperature-dependent
values, matching the definition of a primary thermometer.”'

(4)
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Even though this methodology precludes the calculation of
the pre-exponential factor B and can be virtually applied to any
Ln** displaying thermally coupled levels, it has been
predominantly employed for primary temperature sensing
using the upconverting emission from Yb*'/Er** co-doped
materials. The major drawback of this preference is the
estimation of A, from the intercept of a straight line fitted to
the power dependence of A, which may introduce errors in the
determination of the temperature. In addition, the temperature
readouts are affected by local temperature increases induced by
the laser excitation required in upconverting approaches,
further compromising the accuracy of the temperature
measurements.”’

The use of Pr¥* is advantageous in this context because,
besides presenting thermally coupled energy levels (°P; and
3Py, AE ~ 600 cm™),”> its downshifting emission can be
achieved by using a Xe lamp as the excitation source, where
laser-induced heating is absent during the spectral acquisition
and A, can be determined by simply measuring the emission
spectrum at room temperature. The only fitting parameter
required to perform primary temperature sensing by applying
eq 4 to Pr’* is AE, which can be easily calculated by
deconvoluting the emission spectra measured at room
temperature (see Experimental Section). Interestingly, AE
and A can be calculated by using the emission bands of Pr**
arising in the 5$10—565 nm range (°P, — *H; and *P, — *Hy)
or the 575—632 nm range (°P, — *Hg and P, — 3Hy).
Although the latter requires spectral deconvolution to account

https://doi.org/10.1021/acs.chemmater.3c01508
Chem. Mater. 2023, 35, 7229-7238
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for the overlapping emission band from the *P, — °F,
transition peaking at 639 nm, Pr*" offers two distinct pathways
for assessing the temperature-dependent population distribu-
tion between the *P; and P, emitting levels. This allows using
the Pr’*/Yb*" co-doped fluoride phosphate glasses as primary
thermometers based on eq 4 without the need for external
calibration,*’ showcasing the greater advantage of choosing
Pr** over Er’*-based materials to perform luminescent primary
temperature sensing.

Therefore, by replacing the values of AE, Ty, A, and the
experimental values of A obtained from the temperature-
dependent emission spectra of the obtained samples in eq 4, an
excellent agreement between the calculated and measured
temperatures was achieved, as observed in Figure 4a. This
indicates that the proposed methodology is valid for predicting
the absolute temperature, without the need for previously
recording a calibration curve. The values of AE, Ty, and A,
obtained for PY14 and PY18 are listed in Table S6. Although
there is a slight difference in the values of AE calculated for
PY14 and PY18, the integrated intensities of the emission
bands related to the thermally coupled levels of Pr** show the
same behavior for the temperature evolution in both samples
(Figure 4b). Furthermore, the temperatures predicted by both
samples follow the same trend at distinct temperature ranges
(Figure 4c,d), indicating that the intrinsic thermal sensing
ability of Pr’* is not affected by the chemical environment of
the fluoride phosphate glass matrix.

The optimal thermal response of the thermally coupled
levels occurs within a specific temperature range that depends

on the energy separation AE between them
AE AE . . .
(m <TXZ 2_I<B>’ encompassing the optimal operating

temperature range where the Boltzmann statistics are still
valid.*® Taking into account that Pr** presents a AE of
approximately 600 cm™, 253—432 K is the best temperature
operating range for the obtained fluoride phosphate glasses co-
doped with Yb*"/Pr**. Notably, the intensity of the *P; — *Hj
transition in sample PY14 is comparable to the noise level for
temperatures below 111 K, being I, near zero (Figure 4ab).
This is because at these temperatures, the nonradiative rates
are comparable to the radiative rates, and there is not enough
thermal energy to allow the population distribution between
the P, and °P, thermally coupled levels of Pr**. Consequently,
only the lower P, emitting level is populated.”® This means
that, from an experimental point of view, the primary
thermometric approach can be employed in a broader range
of temperatures, working well for Pr** operating above 111 K.
Nevertheless, the thermometric performance was herein
evaluated at room temperature T to avoid misinterpretations
of the thermal response of the P, and P, levels of Pr**.

The thermometric performance of Pr’* working as a primary
thermometer in the obtained fluoride phosphate glasses was
evaluated by using the relative thermal sensitivity (S,) and
uncertainty in temperature (6T), which are crucial figures of
merit used to compare the performance of different
luminescent thermometers (see Section S1.4 of the Supporting
Information for further information).'® The S, values obtained
for both PY14 and PY18 are ~1.0% K' at T, (Table S6),
consistent with previously reported S, values for Pr**.>*~>° The
obtained samples present a 6T of 0.5 K at T,, in close
correspondence with the primary luminescent thermometers
reported for Yb**/Er*"-containing materials (see Table 2 in ref
32).
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It is important to stress that, despite both PY14 and PY18
samples presenting Yb®* and Pr** in their composition, the
energy levels of Yb* do not participate in the thermalization
process between the *P, and *P, thermally coupled levels of
Pr**, and thus they do not affect the thermometric perform-
ance of Pr**. Hence, once the thermometric response of these
Pr**/Yb** co-doped fluoride phosphate glasses is solely due to
light emission arising from Pr¥, we may conclude that these
samples can operate as luminescent primary temperature
sensors in different media as far as we guarantee (i) the
structural integrity of the vitreous matrix and (ii) no
overlapping is occurring between the Pr’* emission and the
absorption of an eventual light emitting material placed in the
optical path of the samples. These findings indicate that
embedding Pr*" into a vitreous matrix is an ingenious strategy
for developing highly accurate luminescent thermometers
because it does not suffer from temperature deviations from
laser-induced heating observed in power-dependent ap-
proaches, reducing thermal and spectral artifacts, besides
operating in a wide temperature range without requiring time-
consuming calibration curves.

4. CONCLUSIONS

We successfully prepared and characterized luminescent
fluoride phosphate glasses co-doped with Pr’* and Yb**
performing the structural, thermal, optical, and thermometric
evaluation of the glasses. The NMR results showed significant
network modification resulting from the addition of alkaline-
earth and yttrium fluorides, which led to the depolymerization
of phosphate chains through the breaking of P—O—P linkages.
A clear preference for Li-phosphate over Li-fluoride interaction
was observed and the formation of P—F bonds is largely
suppressed in the obtained samples. While the incorporation of
Yb** can induce crystallization, the DSC results suggest that
co-doping the samples does not substantially alter the
connectivity of the fluoride phosphate glass network. The
temperature-dependent emission spectra of the co-doped
samples demonstrated the inherent ability of Pr’* to work as
a primary thermometer irrespective of the doping content,
making these samples suitable for real-world applications due
to their elevated thermal stability.

Opverall, our work represents a significant contribution to the
field of luminescence thermometry by proposing a simpler,
faster, and more reliable approach for temperature readouts.
The obtained Pr’**/Yb** co-doped fluoride phosphate glasses
constitute a promising platform for the development of cost-
effective, accurate, and high-performance temperature sensors,
particularly in applications such as biomedical sensors and
wearable technology, where a vitreous matrix that can be
molded into different shapes is required. These findings
demonstrate the potential use of Pr’*-containing materials as
luminescent thermometers that do not require thermal
calibration.
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S1. Supplementary text

S1.1. Preparation and characterization of the fluoride phosphate glasses

Fluoride phosphate glasses were prepared in batches of 5 g by weighing the raw materials
described in Table S1, followed by their thorough homogenization in an agate mortar, loading the
resulting powder mixture into a platinum crucible, which was covered for melting. The glass
samples were obtained by melting the precursors at 1373 K for 30 min to ensure homogenization,
cast into a stainless-steel mold pre-heated at 563 K, and annealed at the same temperature for 3 h
before cooling it slowly to room temperature. The bulk samples were cut into equal pieces of 1 cm?
and optically polished with parallel faces and the same thickness (2 mm) for further optical
characterizations. The characteristic temperatures, relative absorption strengths, and absolute
emission quantum yields of the obtained fluoride phosphate glasses are summarized in Table S2,

Table S3, and Table S4, respectively.

S1.2. Solid-state NMR structural studies
The one-dimensional (1D) 3'P experiments were recorded using single-pulse acquisition with a
7/2 pulse length of 3.05 ps. Relaxation delays of 900, 10, and 5 s were used for samples PY00,
PY 14, and PY 18, respectively. The 3'P chemical shifts were referenced with respect to BPO, at
—29.3 ppm versus 85% H3;PO,. Two-dimensional 3'P J-resolved NMR spectra were measured in a
3.2 mm probe spinning at 10.0 kHz, using m and n/2 pulses of 3.0 us and 6.0 ps length, and a
relaxation delay of 80 s, following a pre-saturation pulse train. Rotor synchronized echoes were
recorded up to an evolution time of 31 ms. Data were acquired using a 32-step phase cycle. 3P
refocused (R-) incredible natural abundance double quantum transfer experiment
(INADEQUATE) experiments' were conducted on a 600 MHz NMR spectrometer (Avance Neo
600, Bruker) operating at 14.1 T, using a 2.5 mm probe with MAS rate of 15.0 kHz. The /2 pulse
length and recycle delay were 1.825 ps and 60 s, respectively. A single mixing time (2t1) of
8.33 ms, corresponding to a 3'P—3'P J-coupling constant of 30.0 Hz, was employed. Under the
same conditions (pulse length, recycle delay, MAS rate, etc.), a 1D spectrum was recorded for
comparison.

The '°F 1D MAS-NMR experiments were recorded using a rotor-synchronized Hahn echo
sequence (2 rotor cycles) with a /2 pulse length of 3.8 ps. The relaxation delays were 60 s (PY00)
and 1 s (PY14 and PY18). The '°F chemical shifts were referenced with respect to NaF at —224
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ppm versus CFCl;.2 For 3'P{!°F} REDOR, the n/2 and & pulse lengths were 3.05 and 6.10 us,
respectively. The dipolar recoupling & pulse lengths on °F were 7.90 s, as optimized on Na,POsF.
Before the m/2 excitation pulse on 3'P, a saturation pulse train was applied to establish reproducible
stationary magnetization conditions, and relaxation delays of 5 s (PY18), 60 s (Na,POsF), and
120 s (PY00) were used. 'Li MAS-NMR spectra were recorded with 7t/8 pulses of 0.70 us length
as determined using a LiCl solution (1.00 mol L™"). The relaxation delays were 30 s (PY00), 3 s
(PY14), and 2 s (PY18). The 7Li chemical shifts were referenced with respect to a LiCl solution
(1.00 mol L") at 0 ppm.

Since these glasses are prone to F volatilization, the amount of F loss was quantified using a
19F NMR Hahn-Echo sequence. Known quantities of the samples and NaF were ground together
and packed in a rotor. To correct potential errors due to different spin-spin relaxation times, the
spectra were measured with 2, 4, 6, and 8 rotor cycles. The ratios of the signal intensities were
back-extrapolated to 0 rotor cycles. From this ratio, the amount of F in each sample was calculated.
The °Li MAS-NMR spectra were recorded using a Hahn echo sequence with a /2 and 7 pulse
lengths of 6.2 and 12.4 ps (optimized on a glassy LiPO3 sample), using a 3.2 mm XY probe,
operated at a spinning speed of 15.0 kHz. Relaxation delays were 60, 6, and 6 s, for samples PY00,
PY 14, and PY 18, respectively. The °Li chemical shifts were referenced to the LiCl solution (1.00
mol L") at 0 ppm. All spectra were analyzed using ssNake* and/or SIMPSON* software.

The °Li{3'P} REDOR measurements on the undoped sample were done on the same probe,
using the Schaefer-Gullion sequence.® The pulse lengths were optimized using glassy LiPO3. The
n/2 and w pulse lengths on SLi were 6.2 and 12.4 us, respectively. The dipolar recoupling pulse
lengths on 3'P were 13.0 ps. Before the n/2 excitation pulse on °Li, a saturation pulse train was
applied, and the REDOR experiments were conducted with relaxation delays of 60 s (PY00).
Following previously published procedures, the data were analyzed in terms of the approximate

equation:®

_=—=f7M2(Li—P)(nTr)2 (S1)

to yield a dipolar second moment M, ; py characterizing the average square of the strength of the
magnetic dipole-dipole coupling between the observed nucleus °Li and the heteronuclear 3'P, with
AS/S, corresponding to the normalized signal intensity in the presence (intensity S) and the absence

(intensity Sp) of the recoupling pulses. This approximate expression holds in the limit of short
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mixing times, where AS/Sy < 0.2. Here nt,, the number of rotor cycles times the rotor period,
defines the dipolar mixing time applied in the experiment and f'is a scaling factor obtained by
comparing the experimental M, value with that of a crystalline reference compound (which can be
calculated from the internuclear distances in the crystal structure). It is important that the reference
compound presents similar spin dynamics as the glasses and that the data on the glasses and
reference compound are measured under identical conditions. As in the present case, no reference
compound was available, only the raw data obtained on the two glasses were compared (i.e., we
assumed /= 1). Static 3'P spin echo decay data were measured on an NMR spectrometer system
(Avance III Neo, Bruker) operating at a magnetic field strength of 9.4 T, using the Hahn echo
sequence 1/2-t;-nt-t;. The ©/2 and & pulse lengths were 8.3 and 16.6 ms, and a relaxation delay of

300 s was used. The data were analyzed in terms of a Gaussian decay:’

I 1 5

Io exp{_EMZ(P—P)(Ztl) } (S2)
yielding the dipolar second moment M,p_p) as a measure of the average squared strength of the
internuclear magnetic dipole-dipole coupling. For a semi-quantitative interpretation of the second
moment values M i_p) and Mp_p), Monte Carlo calculations of random atomic arrangements in
space were conducted by randomly generating Li, P, and F atoms in a cubic box, with interatomic
cutoff distances based on crystalline materials at concentrations based on density measurements.
The periodic boundary conditions were assumed throughout. Then the My _g) values were

calculated using:

(S3)

The prefactor of 4/15 was assumed for both homo- and heteronuclear cases, as the spin-
exchange (“flip-flop”) term of the homonuclear dipolar Hamiltonian can be considered quenched
in glasses where a wide dispersion of resonance frequencies leads to a low probability that nuclei
in the proximity of each other have identical resonance frequencies. The parameters y, 7, S, 7ij, Na,
N are gyromagnetic ratios, Dirac constant, nuclear spin quantum number of the nuclei the
observed spins are interacting with, internuclear distances, number of observed and unobserved

nuclei, respectively. In addition, molecular dynamics (MD) simulations of LiPO; glass were
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carried out, using the LAMMPs code® with the potentials developed by Pedone et al.’ The exact

details and the parameters used to perform these simulations are presented in the following section.

S1.2.1 Molecular dynamics simulations

Molecular dynamics (MD) simulations were carried out using Pedone Potentials.’ The potential
parameters bond dissociation energy (Dj), the function of the slope of the potential energy well
(a3), and equilibrium bond distance (7y) for Li-O, P-O, and O—O atomic pair interactions are
displayed in Table S5. To evaluate long-range Coulomb interactions, we utilized the Ewald sum
method with a strength precision of 10-5 and a 12 A cutoff. Our simulation employed the Verlet
velocity algorithm to integrate Newton's equations of motion with a simulation time interval of

1 fs. We controlled the temperature and pressure using a Nosé-Hoover thermostat and a barostat
every 100 steps. Additionally, we employed periodic boundary conditions in all three dimensions
throughout the simulation, which involved 10,000 atoms initially distributed randomly in a cubic
simulation box with dimensions corresponding to the experimental density of the LiPO; glass
(2.34 g cm™3). After minimizing the energy, we heated the glasses from 300 to 5000 K at a rate
of 100 K ps~! using the canonical NVT ensemble (Evans thermostat). The sample was held at the
melting temperature of 5000 K for 100 ps under the NVT ensemble, then cooled to 300 K at
rates of 5 K ps™! under NVT conditions and annealed at 300 K for 100 ps under NVT and 100 ps
under NPT. Finally, we analyzed the obtained structures using a laboratory-developed code to
calculate the pair distribution functions, the second dipole-dipole moments, and spin echo decay

(SED) curves.

S1.3. Energy gap determination of thermally-coupled levels of Pr3*

The areas, peak energies, and widths of the emission bands corresponding to the 3P1—3Hs and
3Py—3H; transitions of Pr3* were calculated from the deconvolution of the emission spectra of the
glass samples under 443 nm excitation at room temperature by using a custom script written in
MATLAB 2022a under the license provided to the University of Aveiro. In the first step, a
polynomial baseline correction was performed to remove the electric noise from the
spectrofluorometer signal, followed by the conversion of the emission spectrum from wavelength
(nm) to energy (cm ') units by applying the Jacobian conversion.!%!! The second step consisted of

adjusting 5 Gaussian functions to the energy-converted emission spectra between the 17700—
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19600 cm™' spectral range, which is the minimum number of Gaussian functions required to get a
good fit (r> > 0.998 for both samples). In the final step, the barycenters of 3P;—3Hs and *P;—3Hj;
transitions of Pr’* were computed as their weighted arithmetic means by using the areas and peak
energies retrieved from the abovementioned spectral Gaussian deconvolution using the emission
spectra of the samples measured at room temperature. The value of AE corresponds to the
difference between the barycenters of the emission bands assigned to the 3P;—3Hs (I, two
Gaussian functions) and 3Py—>Hjs (I}, three Gaussian functions) transitions of Pr3*, as shown in
Figure S1. The uncertainty in AE (SAE) was calculated by propagating the uncertainty in AE,

taking into account the uncertainties of the areas and peak energies of each Gaussian component.

S1.4. Relative thermal sensitivity and uncertainty in temperature

e oAy . . . .
The absolute sensitivity (S a= ﬁ) indicates how much a given thermometric parameter A changes

by increasing one unit of temperature. Although S, is a good measure of the temperature
dependence of A, S, values of different materials cannot be compared because it is an intrinsic

response of the temperature-dependent luminescence of each material. Therefore, the relative

e 1108| ISl . . o
thermal sensitivity ( r=alar| = T) was introduced as a figure of merit to perform quantitative

comparisons between different materials, which is the absolute value of S, normalized by the
magnitude of A, usually presented in units of percentage change per unit of temperature change
(%K 'or%°C™.

Once the thermometric parameter A describing the emission arising from the thermally
coupled levels of Pr3* is given by the Boltzmann distribution (Equation 1 of the manuscript), S,

assumes the following form for a Boltzmann-based primary thermometer:

a B ( AE ) AE B AE
Sr AE AE kpT? (S)
Bexp(—m) Bexp(—m)

where S, depends on the energy gap AE between the *P; and 3P, emitting levels of Pr** and the
temperature 7 of the medium. Once AFE is nearly constant in the temperature range studied in this
work, S; gives higher values for lower temperatures. Nonetheless, we herein report the values of
S; at room temperature (7)) to make it more suitable for comparisons to the values previously

reported in the literature.
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L 168\ . )
The uncertainty in temperature (6T = ﬁ) 1s another figure of merit used to assess the

reliability of the temperature accuracy of luminescent thermometers. Here, 67 represents the
smallest temperature that can be resolved by the luminescent thermometer while 6A/A corresponds

to the relative uncertainty of the thermometric parameter A, which is given by:

SA |(6I\* (811
2= L

A I, 14
where 0/, and 6/, are the uncertainties in the integrated intensities /; and 7y, respectively, estimated
by dividing the readout fluctuations of the baseline by the maximum intensity value. Both samples
presented a 0A/A of 0.49%, corresponding to a signal-to-noise ratio (SNR) of 204. Table S6
displays the parameters used to perform primary thermal sensing based on the downshifting

emission of Pr3" and their corresponding values of S; and 67

S2. Supplementary figures

y

: 'c.‘;:c%‘;o)e
Q)

Residuals Normalized intensit

18.0 185 19.0 195 18.0 185 19.0 19.5
Energy (10° cm™) Energy (10° cm™)

Figure S1. Spectral deconvolution of the emission spectra of samples (a) PY14 and (b) PY18
measured under excitation at 443 nm. The symbols and the solid darker lines are the emission
spectra and the fit envelope, respectively. The Gaussian functions in light red and light blue arise
from the 3P;—3H; (/,, three components) and *P,—3Hjs (/,, two components) transitions of Pr3*,
respectively.
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Figure S2. 3'P 2D J-resolved MAS-NMR spectrum of the PY00 sample. The spectrum projected
on the top part of the figure was taken at an indirect dimension of 0 Hz.
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Figure S3. 3'P R-INADEQUATE data of the PY00 sample. The solid orange line is the obtained
signal, the shadowed areas correspond to the phosphate units, and the dashed black line is the fitted
curve.
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Figure S4. Fluorine (F) loss estimated by '°’F MAS-NMR. The results shown in pink are the
uncorrected loss values where all F atoms are detected. The results in blue, green, and yellow
display the corrected loss values when considering that only a few F atoms are detected due to the
coordination to Pr3*/Yb3" with coordination numbers of 8.00/8.00 in crystalline fluoride, 7.00/6.50
in vitreous fluoride-only, and 3.50/3.25 in mixed vitreous fluoride phosphate environments,
respectively. The mean corrected F loss values are presented in Figure 2b of the manuscript, taking
into account the data from these three distinct coordination scenarios.
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Figure S5. Fourier transforms of the 3'P{!°F} REDOR data (yellow curves) and the corresponding
REDOR difference signal (AS =S, — S, gray curves) for a dipolar mixing time between 0.167 and
1.000 ms. The reference signal Sy is shown in blue. The chemical shifts of both signals are identical
within the experimental uncertainty, arguing against a significant contribution from the F-bonded
P species.
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Figure S6. 3'P{1F} REDOR dephasing curves displaying the normalized signal intensity as a
function of the dephasing time nt, for the sample PY00 and the model compound Na,PO;F. The

solid symbols are the experimental results while the dashed lines are the parabolic approximation

in the initial regime of the obtained data (AS/Sy < 0.2) given by Equation S1, resulting in an
uncorrected value of Myp_p) of 28 Mrad? s2. Measurements were carried out at 5.7 T and a

spinning frequency of 24.0 kHz.
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Figure S7. SLi{3*'P} REDOR curves measured for PY00 (diamonds) and LiPOs glass (circles).
Dashed curves indicate fits of the data to Equation S1, while solid curves indicate the expected
REDOR behavior for crystalline LiPO; (dipolar coupling based on the internuclear distances in
the crystal structure) and an MD simulation output for LiPO; glass. The deviation of the
experimental data of LiPO; glass and the parabola calculated from the MD output suggests a
calibration factor of 0.33.
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Figure S8. (a) Static 3'P SED curves of glasses PY00 (red) and LiPOs (blue). Solid curves show
the fits to Equation S2, yielding M,p_p) values of 9.9 Mrad? s 2 and 15.2 Mrad? s 2, respectively.
The dashed and dotted lines are simulated SED curves from MD and Monte Carlo (MC)
simulations. (b) Static 1°F SED curves of the sample PY00.
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Figure S9. Absorption (solid curves) and excitation (dashed curves) spectra for the PY14 and
PY 18 samples measured at room temperature. The excitation spectra were recorded by monitoring
the emission of Yb3" at 979 nm. All the data were converted from wavelength to energy units by
using the Jacobian conversion and then normalized at the 3H,—'D, peak for comparison purposes.
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Figure S10. Upconversion emission spectra of the samples PY 14 (bottom) and PY 18 (top) spectra
for the PY14 and PY18 samples measured at room temperature under continuous wave laser
excitation at 980 nm (150 W cm2).
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Figure S11. Temperature-dependent emission spectra of the samples (a) PY 14 and (b) PY 18 under
excitation at 443 nm. The y-axis was rescaled for better visualization of all the curves in each
panel.
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S3. Supplementary tables

Table S1. Chemical compositions and densities of the prepared fluoride phosphate glasses.

Sample Chemical composition (mol%) Density
LiPO3 YF3 Ser Can Pl'7011 Yb203 (g Cm_s)
PYO00 50.000 20.000 20.000 10.000 - - 3.48
PY14 49.375 19.750 19.750 9.875 0.250 1.000 3.62
PY18 48.875 19.550 19.550 9.775 0.250 2.000 3.74

Table S2. Characteristic temperatures of the obtained glass samples.

Sample T, (=2 K) T,(2K) AT (x4 K)
PY00 602 781 179
PY14 604 741 137
PY18 602 736 134

Table S3. Integrated areas of the absorption and excitation spectra (in arbitrary units) measured at
room temperature of the fluoride phosphate co-doped glass samples. The relative absorption
strengths (unitless) are given by the ratio between the 3Hy;—3P» ,'Is and *Hy—'D, emission bands.

Pr3* transition PY14 PYI18
Absorption Excitation Absorption Excitation
‘H,—'D, 710.4 681.2 699.2 703.7
SH4—3Py,'Ts 3186.6 3239.0 3329.6 3205.7
Relative strength 4.5 4.8 4.8 4.6

Table S4. Absolute emission quantum yield (¢) of Pr** in the glass samples in the visible spectral
range under excitation at 443 nm, measured at room temperature. The values of ¢ for the near-
infrared emission of Yb3* were not determined once the light emission was too faint to be detected
by the equipment.

Sample q
PY14 0.026 = 0.003
PY18 0.018 =0.002

Table S5. Parameters of the potentials used in the MD simulations.’

Pair D; (eV) a; (A?) ry (A) C;(eV A2
Li%JO12 0.001114 3.429506 2.681360 1.0
P30110712 0.831326 2.585833 1.800790 1.0
O 120012 0.042395 1.379316 3.618701 22.0

Table S6. Energy gap, room temperature, thermometric parameter at 7y (A), relative thermal
sensitivity, and uncertainty in temperature of samples PY14 and PY18.

Sample AE (cm™) T, (K) A S, (% K 3T (K)
PY14 592+ 10 296.3 £ 0.1 1.3277 0.97 0.5
PY18 609 + 10 296.9 + 0.1 1.2587 0.99 0.5
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Going Above and Beyond: A Tenfold Gain in the
Performance of Luminescence Thermometers Joining
Multiparametric Sensing and Multiple Regression

Fernando E. Maturi, Carlos D. S. Brites, Erving C. Ximendes, Carolyn Mills, Bradley Olsen,

Daniel Jaque, Sidney J. L. Ribeiro, and Luis D. Carlos*

Luminescence thermometry has substantially progressed in the last decade,
rapidly approaching the performance of concurrent technologies.
Performance is usually assessed through the relative thermal sensitivity, S,,
and temperature uncertainty, 5T. Until now, the state-of-the-art values at
ambient conditions do not exceed maximum S, of 12.5% K~ and minimum
6T of 0.1 K. Although these numbers are satisfactory for most applications,
they are insufficient for fields that require lower thermal uncertainties, such as
biomedicine. This has motivated the development of materials with an
improved thermal response, many of them responding to the temperature

hindered by the dimensions of the ther-
mal probe. The size effect motivates
the development of novel solutions for
temperature determination at the sub-
micrometer scale, in particular, lumi-
nescent nanothermometry is based on
the emission properties of luminescent
nanomaterials and thus allows a remote
temperature detection, improving spatial
and temporal resolutions in comparison
with the macroscopic counterparts.l>-1]

through distinct photophysical properties. This paper demonstrates how the
performance of multiparametric luminescent thermometers can be further
improved by simply applying new analysis routes. The synergy between
multiparametric readouts and multiple linear regression makes possible a and
tenfold improvement in S, and 8T, reaching a world record of 50% K~' and
0.05 K, respectively. This is achieved without requiring the development of
new materials or upgrading the detection system as illustrated by using the
green fluorescent protein and Ag,S nanopatrticles. These results open a new
era in biomedicine thanks to the development of new diagnosis tools based
on the detection of super-small temperature fluctuations in living specimens.

1. Introduction

Temperature is a physical quantity that measures the thermal en-
ergy of a body,!'! and temperature fluctuations play a central role
in a myriad of natural and man-made processes.l>* Since the
time-response of a thermometer is limited by its size, the real-
time measurement of temperature at the microscopic scale is

There are plenty of luminescent
materials used as nanothermometers,
e.g., polymers,'”213] organic dyes,!'*]
proteins,[’®! quantum dots (QDs),!1617]
lanthanide-doped particles.['8-21]
Different classes of nanothermometers
exploit distinct photophysical proper-
ties of the emitting center, such as the
integrated emission intensity of a sin-
gle transition,/??] the intensity ratio of
two emission bands,?*?*] the energy
shift!?®] or the bandwidth of an emission
line,1?6%7] the polarization state of the
emission,/?®] or the emission lifetime of
an excited state.??) Trrespective of the
property analyzed, all these examples are based on a thermomet-
ric parameter (usually denoted by A) that expresses the relation-
ship between the luminescent property to be analyzed and the
temperature.!”]

The different thermometric parameters reported motivated
the community to adopt a figure of merit to compare the per-
formance of distinct luminescent nanomaterials regardless of

F. E. Maturi, C. D. S. Brites, L. D. Carlos
Phantom-g

CICECO - Aveiro Institute of Materials
Department of Physics

University of Aveiro

Aveiro 3810-193, Portugal

E-mail: Icarlos@ua.pt

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/Ipor.202100301

DOI: 10.1002/lpor.202100301

Laser Photonics Rev. 2021, 15, 2100301

176

2100301 (1 of 10)

F. E. Maturi, S. J. L. Ribeiro

Institute of Chemistry

S3o Paulo State University (UNESP)
Araraquara, Sdo Paulo 14800-060, Brazil
E. C. Ximendes, D. Jaque
Nanomaterials for Bioimaging Group
Universidade Auténoma de Madrid
Madrid 28049, Spain

C. Mills, B. Olsen

Department of Chemical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139, USA

© 2021 Wiley-VCH GmbH



ADVANCED
SCIENCE NEWS

www.advancedsciencenews.com

the thermometric parameter used.*3! This figure of merit is
the so-called relative thermal sensitivity, S, = il%l,[”] where
0A /0T is the change of A with respect to the temperature (also
known as absolute sensitivity, S,), with S, values commonly pre-
sented in units of percentage change per degree of temperature
change (% K™!).°l Currently, the most sensitive luminescent
nanothermometer operating at ambient conditions reaches a
maximum value of S,—represented by S, —of 12.5% K~1.13%]

In the past years, luminescence nanothermometry has been
used in both applied and fundamental science. In nanomedicine,
for example, the accurate determination of the temperature can
yield the development of new thermal diagnosis and therapy
methods, #1134 whereas in micro or nanoelectronics tracking
the thermal exchanges at submicrometric length scales can af-
ford a detailed understanding of the thermal properties in spatial
domains for which the macroscopic transfer laws are not valid
anymore.[*! In fact, real-world applications of luminescence ther-
mometry are hindered by the accuracy of the nanothermome-

ters, which is given by the temperature uncertainty, 6T = sl % iy

where 6A/A is the relative uncertainty in A, determined lrJy the
detection system used. The best §T value reported by now was
achieved by using lanthanide-bearing nanomaterials, with 6T
ranging between 0.1 and 0.3 K.[+20]

Nowadays, cutting-edge reports on luminescence nanother-
mometry are reaching the boundary of the accuracy of the
nanothermometers.!'13%] Therefore, the development of new ap-
proaches to obtain low-uncertainty luminescent thermal probes
is needed to push the field forward, mainly for in vitro and in vivo
thermal sensing.[*38] Two strategies are envisaged to decrease
5T. The first one is the design of high sensitivity light detectors
and brighter materials to achieve a higher signal-to-noise ratio,
consequently decreasing §A/A. The second one relies on the im-
provement of S,, which can be attained either through the fabri-
cation of new materials or the design of new strategies to define
the thermometric parameter. In this work, we address the latter
approach.

Recently, the reliability of luminescent nanothermometers has
been improved using the combination of distinct thermomet-
ric parameters.’** This strategy is based on the use of so-
called multiparametric nanothermometers in which temperature
impacts, simultaneously, different luminescence properties*>#]
or different emitting centers.[**1 The use of different thermal
readouts improves the reliability of temperature measurements
by providing self-calibrated nanothermometers, increasing the
precision of temperature measurement./**45%1 Multiparametric
nanothermometers are gaining special attention in biomedicine:
Ag, S nanocrystals have demonstrated their potential for reliable
thermal sensing in small animal models,/**°! whereas the mul-
tifaced changes in the band-shape of green fluorescent protein
(GFP) can be used for temperature sensing and imaging in cell
biology and physiology.['>2852-55] Despite it helps to improve the
reliability, the so-called multiparameter sensing is still unable to
improve significantly the relative thermal sensitivity of the nan-
othermometers and the reported values are far below the most
sensitive luminescent thermometers reported so far.[>*°657]

Multiple linear regression (MLR) is an ingenious method to
fully expand the potential of multiparameter temperature sens-
ing, which may raise luminescence nanothermometry to a whole
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new level. In its easier form, MLR is a powerful tool that evaluates
the impact of multiple independent variables on a single experi-
mental outcome.l®] This technique is widely used in economics
to forecast the price of 0ill®! or cryptocurrencies,!®! in social sci-
ences to identify fake news!®! and political trends,!® in medicine
to predict blood glucosel®! and cholesterol®! in overweight pa-
tients, and chemistry to quantify metabolites!®! and proteins!®°!
by mass spectrometry. By analogy, if a luminescent nanother-
mometer presents different thermometric parameters displaying
the same temperature-dependent linear trend, the application of
MLR to its multiple thermal reading would lead to a relevant im-
provement in its performance as a temperature sensor. This pos-
sibility has never been proposed neither demonstrated.

Therefore, we herein provide experimental evidence of how
the synergy between MLR and multiparametric thermal sens-
ing leads to a tenfold improvement in the performance of multi-
parametric nanothermometers establishing world-record values
for S, and 6T. This is demonstrated by selecting enhanced GFP
(EGFP) and Ag,S nanocrystals as paradigmatic multiparametric
thermographic phosphors displaying distinct (and independent)
temperature-dependent parameters. In vivo experiments involv-
ing Ag,S nanocrystals were revisited illustrating the impact of
this new methodology on the potential application of lumines-
cent nanothermometry in biomedicine.

2. Results and Discussion

2.1. Multiparametric Nanothermometry Using EGFP

Figure 1 shows the temperature-dependent emission spectra of
EGFP displaying a significant thermal quenching due to the en-
hancement of nonradiative decays upon heating.l”:%*] The denat-
uration of EGFP was not observed as the measurement was per-
formed at temperatures below the temperature threshold,/®! as
shown by the high repeatability of the emission intensity during
different heating and cooling cycles (Figure S1, Supporting Infor-
mation). The detailed analysis of the band-shape shows that mea-
surable changes are seen after the spectral deconvolution (Sec-
tion S$1.3, Supporting Information), revealing that temperature
impacts several parameters such as the intensity ratio of the in-
tegrated areas of peaks 1 and 2 (I = A,/A,), peak energy of both
peaks (E; and E,;), and their respective full width at half max-
imum (W, and W,). Each of these parameters can be used as
independent A values for multiparametric thermal reading (Fig-
ure 1d-h) and, as their temperature dependencies are described
by a single linear fit with a positive correlation, there are five
reliable independent pathways for determining the temperature
from EGFP in a single experiment. At ambient conditions, I,
E,, E,, W, and W, present S, values of 0.17, 1.6 X 1072, 2.1 X
1072, 0.33, and 0.10% K™, respectively. These values are within
the same thermal sensitivity range that the previously reported
nanothermometry data of other EGFP-like proteins (Table 1).
We can argue that larger S, values can be obtained by choosing
the energy shift of each peak as thermometric parameters instead
of the corresponding peak energies (since S, depends on 1/A).
However, although the energy shift has already been used in both
Raman!’®7!l and luminescence!’>73l thermometry, we adopt here
the peak energy as a thermometric parameter because it is still
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Figure 1. a) 3D view of the EGFP structure (based on Protein Data Bank ID 2y0g). b) Neutral and anionic forms of EGFP chromophore. The amino acid
residues are shown close to the anionic form and the optically active part of the chromophore is depicted in a green blur for both forms. c) Emission
spectra of EGFP under excitation at 408 nm at different temperatures. Temperature dependence of the distinct thermometric parameters: d) Ey, e) E;,
f) Wy, g) W,, and h) I5. The lines are the best linear fits of the data to straight lines (2 > 0.99 in all cases). The fit parameters are shown in Table S1
(Supporting Information).

Table 1. Temperature calibration range, maximum relative thermal sensitivity (S,,,) and the temperature at which it occurs (T,) for different GFP-based
proteins using multi- and single-parametric analysis.

Protein Temperature range [K] Sm [% K71 T [K] Method Reference
EGFP 283-323 3.0 283.0 MLR This work
0.17 283.0 In
1.6 x 1072 283.0 E
2.1x 1072 283.0
0.33 283.0 w
0.10 283.0
emGFP-Mito 296-312 2.2 296.0 Peak fraction® [15]
44 312.0 Single intensity”
GFP 293-333 2.1 333.0 Single intensity® 78]
actin-GFp” 288-343 0.2 302.0 Lifetime” 53]
tsGFP1? 307-314 3.0 314.0 I 55]
tsGFPZb'c) 311-319 3.1 319.0
gTEMP? 278-323 26 278.0 I 179]

AGrp coupled to actin filaments; bic Fluorophore-forming region of GFP inserted between tandem repeats of the coiled-coil region of TIpA and the full-length TIpA, respec-
tively; 9 Genetically encoded ratiometric fluorescent temperature indicator from Sirius and mT-Sapphire GFP-derived proteins linked by a Thosea asigna virus 2A peptide;
) (I1=13)/(I1+1;), where I, and I, are the integrated emission areas between 495 and 504 nm and 505 and 600 nm, respectively (nonlinear dependence);  Fluorescence
intensity of the peak maximum at around 510 nm under excitation at 488 nm (nonlinear dependence); ® Fluorescence intensity of the peak maximum at around 510 nm
under excitation at 473 nm; )Emission lifetime under excitation at 467 nm monitoring emission at 510 nm.
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Figure 2. a) Donut chart of the relative weight (values within parenthesis from g weights) of the distinct thermometric parameters considered for MLR
applied to EGFP. b) Correlation between the temperature measured with the thermocouple (x-axis) and the temperature calculated from the combination
of all the thermometric parameters from EGFP emission spectra through MLR (y-axis). The dashed black lines are guides for the eyes corresponding to
y = x (fit parameters are shown in Table S2, Supporting Information). c) Relative thermal sensitivity and d) temperature uncertainty of EGFP using MLR.

the largest reported thermometric parameter. Nevertheless, the
pros and cons of using peak energy and energy shift as ther-
mometric parameters are discussed in detail in Section S1.3.3.1
(Supporting Information).

As all the five thermometric parameters defined for EGFP dis-
play the same linear temperature dependence, it is possible to
further improve S, and 6T by treating the data through the MLR
approach. If a nanothermometer displays distinct thermometric
parameters that vary linearly with the temperature, i.e., A;, A,,
..., A, then the temperature can be expressed as a function of
each A, ie., T=£flA, Ay, ..., A)

T=P+BA++BA,+e=Fo+ D B +e

i=1

1)

where g, is the intercept, f; (i = 1, ..., n) is the slope of each
thermometric parameter A, (explanatory variable i), and ¢ is the

Because the model is linear, the relative thermal sensitivity de-
pends on each thermometric parameter taken into account (A,)
and its respective slope (;), and thus

G)

The MLR was applied to the EGFP data considering the five
distinct A; parameters previously defined and the correlation
between the temperature measured with a K-type thermo-
couple and the temperature obtained from MLR is presented
in Figure 2 (see Section S2.4, Supporting Information, for
further information). By combining all the parameters, S,
reaches 3.0%K™!, which represents a tenfold increase compared
to the highest S, obtained in single parametric sensing of EGFP
(0.33% K for W,). An improved sensitivity obtained through
MLR is observed as the model considers the weighted contri-

residual.”*] Henceforth, one can rewrite S, (details in Section  bution of each temperature-dependent light emission of EGFP
S2.2, Supporting Information) (i.e., each A,), therefore reducing the uncertainties provided by
measurements of the temperature based on individual A. This is

" 5 " = well demonstrated by the measurement of consecutive heating

S, = Z <l % > = < A, ‘ﬂ ) 2) and cooling cycles (Figure 3), where the thermal transient curves
& \A;|oT P 9A, obtained by luminescence thermometry in Figure 3a—e tend to
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Figure 3. Consecutive heating (red) and cooling (gray) cycles of the EGFP aqueous suspension. The black solid line indicates the measurement of
the temperature performed by a reference thermocouple and the symbols the temperature calculated from a) E;, b) E,, c) Wy, d) W5, e) I, and f)
MLR applied to the EGFP emission spectra. The corresponding histogram of the temperature deviation between the temperature measured with the
thermocouple and the temperature calculated using the distinct parameters is presented in Figure S11 (Supporting Information).

deviate from the curve measured by a K-type reference thermo-
couple (this is much more evident for W, and I). The histograms
of the temperature deviation (AT) are presented in Figure S11
(Supporting Information), and the results show that MLR pro-
vides a lower temperature deviation in Figure 3f because the
uncertainties from each A; were already reduced in the model,
validating the improved performance of MLR in multiparametric
nanothermometry.

Beyond the giant improvement in the relative thermal sensitiv-
ity, this novel approach allows achieving more reliable and accu-
rate thermal readouts without requiring the development of new

materials, the upgrade of the detection system, or further time-
consuming measurements over long integration times. This last
makes, for instance, possible to perform time-resolved measure-
ments in vitro and in vivo.

2.2. Revisiting In Vivo Measurements Using Ag,S Nanoparticles

Despite the utility of fluorescent proteins, the novelty of MLR
is not limited to luminescent organic compounds, but it also
can be applied to inorganic nanoparticles with multi-parametric
thermal sensing capabilities. We here, indeed, explore the

Table 2. Temperature calibration range, maximum relative thermal sensitivity (S,,), and the temperature at which it occurs (T,,) for different Ag,S

nanoparticles, using distinct methods.

Nanoparticle Temperature range [K] S [% K] T [K] Method Reference
AgZS-PEGa) 295-353 50 295.0 MLR This workl44]
9.5 x 1072 344.0 E
Ag,S-PEG 293-353 5.0 295.0 Single intensityb) [44]
0.10 295.0 Peak wavelengthc)
2.0 295.0 Ig
Ag/Ag,S 288-323 8.5 323.0 Single intensity [80]
2.0 323.0 Ig
Ag,S-PEG 295-323 3.0 295.0 Lifetime” [81]
Ag,S-DDT? 40 295.0
Ag,S-PEG 299-313 3.0 299.0 Single intensity [77]
Ag,S-PEG 293-318 3.0 293.0 Single intensity [82]

3 Nanoparticles functionalized with polyethylene glycol (PEG); ®) Total integrated emission area (nonlinear de?endence); 9 Wavelength at the maximum intensity of the peak;

) Emission lifetime under excitation at 450 nm monitoring emission at the maximum intensity of the peak;
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Nanoparticles functionalized with 1-dodecane-thiol (DDT).
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Figure 4. Calibration curves of the Ag,S NPs using a) the intensity ratio[**] and b) the peak energy. The solid lines are the best fits to straight lines (the
correlation coefficients and fitting parameters are presented in Table S3, Supporting Information). c¢) Donut chart of the relative weight (values within
parenthesis from f weights) of the distinct thermometric parameters considered for MLR applied to Ag,S. d) Correlation between the temperature
measured with the thermocouple (x-axis) and the temperature calculated from the combination of all the thermometric parameters from Ag, S emission
spectra through MLR (y-axis). The dashed black lines are guides for the eyes corresponding to y = x (fit parameters are shown in Table S4, Supporting
Information). e) Relative thermal sensitivity and f) temperature uncertainty of Ag,S using MLR.

application of MLR to Ag,S nanoparticles. Ag,S nanoparticles
possess a unique combination of properties that makes them ex-
ceptional for in vivo thermal sensing. They operate in the second
biological window (infrared spectral range from 1000 to 1400 nm
where tissues become partially transparent!”]) so that they allow
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for real sub-tissue thermal sensing. Ag,S nanoparticles show
excellent in vivo biocompatibility thanks to their good physical-
chemical stability.l*+7¢77] The emission band of Ag,S nanopar-
ticles centered at 1200 nm shows a strong temperature depen-
dence and it has been widely reported how a reduced temperature

© 2021 Wiley-VCH GmbH

95U SUOWIWO) dAREII) 3|qedijdde ay) Aq paulanob ale s3[diie YO ‘asn Jo sajnJ 1o} Aleiqr] auljuQ A3]Ip\ Uo (suonipuod
-pue-swiay/wod A3 im A 1eqiauluo//:sdny) suoRipuod pue swidl yy 995 ‘[£202/10/52] Uo Ateiqr] auluo AS|im ‘oaeny 3@ apepisiaalun Ag LO00L202 10d|/Z00L 0L/10p/wod As|im Aieiqiauljuo//:sdiy woiy papeojumoq ‘LL ‘L20Z ‘6688981



ADVANCED
SCIENCE NEWS

www.advancedsciencenews.com

350
a
340t
3
® 330}
=]
—
©
S
3_320_
5
e MLR
310} L
—E
3004 : : : . :
0 50 100 150 200 250 300
Time (s)

www.lpr-journal.org

b
P L
ik
" 0.15K
¥ .
= 0.16 K s
= o1 B
0.10K
0.050 K
[0 0 [N N U NS ST SRR N
0 50 100 150 200 250 300

Time (s)

Figure 5. a) Temporal evolution of the 808 nm laser-induced temperature increase of tumor during photothermal treatment, calculated from the intensity
ratio (as reported in ref. [44]), peak energy and multiple linear regression (partially overlapped, calculated by us). The transient curves were recalculated
from the data published elsewhere.l*4] b) The temporal evolution of the corresponding temperature uncertainties.

change around room temperature induces relevant changes in
the band shape. These temperature-induced changes have been
largely used for thermal reading by analyzing either the peak
wavelength or the ratio between the emitted intensities at 1175
and 1260 nm. The use of these two thermometric parameters has
made possible reliable thermal reading with modest thermal sen-
sitivities at 310 K ranging from 9.5 x 10~ t0 5.0% K~! (Table 2).1*4]
As a consequence of these “modest” thermal sensitivities, the
thermal uncertainty achieved by Ag,S nanothermometers
during in vivo experiments is not better than 0.5°.[*/! The tem-
perature dependence of both intensity ratio and peak energy of
emission band corresponding to Ag, S nanoparticles is presented
in Figure 4, leading to relative thermal sensitivities of 2.0 and
0.10% K~' respectively. Hereafter, we will focus our attention on
these two thermoresponsive parameters as they both display a
quasi-linear trend, making them amenable to MLR analysis.

Applying the MLR to the Ag,S data (giving the relative contri-
butions indicated in Figure 4c), we obtained a calibration curve
that depends linearly on the peak energy and intensity ratio pa-
rameters with a relative thermal sensitivity up to 50% K~! (Fig-
ure 4d). This constitutes a tenfold improvement when compared
to that previously reported for Ag,S nanoparticles and 4 times
greater than the greatest S, value reported so far (12.5% K! at
293 K, from a lanthanide metal-organic network, using the inten-
sity ratio approach).33#* The performance, in terms of S, and 6T,
achieved by combining linear regression to the multiparametric
reading of Ag,S nanothermometers is shown in Figure 4e,f. It
is evidenced how the use of linear regression procedures makes
it possible to drive the thermal uncertainties provided by Ag,S
nanothermometers well below 1.0 K. It is worth pointing out that
since the MLR deals with linear models, only the thermometric
parameters presenting linear response upon heating and cool-
ing can be considered for multiparametric temperature sensing
through MLR, which is the main disadvantage of this newly pro-
posed method. For that reason, the temperature-dependent emis-
sion intensity of the Ag, S nanoparticles was intentionally left out
of the calculations when performing the MLR analysis due to its
nonlinear trend, as seen in ref. [44].
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The MLR-induced thermal sensitivity enhancement of Ag,S
nanothermometers opens the possibility of improving the ther-
mal resolution of in vivo measurements. In recent work, intratu-
moral thermal transients were measured by analyzing the time
evolution of the infrared emission generated by Ag,S nanoparti-
cles allocated inside a melanoma tumor during laser irradiation.
The different intratumoral thermal readings provided by the dif-
ferent thermometric parameters (emission intensity, peak wave-
length, and intensity ratio) were used to assess the reliability of
measurements but not to improve the accuracy of the final intra-
tumoral readout. The intratumoral emission spectra generated
by Ag,S nanoparticles were re-analyzed by MLR and the new
intratumoral thermal transients during photothermal treatment
are shown in Figure 5 (the thermal transients obtained by using
the individual calibration curves are also included for compar-
ison). We identify slight differences in the temperature profiles
during the transient regime that are explained by the distinct ther-
mal sensitivity provided by each parameter and are within the
temperature uncertainty of each thermometric parameter. More-
over, the intratumoral temperature values calculated from MLR
are almost identical to those provided by the sole analysis of peak
energy which, at first glance does not justify the effort of using
MLR.

The improved performance of MLR is, however, reflected
in both S, and 6T values calculated from each thermometric
parameter (Figure 5b and Table 2). The intensity ratio allows
a temperature determination with uncertainty values ranging
from 1.1 to 2.1 K (the lower the sensitivity the higher the tem-
perature uncertainty), and the peak energy improves this value
roughly by one order of magnitude (§T ~ 0.15 K). Finally, the
MLR approach renders temperature uncertainties between 0.05
and 0.10 K, which represents an improvement of more than
20 times with respect to the obtained with the intensity ratio
approach. Note that recent perspective articles pointed out that
the real use of luminescence thermometry at the clinical level
would require achieving thermal resolutions during in vivo
experiments better than 0.1°,['! which is reached in this work.
As a matter of fact, we demonstrate how MLR converts Ag,S

© 2021 Wiley-VCH GmbH
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nanoparticles into ultra-sensitive nanothermometers making
them a unique system for in vivo detection, for instance, of brain
diseases through precise and remote thermal sensing. Once
again, it should be highlighted that such improvement for in
vivo thermal uncertainty has been achieved without requiring
any change in the experimental setup or sample preparation.

3. Conclusions

Several strategies have been used to improve the reliability
and accuracy of luminescent nanothermometers, namely, the
combination of different emitting centers or the simultaneous
assessment of the temperature via several thermometric parame-
ters. This work demonstrates that any luminescent thermometer
presenting a linear correlation of the distinct thermometric
parameters with the temperature can be used to achieve higher
sensitivity and lower temperature uncertainty through MLR.
We demonstrate the potential of the synergy between MLR and
luminescent nanothermometry in two of the most promising
systems for thermal sensing in biomedicine: GFPs and Ag,S
nanoparticles. The combination of MLR and the multipara-
metric thermal readout of EGFP leads to a significant increase
of its thermal sensitivity, with a tenfold improvement. MLR
has been also found to improve the relative thermal sensitivity
of intratumoral Ag,S multiparametric nanothermometers by
one order of magnitude, reaching a world record of 50% K.
Moreover, the re-analysis of in vivo results by using MLR have
also demonstrated how is possible to drive the thermal accuracy
of in vivo measurements well below 0.1°, starting a new era of
luminescent nanothermometry at the preclinical level.

These results support that MLR is a valid and easily imple-
mentable strategy, paving the way for reaching a temperature
resolution below 0.1° without further upgrade of the detection
systems or materials design, an important step forward for the
spread of luminescent nanothermometers as a tool for broader
diverse scientific proposes.

4. Experimental Section

Photoluminescence Spectroscopy: The emission spectra of EGFP were
recorded in the right-angle experimental setup shown in Figure S2 (Sup-
porting Information). The excitation of the sample was carried out at 408
+ 7 nm with a power density of 0.01 W cm~2 by using a CW multichan-
nel LED light source (MCLS, Sandhouse Design). The excitation source
was collimated twice by attaching an adjustable collimator to the tip of the
optical fiber and placing a plano-convex lens (LA1145-AB, Thorlabs) be-
tween the optical fiber and the sample. The light emission was registered
by a USB-portable spectrometer (Maya 2000 Pro, Ocean Optics) coupled
to an optical fiber (QP450-1-XSR, Ocean Optics) using an edge pass filter
(FESHO750, Thorlabs) to cut off the excitation signal during the spectral
acquisition. A high-precision quartz cuvette (QS, 114F-10-40, Hellma Ana-
lytics) was filled with 0.50 mL of the EGFP aqueous suspension to perform
the measurements.

Thermal Calibration: The temperature-dependent measurements
were performed using the setup described above and a temperature-
controlled cuvette holder (Luma 40, Quantum Northwest) coupled to a
temperature controller (TC1, Quantum Northwest) using a water circula-
tor (Bath 10, Quantum Northwest) for heating and cooling the sample.
The calibration of temperature was performed with a K-type thermocouple
with a temperature uncertainty of 0.1 K (KA01-3, TME Thermometers)
coupled to a thermocouple data logger (TC-08, Pico Technology).
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Cloning of EGFP: The gene of EGFP containing BamHI and Hindlll
restriction sites at 5 and 3’ ends of the sequence, respectively, was pre-
pared by polymerase chain reaction (PCR). The pQE9 vector containing
the BamHI/Hindlll restriction sites and the gene encoding for EGFP was
purified through a spin column purification and ligated at 3:1 insert to vec-
tor molar ratio.

Protein Expression and Purification: The EGFP plasmid was trans-
formed into Escherichia coli strain Tuner (DE3), and the expression of the
protein was carried out in Luria broth (LB), where the cells were grown to
ODggp = 0.8-1.0 at 310 K before induction. The protein expression was
induced by the addition of isopropyl-g-b-1-thiogalactopyranoside (IPTG,
0.5 mmol L™') and a temperature drop to 303 K. The cells were harvested
by centrifugation 18-24 h after induction and resuspended in lysis buffer
(NaH,PO, = 50 mmol L~!, NaCl = 300 mmol L~!, imidazole = 10 mmol
L™ in water, pH = 8.0). The obtained lysates were stored at 193 K. After
thawing, lysozyme (1 mg mL™") was added to resuspended cells, and the
cells were incubated at 277 K for 1h. The resuspended cells were sonicated
with a tip probe and clarified by centrifugation (12,400 rpm) at 277 K. The
obtained EGFP aqueous suspension was purified by Ni-NTA affinity chro-
matography (Ni-NTA Agarose, Qiagen) under native conditions and fast
protein liquid chromatography (FPLC) at pH = 8.0. FPLC purification was
performed using an anion exchange chromatography column (HiTrap Q
HP, GE Life Sciences) under 30 column volumes elution with an increasing
linear gradient of NaCl concentration from 0 to 2 mol L™!. The suspension
of the protein was dialyzed against ultrapure water and the purity of each
protein was confirmed by denaturing gel electrophoresis (SDS-PAGE). The
resulting EGFP aqueous suspension was diluted in tris buffer at pH = 8.0
and stored at 277 K. The confirmed amino acid sequence of the obtained
EGFP is presented in Figure S6 (Supporting Information).

Colloidal Characterization: The hydrodynamic size (diameter, d) of
EGFP was measured by dynamic light scattering (DLS) in a Malvern Zeta-
sizer Nano series instrument (Nano-ZS Model ZEN3600, Red badge op-
erating with a 632.8 nm laser) at 298 K. The measurement of the zeta po-
tential ({) was carried out in the same equipment by using the Smolu-
chowski model to analyze the colloidal stability of EGFP in aqueous sus-
pension (0.25 mg mL~" in 20 mmol L™! Tris-Cl, pH = 8.00 + 0.01). The
EGFP sample was measured in a folded capillary cell (DTS1070, Malvern
Instruments) for both DLS and zeta potential measurements. Three mea-
surements were performed with ten scans each, where the average values
are reported in Figure S7 (Supporting Information).

UV-Vis Absorption Spectroscopy: The UV-vis absorption spectrum of
the EGFP aqueous solution was recorded in a spectrophotometer (Cary
50, Varian) at 293 K with a spectral resolution of 0.5 nm using a 10 mm
pathlength quartz cuvette (Figure S8, Supporting Information).

Supporting Information

Supporting Information is available from the Wiley Online Library or from
the author.
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S1. Materials and methods
S1.1. Repeatability

The repeatability of the integrated emission intensity of EGFP is given by

I.—1
R=1-— max( c mean) (S1)

Imean

where I, is the total integrated emission intensity in each cycle and Ip,eqy, 1s the mean
value at each temperature. The values calculated with the data presented in Figure S1

are 99.94% and 99.92% at 303.0 K and 313.0 K, respectively.

= 303.0x01K
e 313.0%01K

arb. u.)
-l:- B B P B B
Ny w LS |4 ()] ~l

N
-

Integrated emission (10*

N
o

Cycles

Figure S1. Total integrated emission of EGFP in three consecutive heating/cooling thermal
cycles, between 303.0 and 313.0 K.
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S1.2. Photoluminescence spectroscopy experimental setup
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Figure S2. (a) Scheme of the experimental setup used for measuring the temperature of the
aqueous suspension of EGFP. The temperature was controlled by using a sample holder coupled
to a water circulator. (b) UV LED peaking at 408 + 7 nm used as the excitation source in the
photoluminescence experiments. (¢) The UV beam profile was recorded with a CCD, with beam
radius and area of 0.59 mm and 1.09 mm’, respectively.
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S1.3. Spectral correction and thermometric analysis

81.3.1. Spectral correction

The emission band of EGFP presents a broad spectral width, therefore the emission
spectra must be presented as a function of energy instead of wavelength.”! For that
reason, the signal was converted from wavelength to energy:

107

where E is the energy (in cm ') and A is the corresponding wavelength (in nm). Since
the conservation of energy must be taken into account, the intensity signal also needs to

be corrected as follows:

IE=

dA d <1o7> 107
(S3)

har=hap\F )= g

where I and /) are the intensities as a function of energy and wavelength, respectively.
This is known as Jacobian transformation and the minus signal can be ignored because

it only shows that integration occurs in opposite directions in wavelength and energy.™

81.3.2. Spectral deconvolution
The corrected emission spectra of EGFP were deconvoluted into two peaks (Figure S3)

by adjusting a sum of a Gaussian (Peak 1) and a Lorentzian (Peak 2) function:

=y, + (—A1 e (—2 —(x xCl)z)) + <2A2 2 ) (S4)
= X
Y=Y wim/2 P w1? T 4(x— xCZ)2 + W,?

where y is the corrected emission intensity, x is the energy (in cm™), y, is the baseline,

A; and A, are the areas and x., and x., are the average energies of Peaks 1 and 2,

4
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respectively. The parameter W, indicates the full width at half maximum (FWHM) of

Peak 2 while w, indicates the width of Peak 1.

1.0
£ Peak 1
e 08 =
5
.E 06 L
= Poak 2
N 04t
©
€ 02}
2

0.0}
0 004 ———————F———+———
©
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(14
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Energy (107 cm™)

Figure S3. The emission spectrum of EGFP at 283.0 K (green points) under excitation at
408 nm. The spectrum was fitted to a combination of a Gaussian (Peak 1) and a Lorentzian
(Peak 2) with °>0.99. The black line represents the fit envelope and the corresponding residuals
are shown at the bottom part.

81.3.3. Thermometric analysis
The five distinct thermometric parameters (A;) were defined from the fit parameters as

follows: intensity ratio (I = A1/A;), peak energy of Peak 1 (E; = x.,), FWHM of

peak 1 (W; = w;V21In2), peak energy of peak 2 (E; = x.,), and FWHM of peak 2
(W,). The reported A; and the corresponding uncertainty (dA;) are the averages and the

standard deviation values from 100 measurements per temperature, respectively. The
. e . 1|94 .
relative thermal sensitivity for single A was calculated as S, = n |5| while the values of

S; for multiple A were calculated through Equation 3 from the manuscript.
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S1.3.3.1. Peak energy and energy shift

Despite both peak energy and energy shift can be used to describe the same
temperature-induced band shift of EGFP and Ag,S, each quantity presents a different
physical and mathematical meaning. The peak energy (sometimes referred to as peak
wavelength or peak position) describes the average absolute value of the energy
distribution resulting from an electronic transition while the energy shift (also known as
wavelength shift or peak shift) indicates the relative variation of this energy distribution
in a timeframe or temperature range. Since relative values of energy are smaller than the
absolute ones, a great improvement of S; is expected if one uses energy shift instead of
the peak energy as a thermometric parameter. However, the energy shift must be only
used when its value is higher than the energy step (set by the experimental conditions).
Otherwise, the relative change in the energy shift (§E;/E;) tends to zero and,
consequently, S; tends to infinite, which does not present any physical meaning. Note
that the energy shift at the reference energy equals zero, therefore this data point must
be disregarded, which is the disadvantage of using energy shift as a thermometric
parameter.

It is worth pointing out that the standard error of the fit cannot be used as the
uncertainty of the peak energy or energy shift when its value is smaller than the energy
step defined during the spectral acquisition. This is because the uncertainty cannot be
smaller than the minimum energy value measured by the spectrometer. The same
rationale applies to the determination of uncertainties in the measurements of emission
lifetimes (the uncertainty cannot be smaller than the time step of the measurements).

Figure S4 and Figure S5 present the thermometric performance of EGFP when
considering the values obtained from peak 1 in wavelength and energy units,
respectively. As expected, the results show that there is no difference in S; and 67 values

when the calculation is performed in wavelength or energy units. However, the use of

6
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energy shift displays an improvement of 3 orders of magnitude in S, when compared to

the same value obtained with peak energy.
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Figure S4. Use of peak wavelength from peak 1 as thermometric parameter (a) and its relative
thermal sensitivity (b) and temperature uncertainty (¢). Use of wavelength shift from peak 1 as
thermometric parameter (d) and its relative thermal sensitivity (e) and temperature uncertainty
(f). The values of peak 1 presented in wavelength units were retrieved before the Jacobian
transformation of the emission spectra of EGFP.
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Figure S5. Use of peak energy from peak 1 as thermometric parameter (a) and its relative
thermal sensitivity (b) and temperature uncertainty (¢). Use of energy shift from peak 1 as
thermometric parameter (d) and its relative thermal sensitivity (e) and temperature uncertainty
(f). The values of peak 1 presented in energy units were obtained after the Jacobian
transformation of the emission spectra of EGFP.
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S1.4. Structural and colloidal characterization of EGFP
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Figure S6. (a) Photograph of EGFP aqueous suspension at room temperature under UV light
exposure (365 nm) displaying its characteristic green emission. (b) The confirmed amino acid

sequence of EGFP.
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Figure S7. (a) Hydrodynamic size distribution and (b) zeta potential of EGFP. The black lines
are the best fits for the hydrodynamic size (log-normal distribution) and zeta potential (Gaussian
distribution) data. The values of d and { obtained for EGFP are in good agreement with
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S1.5. UV-Vis absorption spectroscopy

The UV-Vis absorption spectrum of the EGFP (Figure S8) presents a band centered at
280 nm, which is related to the characteristic absorption of the aromatic amino acids
phenylalanine, tryptophan, and tyrosine.!® Moreover, the intrinsic absorption of both
anionic and neutral forms of EGFP is seen as a broadband with a maximum at 488 nm
and a shoulder between 350 and 450 nm, respectively, where the absorption of the

neutral form dominates the spectrum due to the higher pH of the aqueous medium.!”!

1.0t /\{

ol /|

/
O_J\ a

0.0+

Normalized absorbance
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Figure S8. UV-Vis absorbance spectrum of the EGFP aqueous solution.
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S2. Multiple linear regression

2.1. Data fitting

When considering single parametric secondary thermometers (the great majority of the
examples proposed so far), a calibration curve is necessary to describe the thermometric
parameter as a function of the temperature (A=f(T)).[8] In this sense, the thermometric
parameter is usually fitted to a linear trend through the least-squares method. The same
approach can be used when dealing with multiple parameters. However, describing
simultaneously multiple thermometric parameters as a function of temperature is not
feasible because each parameter presents a different magnitude. For that reason, distinct
thermometric parameters (Aj, Ay, ..., A,) are used to predict the reference temperature
from a thermocouple, i.e., T=f(A;, Ay, ..., A,) in the multiple linear regression model
(MLR, Equation 1 of the manuscript).

The slopes and coefficient of determination are presented as f and R’
respectively, in MLR to avoid misinterpretations when comparisons to single linear
regression are made. Whereas in this latter case 7 — the square of the sample correlation
coefficient between the observed outcomes and the observed predictor values — should
be used, in MLR R” — the square of the coefficient of multiple correlation — provides a
measure of how well the observed outcomes are replicated by the model. Nevertheless,
both single and multiple regression relies on the use of the least-squares method to find
the best fit. The contribution of each variable (thermometric parameter) to the predicted
value (temperature) in MLR is usually analyzed by taking the weighted values of f,

which are the standard scores (z-scores) of f:1!

,=P=F (S5)
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where z is the z-scored value of each 8 (8 weight), and B and o are the mean value and
standard deviation of all the f considered, respectively. In this sense, the f weights
show how the temperature increases (in standard deviations) when a thermometric
parameter is increased by one standard deviation (assuming that the other thermometric
parameters are kept constant).

In its easier form, the MLR applied to nanothermometry is a linear combination of
multiple thermometric parameters that describes the average value of the temperature.
In this work, MLR was performed using a built-in function of MATLAB 2021a under
the license provided to the University of Aveiro. The five distinct A defined for EGFP
in the previous section were used as predictors (n = 5) and the temperature measured

with the thermocouple was used as a response variable.

2.2. Relative thermal sensitivity
. e ) aA
The relative thermal sensitivity (S;) of a thermometer is defined as S, = % |E|' In order

to extend this definition to a multivariate linear analysis, we consider that the rate of
change of the temperature for each thermometric parameter (dT/d4;) is the slope of a

straight line, i.e. Bi. The corresponding S; for a single thermometric parameter is then:

1dy 1011
A dT — A AT — AB; (S6)
4;

Sy =

If the multiparametric linear relation is defined using 2 thermometric parameters,
the corresponding calibration is represented in Figure S9 as the black arrow. The black
arrow results from the sum of the blue and red arrows, with a length given by the

Pythagorean theorem, which results in a relative thermal sensitivity of:

12
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A2
a_ATl) (S7)

n
5= 25
= —
o\

where 7 is the total number of A; terms (z = 2 in the example illustrated in Figure S9).

Therefore, the S; for a multiparametric system is given by rewriting the derivatives

using the fi values:

Sy = i(ﬁ)z = i(Aiﬁi)_z (S8)
' v i=1

Temperature

Figure S9. Schematic representation of MLR for the particular case of 2 thermometric
parameters. Notice that the black arrow (calibration curve) is given by the vectorial sum of the
red and blue arrows.
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2.3.Temperature uncertainty
The value of 87 in the multiparametric thermal sensing was calculated from MLR as

follows, using the same rational followed for defining S;:

(S9)

where dA;/A; is the relative uncertainty in each thermometric parameter.
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2.4. Calibration of individual parameters and temperature differences
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Figure S10. Correlation between the temperature measured with the thermocouple (x-axis) and
the temperature calculated (y-axis) from (a) E;, (b) E5, (¢) Wi, (d) W,, and (e) Iz. The dashed
black lines are guides for the eyes corresponding to y=x.
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Figure S11. The corresponding histogram of the temperature deviation (A7) between the
temperature measured with the thermocouple and the temperature calculated through (a) £}, (b)
Ey, (¢) W, (d) W, (e) I, and (f) MLR. The resulting histograms were adjusted to a Gaussian
distribution, with the best fit displayed by the dashed black lines. The reported AT and
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2.5. Fitting parameters

Table S1. Slopes (), intercepts (b), and coefficients of determination (+°) of the temperature
dependence of each thermometric parameter (A;) from EGFP aqueous suspension.

A; a b ¥

Iz (7.9+£03)x10* K 0.24 +0.01 0.993
E; (em™) —3.07+0.03cm ' K 20393 +9 cm™! 0.999
E, (cm™) —3.83+0.03cm ' K 19697 £ 10 cm ™' 0.999
W, (cm ) 2.39+0.02cm 'K 108+ 6 cm 0.999
W, (cm ) 0.96+0.03 cm ' K 1324+ 8 cm ! 0.994

Table S2. Slopes (B;), intercept (), and coefficient of determination (R’) of the multiple
linear regression performed on EGFP aqueous suspension to predict the temperature by using
Ip, W4, Eq, W5, and E, as explanatory variables. The weighted value of f8; is the z-scored
value of the slopes, given in standard deviations (unitless).

Fit parameter p value B weight R
Bo (K) (2.4 £0.6)x10° -
Bip (K) (2.3 £0.1)x107 -1.79
B, (Kcm™) 0.23 £0.04 0.45 oo
Br, (Kem ) 0.15 = 0.04 0.45 '
Bw, (Kcm™) 0.02 £ 0.01 0.45
Br, K cm ™) ~0.28 £ 0.04 0.45

Table S3. Slopes (), intercepts (b), and coefficients of determination (+°) of the temperature
dependence of each thermometric parameter (A;) from Ag,S nanoparticles.

Ai a b 1’2
Ix (1.58 £ 0.04)x10 2 K -3.9+0.1 0.984
E(cmh) ~74+0.1K" 10520 + 33 K 0.995

Table S4. Slopes (B;), intercept (B), and coefficient of determination (R°) of the multiple
linear regression performed on Ag,S nanoparticles to predict the temperature by using Ip and E
as explanatory variables. The weighted value of f8; is the z-scored value of the slopes, given in
standard deviations (unitless).

Fit parameter p value f weight R’
Bo (K) 1341 + 80 )
B, (K) 26+04 0.71 0.998
Br (Kem™) ~0.13 £ 0.01 ~0.71
17
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Sustainable Smart Tags with Two-Step Verification for
Anticounterfeiting Triggered by the Photothermal Response

of Upconverting Nanoparticles

Fernando E. Maturi, Carlos D. S. Brites, Robson R. Silva, Karina Nigoghossian,
Deivy Wilson, Rute A. S. Ferreira, Sidney J. L. Ribeiro,* and Luis D. Carlos*

Quick-response (QR) codes are gaining much consideration in recent years due
to their simple and fast readability compared with conventional barcodes. QR
codes provide increased storage capacity and safer access to information, fos-
tering the development of optical or printed smart tags as preferred tools for the
Internet of Things (IoT). Herein, the combination of Yb*' /Er*"-doped NaGdF,
upconverting nanoparticles (UCNPs) with recovered plastic for the fabrication of
sustainable screen-printed QR codes is reported. Their photothermal response
under distinct power densities of the 980 nm laser irradiation (15-115 W cm ?)
induces color-tuning and temperature sensing. This power dependence is
exploited to design a double key molecular keylock accessed by a smartphone
camera through the red (R), green (G), and blue (B) (RGB) additive color model
and upconversion thermometry. The latter is based on the integrated areas of the
2Hq1/2—*1hsj2 and *S3 ;%1152 Er*" transitions using the interconnectivity and
integration into the loT network of the mobile phone to download the temper-
ature calibration curve of the UCNPs from a remote server. These findings
illustrate the potential of QR codes-bearing UCNPs toward the design of smart

1. Introduction

With the ever-growing demand for faster
communication methods, higher storage
capacity, and improved manufacturing tech-
nologies, Industry 4.0 urges to convert pas-
sive materials into smart systems to achieve
more reliable fabrication routes, easier
access to information, unique data identifi-
cation (ID), and improved anticounterfeit-
ing applications.' In this sense, the use
of smart tags is a good choice because they
provide a simple way to perform quick read-
outs of encrypted information using a
smartphone camera in the context of the
Internet of Things (I0T).""® Quick-response
(QR) codes are a gateway to smart tags
because they comprise different informa-
tion in a 2D barcode matrix composed of

tags for mobile optical sensing and anticounterfeiting.
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black and white square modules, greatly
improving the amount of stored informa-
tion using printed materials.”

In the past years, researchers have been
striving to develop novel smart tags based on QR codes to improve
the level of encryption and further increase the storage capacity.
Several methods were reported,® ") but the most elegant one is
the use of color multiplexing, which relies on the addition of dif-
ferent colors to enhance the storage capacity compared to the com-
mon black-white QR codes.*?! This approach paves the road for
incorporating additional layers of security by using luminescent
materials, as optically active components of inks, to produce
the QR codes, where hidden information can be accessed upon
exposure to specific light sources.!"*'* Multiplexed QR codes were
shown to display twice the storage capacity of a conventional QR
code.[*'? Moreover, luminescent smart QR codes store unique
authentication tags that can be securely transmitted to a remote
server, enabling trackability and the triggering of security alerts
or other additional security features.™”!

Among luminescent materials, lanthanide-doped upconvert-
ing nanoparticles (UCNPs) can be highlighted due to their effi-
cient conversion of near-infrared (NIR) low-energy radiation in
high-energy light emission in the visible spectral range, by a pro-
cess known as upconversion.'*2% Since UCNPs present singu-
lar spectroscopic features such as sharp emission bands, long
excited-state lifetimes, and photostable response,*! it is possible
to envisage smart tags based on QR codes containing UCNPs that

© 2021 The Authors. Advanced Photonics Research published by Wiley-VCH GmbH
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present a unique luminescent response provided by NIR excitation
sources.”” %" Although several luminescent materials display light-
emitting properties under ultraviolet (UV) excitation,">”*?% the use
of smart tags containing UCNPs provide a step further in anticoun-
terfeiting applications because NIR excitation is more difficult to
replicate. Furthermore, NIR irradiation does not give rise to down-
shifting light emission from conventional luminescent materials,
avoiding interference from background luminescence during the
readout of the QR code.*”! Also, and more exciting, the concomitant
controlled heating of the material is an opportunity to explore
thermal-dependent features that are not accessible under UV illu-
mination, while transparency is kept.

The use of smart tags containing UCNPs is indeed an inge-
nious strategy because they can be used in the context of “com-
municating particles,” where a unique color ID and a
temperature recorder are integrated into a single platform.?")
A major advantage of using UCNPs in this context is that differ-
ent emission colors can be achieved using the power-dependent
ratio between different emissions (e.g., the Er’* emissions in the
red and green spectral regions®”) while the temperature is
registered through, for instance, the intensity ratio of the
’Hi1/,—"11s), and *S3,,—*1;5), Er’* transitions (Yb®* /Er*" is by
far the widely reported pair in Ln**-luminescent thermome-
try).2***! Therefore, no further nanoparticle doping is required
and both temperature and color information can be retrieved
with single wavelength excitation. In addition, this approach
paves the way for coupling the temperature sensing and color-
tuning properties to QR codes to develop optical sensors that
can be read by smartphones, which is an exciting approach
for mobile optical (mOptical) sensing,*>-%

Nevertheless, the use of such an advanced strategy for real-
world applications only becomes attractive if one may circumvent
dispendious fabrication routes of the QR codes, time-consuming
data analysis, and complex implementation. In this way,
we herein present a novel method to obtain smart tags by serigraph
printing using a sustainable strategy to produce optically active
inks using polystyrene (PS) recycled from expanded polystyrene
(EPS) package wastes through its dissolution into d-limonene, a
green solvent extract from orange peel.’”) We demonstrate its

(@)

CHCl,
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applicability to fabricate QR codes embedding NaGdFYb*"/
Er’" UCNPs and presenting color-tuning and temperature
sensing simply by changing the power density of a 980 nm laser
excitation source. This power-dependent dual-mode encoding is
accessed either through a spectrometer or a smartphone. In the
latter, photographs of the QR codes are treated by the red (R),
green (G), and blue (B) (RGB) additive color model to access
the first codification level of the system. The interconnectivity
and integration into the IoT network of the mobile phone allow
the download of the temperature calibration curve of the UCNPs
from a remote server ensuring access to the second encoding
level.

2. Results and Discussion

2.1. PS Recycling

EPS is usually composed of 98% of air, giving rise to low-density
solid wastes with an unattractive small-scale collection, uneco-
nomical bulk volume storage, and noncost effective transporta-
tion for commercial purposes, which leads to a recycling rate
lower than 1%.2%3% As the main commercial form of PS is
EPS, it is possible to easily recycle PS by dissolving EPS into
organic solvents, therefore, providing a low-energy consumption
due to room temperature processability, preventing eventual deg-
radation of PS and allowing solvent recovery afterward.”” The
use of d-limonene as solvent is an interesting choice because
it can dissolve substantial amounts of EPS (up to 260g of
EPS per liter of d-limonene),*!! besides being a biodegradable
and low toxicity compound that presents the lowest contribution
to global warming among distinct organic solvents.*”**%
Furthermore, it is a solvent from a renewable source, extracted
from orange rinds as a byproduct in orange juice production with
a world production of over 70 000 tons per year.**!

To demonstrate the feasibility of using EPS as a reliable source
of PS, proton nuclear magnetic resonance (‘"H NMR) spectra
were registered for a sample of the EPS used in this work
and a reference sample of PS with an average molecular weight
of 280000gmol ™ (PS 280k), presented in Figure 1. Both

(o)

d-limonene
—— Citrus terpenes

d-limonene

Abundance

AN

6 5 4 3 2 1 0
Chemical shift (ppm)

40 45 50 55 60 65 7.0
Retention time (min)

Figure 1. a) "H NMR spectra of EPS and PS samples (600 MHz, 298 K, CDCls). b) GC-MS chromatogram of d-limonene and citrus terpenes samples.
The mass spectrum of the d-limonene found in the citrus terpenes sample is presented in Figure S1, Supporting Information.
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samples display the typical chemical shifts () of the aromatic
protons of benzene rings between 7.25 and 6.30 ppm (i-iii)
and the chemical shifts assigned to CH (iv) and CH, (v) at
1.86 and 1.45ppm, respectively.***>! Furthermore, residual
peaks of tert-butyl alcohol (TBA, 1.28 ppm), water (1.60 ppm),
and chloroform (7.28 ppm) from impurities in the CDCl; solvent
are seen.l***”] As there is no structural difference between the
samples, EPS can indeed be used as a cheaper and more sustain-
able source of PS. In addition, reagent grade d-limonene can be
replaced by citrus terpenes, which is a high content d-limonene oil
obtained through the distillation of the oil extracted from the
orange peel. This is supported by the chromatogram of gas chro-
matography-mass spectrometry (GC-MS) in Figure 1b, where the
content of d-limonene (retention time = 4.76 min) is 93% for both
citrus terpenes and reagent grade d-limonene. As it is possible to
recover PS from EPS wastes by dissolving it in citrus terpenes,
these results highlight the feasibility of using renewable solvents
to recycle plastics, developing a sustainable approach to fabricate
QR codes using low-cost materials and fast printing methods.

2.2. UCNPs Characterization and Thermal Response of the
QR Codes

NaGdF,:Yb*>"/Er** UCNPs were obtained in a hexagonal plate
morphology with a hydrodynamic diameter of 183 + 72 nm, con-
firmed by the transmission electron microscopy (TEM) micro-
graph and dynamic light scattering (DLS) size distribution

www.adpr-journal.com

presented in Figure 2, respectively. The as-synthesized UCNPs
display a good dispersion in nonpolar solvents due to the pres-
ence of the hydrophobic oleate capping, making them suitable
for incorporation into the d-limonene/PS solution to obtain
the UCNPs containing PS ink (PS-UCNPs) used to fabricate
the QR codes by serigraphy. The screen-printed QR codes pres-
ent the characteristic Er** upconversion upon 980 nm excitation,
with the 2H11/24>4115/2 (510—534 nm) and 4>S3/24>4115/2
(534-554 nm) transitions of Er** observed in the green spectral
range, as shown in Figure 3. Moreover, the 2H9/2—>4113/2
originated in the upper energy emitting level of Er** is observed
as a shoulder around 555 nm, consistent with recent reports in
the literature.[**4?)

To record the temperature using the photon upconversion of
the obtained QR codes, the ratio between the integrated intensi-
ties of the *Hy1,—11s) (In) and *S3,—1;5, (Is) transitions in
the emission spectra shown in Figure 3a was used to define the
thermometric parameter A = I/Is (Experimental Section for
details). Further, and as usual in luminescence thermometry,>®!
the calibration curve A(T) was acquired (Figure 3b), being T the
temperature measured with a K-type thermocouple. The thermal
sensing ability of the QR codes was evaluated through their

relative thermal sensitivity (S, =1|%%|) and temperature
uncertainty (5T = 5%%), which are the figures of merit used

since 2012 to evaluate the performance of luminescent
thermometers.?? The maximum S, and minimum 8T values are

a b
(b) 16.0
d=183+72nm
;\? 14 .0} r’=0.996
3 12.0
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Figure 2. a) TEM images and b) hydrodynamic size distribution of the NaGdF4:Yb>*/Er** UCNPs. The gray line is the best fit to the DLS data using a log-
normal distribution (** = 0.996 and fitting parameters shown in Table S1, Supporting Information). c) Schematic representation of the preparation of the
QR codes and the final QR code (encoding the URL http://iq.unesp.br) under white light illumination.
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Figure 3. a) Temperature-dependent upconversion emission spectra of the QR codes in the 308-343 K range measured at Pp =40 W cm ™2 b) A(T)
calibration curve. The solid line is the best fit to the data using a straight line (* > 0.99, fitted parameters are shown in Table S2, Supporting Information).
c) Relative thermal sensitivity and d) temperature uncertainty of the QR code luminescent thermometer.

1.87 % K" and 0.3 K at 308.0 K, respectively, in good agreement
with expected values for NaGdF,:Yb** /Er*™ UCNPs.”"! Despite
primary luminescent thermometers based on the Boltzmann dis-
tribution between the 2H;; ;2 and 453/2 thermally-coupled Er*"
electronic levels was already demonstrated,®® this approach
was not used here because the obtained QR codes absorb light
in the spectral region where Boltzmann distribution takes place
(Figure S2, Supporting Information). Nevertheless, the thermal
calibration indicates that the obtained luminescent QR codes
provide accurate temperature readouts from their upconverting
emission spectra in the 308-343 K range.

2.3. Power-Dependent Dual-Mode Encoding of the QR Codes

The emission of Er*" in the red and green spectral regions is
strongly affected by the power density (Pp) of the excitation
source, as already noted in the literature.’>°>% Indeed, Iy,
Is, and the integrated areas of the 2H9/2—>4ll3/2 and 4F9/2—>
*I15/2 (635-685 nm) transitions in the QR codes increase with
increasing Pp, following a power law (I x Pp", where n describes
the number of photons involved in the upconverting process).**!
Therefore, n corresponds to the slope of the integrated intensities
(I) versus Pp, in a double-logarithmic plot.** The values of n for
the four Er’" transitions aforementioned are greater than

Adv. Photonics Res. 2022, 3, 2100227 2100227 (4 of 9)

1.5 (Figure S3, Supporting Information), indicating that the
emission in the visible spectral range occurs through a two-
photon upconverting process. It is worth pointing out that the
contribution of “Fq /2—>4115 /2 transition in the red spectral region
is favored at higher Pp, because the ’Hy, s2 and s, /2 Upper emit-
ting levels become saturated, favoring the population of the *Fy,
emitting level due to the higher nonradiative relaxations upon the
local heating induced by the laser excitation.*>>! For that reason,
the ratio between the integrated intensities of the transitions in
the red (4F9/24>4115/2) and green (2H11/2*>4115/2, 4S3/24)4115/2,
and %H, /2H4I13 /2) spectral regions, defined as 6, increases
upon increasing Pp, resulting in the shift of the emission color
from the green to the yellow regions (Figure 4), together with a
temperature increase induced by the absorbed photons in the
PS substrate and NaGdF,:Yb*'/Er*" UCNPs that are further
partially converted into heat. This power-dependent color change
gives rise to a simple approach for tuning the emission response
of the QR codes without further doping of the obtained UCNPs,
allowing easy anticounterfeiting measures based on color
matching criteria for the validation of the QR code readout
through NIR laser irradiation.

Indeed, it is possible to use the power-dependent upconvert-
ing emission spectra of the QR codes upon 980 nm irradiation as
input for playing the role of a double key in a molecular keylock.

© 2021 The Authors. Advanced Photonics Research published by Wiley-VCH GmbH
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Figure 4. a) Upconverting emission spectra of NaGdF,:Yb**/Er*™ UCNPs under excitation at 980 nm varying Pp. The intensity ratio 0 between the
integrated intensities of the transitions in the red (4F9/2—>4I15/2) and green (ZH11/2—>4|15/2, 453/2—>4I15/2, and 2H9/2—>4I13/2) spectral regions is presented
in the inset. The keylock represents the dual encoding of the QR code emission (unlocked by Py, values) enabling a two-step verification using temperature
(T) and 6. b) Integrated emission intensities of the 2Hn/2—>4l15/2, 4S3/z—>"l15/2, 2H9,2—>4|13/2, and 4F9,Z—>4I15,2 transitions. c) CIE 1931 chromaticity

diagram coordinates of the QR code at different Pp values.

The Pp, physical input triggers simultaneously color and temper-
ature changes. Therefore, by setting a threshold for 6 = 1.0 (same
intensities in the red and green spectral regions, corresponding
to a Pp =40 W cm %), we can design the first encoding level of
the system. Whenever this first 6-key opens the system, we can
go further to the second level of encoding determining the abso-
lute temperature for Pp, > 40 W cm ™ with the calibration curve
described in Section 2.2. The threshold to open the system with
this temperature key (T-key) is T=309K, the temperature
corresponding to =1 (Figure 4a). It is important to point
out that despite the calibration curve was only recorded at
Pp =40 W cm ™2, it is still possible to extrapolate its use to differ-
ent Pp, because there is a good agreement between the tempera-
ture calculated with the calibration curve and the temperature
measured with a thermocouple.

Adv. Photonics Res. 2022, 3, 2100227 2100227 (5 of 9)

2.4. Molecular Keylock Through RGB Color Space Readout

Figure 5 shows the color variation of the photographs of the lumi-
nescent QR codes under different Pp, taken with a smartphone
camera. Each image is composed of an RGB additive color
model, creating the color through the mix of red (R), green
(G), and Dblue (B) primary colors (Figure S4, Supporting
Information). The changes in the emission color of the QR codes
observed in Figure 5b are assessed by the ratio of intensities of
the R and G color channels (R/G), similarly to what we describe
for the 0 parameter shown in Figure 4a. As expected, the inten-
sity of all color channels increases when increasing Pp, with the
R and G channels playing a major role in the composition of the
color emission of the QR codes (Figure 5c). The intensity of the B
channel is detected during the decomposition of the photographs
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Figure 5. a) Scheme of the simultaneous QR code readout and image acquisition. b) Power-dependent photographs of the QR codes upon 980 nm
irradiation and the corresponding color channels. c) Integrated intensities of the red, green, and blue color channels. d) Evolution of the red-to-green ratio

upon power density increasing.

due to the 2H9/2H4115 /2 emission in the blue spectral region
(Figure S4, Supporting Information), despite being too faint
to be perceived by naked eyes.

Nevertheless, as the R and G channels cover almost the
spectral regions of the 4F9/2—>4115/2 and 2H11/244115/2/4S3/2—>
4115/2/2H9/2H4113/2 transitions, respectively, the ratiometric
response of the R and G channels obtained from the images
of the QR codes at distinct Pp (Figure 5d) presents the same
power-dependent profile observed for the ratiometric 6 curve
shown in Figure 4a. In addition to the same profile, both cases
show the same twofold improvement in the ratiometric evolution
when increasing Pp from 15 to 115Wcm 2 (Figure S5,
Supporting Information). Therefore, the first codification level
of the system can be accessed by the smartphone readout of
the photographs of the luminescent QR codes setting
R/G = 0.43 as the threshold, equivalent to # = 1.0. Direct access
to the second encoding level is not possible based only on the
photographs because the RG B additive color model does not per-
mit the determination of the temperature. This apparent limita-
tion is, however, overcome by the integration of the smartphone
into the IoT network allowing the download of the calibration
curve of these UCNPs from a remote server, since the tempera-
ture dependence of @ can be extrapolated to the temperature
dependence of R/G (Figure S5, Supporting Information). This
permits a faster and user-friendly T-key decryption route, without
jeopardizing the 6-key access. Moreover, the direct decoding of
the T-key only by spectral measurements results in different

Adv. Photonics Res. 2022, 3, 2100227 2100227 (6 of 9)

access privileges to distinct readout methodologies, a feature that
is an added benefit of the reported methodology.

3. Conclusions

The preparation through a facile sustainable route of screen-
printed luminescent QR codes acting as two-step encoding smart
tags was demonstrated. Luminescent inks were obtained by recy-
cling PS from EPS wastes, using d-limonene as a green solvent,
and incorporating NaGdF,:Yb**/Er** UCNPs in the obtained
PS/d-limonene solution. QR codes were fabricated through a
low-cost printing method (serigraph printing in this case, how-
ever, inked or spaying could be also used). Taking advantage of
the radiation-to-heat conversion of the UCNPs-bearing QR codes
under 980 nm irradiation, we exploited their power-dependent
emission, and the corresponding temperature increase, to create
a double key molecular keylock accessible either through spectral
features or the RGB additive color model. Setting the irradiation
power density to 40 Wcm ™%, and adopting threshold values
0=1.0 or R/G =0.43, we designed the color encoding level of
the system (first level) that is accessed both by a spectrometer
or a smartphone. Then, the temperature encoding level (second
level) is implemented based on the integrated areas of the H,, 2
iz /2 and s, /2*4115 /2 transitions in the green spectral range that
enable the absolute temperature determination. Direct access to
this second encoding level is not possible based on the photo-
graphs of the QR codes. This apparent limitation is, however,
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overcome using one of the main advantages of smartphones:
their interconnectivity and integration into the IoT network that
allows the real-time download of the calibration curve of the
NaGdF,:Yb*>"/Er*" UCNPs from a remote server. The impossi-
bility to directly decode one level of a system by a specific
technology results in different access privileges to distinct
readouts. This approach can be easily generalized to other
UCNPs and is a step toward the design of smart-tags for
anti-counterfeiting.

4. Experimental Section

Materials: Gadolinium oxide (Gd,Os), ytterbium oxide (Yb,03), erbium
oxide (Er,O3), trifluoroacetic acid (CF3CO,H), sodium trifluoroacetate
(CF3CO;,Na), oleic acid, 1-octadecene, silicon dioxide (SiO,) nanopowder
(10-20 nm particle size), (R)-(+)-limonene (d-limonene), and PS with
average molecular weight of 280000 g mol™' (PS 280 k) were purchased
from Sigma-Aldrich. Citrus terpenes were supplied by Citrosuco S/A
(Mat3o, Brazil). EPS were obtained from packaging materials and used
as a source of PS.

Synthesis of Yb>*/EP" Codoped NaGdF, Upconverting Nanoparticles:
The UCNPs were prepared through the thermal decomposition of sodium
and lanthanide trifluoroacetates into NaGdF,:Yb**/Er** following a pre-
viously reported method with minor modifications.®® First, the lanthanide
trifluoroacetate precursor was prepared by reacting Gd,0; (353.4 mg,
0.975 mmol), Yb,0O; (98.5mg, 0.250mmol), and Er,0; (9.6 mg,
0.025 mmol) with CF;CO,H in a mixture with water (1:1, 10mL) in a
50mL three-neck round bottom flask (molar ratio of Gd:Yb:
Er = 78:20:2). The mixture was refluxed at 353 K for 12 h. After obtaining
a clear solution, the temperature was lowered to 333 K, and the flask was
opened to evaporate the solvents and get the precursor powder. The sec-
ond step consists of adding 340 mg of CF3CO,Na and 7.5 mL each of oleic
acid and 1-octadecene to the flask. In a second three-neck round bottom
flask (100mL), 12.5mL each of oleic acid and 1-octadecene were
added. The flasks were connected to a Schlenk line to remove moisture
and oxygen for 30 min at 398 K under vacuum and magnetic stirring.
Subsequently, the flask containing oleic acid and 1-octadecene was heated
to 593 K under argon flow at a heating rate of 10 K min~". The precursor
solution kept at 398 K was then collected with a glass syringe and injected
into the second flask (injection rate of 1.5 mL min~"' controlled by a pump
system). The temperature was kept at 583 K for 90 min under stirring and
argon flow. After cooling down to room temperature, the nanoparticles
were precipitated by addition of ethanol and collected by centrifugation
at 5350 RCF for 10 min. The nanoparticles were redispersed in hexane
and washed twice with ethanol (1:5v/v). The oleate capped NaGdF,:
Yb**/Er*™ nanoparticles were finally redispersed in hexane for further use.

Preparation of Luminescent Ink: A clear and viscous solution was
obtained by dissolving EPS (2.0g) in citrus terpenes (5.0 mL), followed
by its centrifugation at 7500 rpm to remove particulate material from
the packaging used as the source of EPS. The UCNPs containing PS inks
(PS-UCNPs) were prepared through the addition of 30wt% SiO,
nanopowder as a thickening agent and 0.1 wt% of UCNPs into the previ-
ously prepared solution and then mixing them in a SpeedMixer
(DAC150.1 FVZ-K, FlackTek) by 2 min at 2000 rpm.

Fabrication of Luminescent QR Codes by Serigraph Printing: A QR code
template (6 x 6 cm?) linking to the website of the Institute of Chemistry,
UNESP (http://ig.unesp.br/) was fabricated in a 150-mesh polyester
screen to print the luminescent QR codes using an automatic press
(IMAH, Parand, Brazil) through a press-printing method (serigraph print-
ing). The previously prepared luminescent ink was cast onto the polyester
screen containing the QR code template and then pressed against the
screen to print the luminescent QR codes onto polyethylene terephthalate
(PET) substrates. This method allowed for printing ten individual codes
per minute using 10mL of luminescent ink. Three different (and
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illustrative) QR codes obtained through this methodology are shown in
Figure S6, Supporting Information.

Transmission Electron Microscopy: The morphological structure and size
of the UCNPs were analyzed from TEM images acquired in an electron
microscope (Tecnai G2 Spirit BioTwin, FEI) operating at 120 kV.

Dynamic Light Scattering: The hydrodynamic size (diameter, d) of the
UCNPs was measured by DLS in a Zetasizer Nano ZS instrument
(ZEN3600, Malvern) operating with a 632.8 nm He-Ne laser at 298 K.
The UCNPs samples dispersed in hexane were measured with a dip cell
kit (ZEN1002, Malvern) coupled to a square glass cell (PCS1115, Malvern)
by performing three measurements with ten scans each, where the aver-
age value is reported in Figure 2b.

Proton Nuclear Magnetic Resonance: The 'H NMR spectra of EPS and PS
were acquired in a 600 MHz Bruker Avance Il spectrometer (HD 600,
Bruker) operating at 14.1 T. Samples were dissolved in deuterated chloro-
form (CDCls, 8 mgmL™") and the spectra were registered at 298 K in the
manual mode. Automated tuning, locking, shimming, and calibration of
90° pulses were performed using standard Bruker routines.

Gas Chromatography—Mass Spectrometry: The GC-MS analysis was used
to determine the content of d-limonene in standard and citrus terpenes
samples. The analysis was carried out in a gas chromatography equipment
(78908B, Agilent) coupled to a mass spectrometer (5977 A, Agilent) using a
capillary column with a stationary phase of (5%-phenyl)-methylpolysilox-
ane (30 m length x 0.25 mm inner diameter, HP5-MS Agilent) with elec-
tron impact ionization at 70eV, helium as the carrier gas (flow
rate=1mLmin™") and a split ratio of 100:1. The GC-MS temperature
program was as follows: 353K for 3 min, then ramp to 553K at
30Kmin~", then hold 10 min. The samples were prepared by diluting
d-limonene and citrus terpene in ethyl acetate (HPLC grade, 1 mgmL™").

Photoluminescence Spectroscopy: The emission spectra of the lumines-
cent QR codes were recorded in the experimental setup shown in
Figure S7, Supporting Information. The excitation of the sample was car-
ried out at 980 4= 10 nm with a collimated fiber-coupled continuous-wave
(CW) laser system (MDL-980-FC-10 W, CNI). The emission spectra were
registered by a USB-portable spectrometer (Maya 2000 Pro, Ocean Optics)
coupled to an optical fiber (QP450-1-XSR, Ocean Optics) using an edge
pass filter (FESHO750, Thorlabs) to cut off the excitation signal during the
spectral acquisition (100 spectra were recorded for each temperature and
Pp using an integration time of 250 ms).

Thermal Calibration: The temperature-dependent measurements were
performed attaching a homemade Peltier temperature controller (0.1 K
resolution) to the abovementioned experimental setup. The calibration
of temperature was performed by placing a K-type thermocouple with a
temperature uncertainty of 0.1 K (KA01-3, TME Thermometers) coupled
to a thermocouple data logger (TC-08, Pico Technology) onto the surface
of the QR code, 0.5 cm away from the laser spot to avoid heating the ther-
mocouple with the beam spot.

Calculation of the Integrated Areas: The areas corresponding to the Er*™
"Hy1j—s20 *S3j2—*hsj2, 2Hopp—*hsp, and *Fo;;—*lis), transitions
were obtained through the deconvolution of the emission spectra of
the QR codes using a custom code written in MATLAB 2021a under
the license provided to the University of Aveiro. First, each emission spec-
trum was converted from wavelength to energy units using the
Jacobian conversion.®”! Good fits (* > 0.99) were obtained by adjusting
11 Gaussian functions to the experimental data, as presented in Figure S8,
Supporting Information. The reported areas and errors are the average and
standard deviation values from 100 spectra measured per temperature or
Pp. The integrated emission 0sz11/z—*4|15/2 and 453/2—>4I15/2 transitions
correspond to the sum of the areas of their respective Gaussian functions.
The integrated emission of the red spectral region is the sum of the areas
corresponding to the 4Fg/2—>4l15/2 transition while the integrated emission
of the green spectral region is the sum of the areas of the Gaussian func-
tions corresponding to the ZHn,zH“I]S,Z, 453/2H4I]5/2, and 2H9/2H4I]3/2
transitions.

Power Density Determination: The CW laser power and the correspond-
ing beam profle were measured with a power meter
(FieldMaxll — TOPOP — 2 Vis, Coherent) and a charge-coupled device
(CCD) camera (BC106N — VIS/M, Thorlabs) coupled to a neutral density
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filter (NESOB-B, Thorlabs), respectively. The resulting beam profile inten-
sity was obtained for each laser power by averaging the intensity of ten
sequential scans. The beam profile intensity values were calibrated to
power density considering that the integrated area of the beam profile
is the laser power (in W) measured with the power meter. Therefore,
the average laser power density was calculated considering the values
above 13.5% (1/e?, the cut-off value for Gaussian beams). The beam
cross-section at 1/e” is displayed in Figure S9, Supporting Information.

Image Acquisition: Photographs of the luminescent QR codes under
980 nm irradiation were taken with a smartphone camera (iPhone 12,
Apple) with a resolution of 3024 x 4032 pixel?, aperture of £/1.6, and a
sensor dimension of 1/3.6”. Images were acquired using the commercially
available Camera+ 2 app to ensure the same lighting conditions during
the experiment, setting the shutter speed to 1/45 s and locked 1SO 1000 to
avoid pixel saturation from the bright light emission from the QR codes
under 980 nm exposure.

Image Processing: The RGB color model was used to evaluate the
changes in the emission color of the QR codes upon increasing laser
power density. A custom MATLAB 2021a code was designed to analyze
the ratio between the intensity of the red and green channels (R/G).
The code imports the power-dependent pictures of the QR codes cropping
them in a 251 x 2571 pixel® region centered in the laser spot. Each cropped
image was split into three-color channels: red (R), green (G), and blue (B).
The intensity profiles reported to each channel along the orthogonal direc-
tions correspond to the line and column integration of the intensities. The
reported integrated intensities values correspond to the total integrated
intensities of each channel. The corresponding uncertainties were
obtained by multiplying the integrated intensity by the inverse signal-to-
noise ratio retrieved from the intensity profiles in the two orthogonal direc-
tions. The red-to-green ratio (R/G) is finally calculated as the ratio between
the integrated intensities of the R and G channels. Detailed information on
the image processing procedure is given in Section S1.4, Supporting
Information.

Supporting Information

Supporting Information is available from the Wiley Online Library or from
the author.
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S1. Materials and methods

S1.1. Mass spectrometry

The mass spectrum of the d-limonene found in the citrus terpenes sample is presented in
Figure S1. The characteristic ionized fragments of d-limonene were identified in the
mass spectrum through their mass-to-charge ratio (m/z): C4Hs (m/z = 53), CsHg™ (68),
CeH;" (79), C;Ho™ (93), CsHy,™ (107), CoHys™ (121), and CoHye™ (136),1 therefore

confirming that d-limonene is the main compound in citrus terpenes samples.

68

93

79 121 136
107
G ‘l i ‘ Mo wnll |

L | 1
40 60 80 100 120 140 160
mlz

Relative abundance

53

Figure S1. Mass spectrum of the d-limonene found in the citrus terpenes sample. The
abundance was normalized to m/z = 68.
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S1.2. UV-Vis absorption spectroscopy

The UV-Vis-NIR absorption spectra of the QR codes were recorded in a
spectrophotometer (Lambda 950, Perkin-Elmer) at 298 K with a spectral resolution of 1
nm. Figure S2 shows that the obtained QR codes absorb light in the spectral region of
the *Hy1,—"Lisn (Iy) and *S3p—*11s» (Is) transitions of Er’’. Since the light absorption

is not equal in the whole green spectral region, the determination of temperature through

the Boltzmann distribution in the Iy and /s spectral regions (A= II—H = Bexp (— kA—ET)) 18
s B

not feasible.

o
~
a

o
~
N

Absorbance
o o
w w
(o] (o]

o
w
@

Normalized
intensity

[ |
- I ‘

¥4 kﬁ-@/‘kh’ﬁv““’:u‘/ \k»-&
500 550 600 650 700
Wavelength (nm)

Figure S2. UV-Vis absorption spectrum (blue) and emission spectrum under 980 nm
excitation at a laser power density of 40 W-cm 2 (pink) of the obtained QR codes at 298
K. The Iy, Ig, Iy, and Ir shadowed areas are the spectral regions corresponding to the
2H11/2—>4115/2, 4S3/2—>4115/2, 2H9/2—>4113/2, and 4F9/2—>4115/2 Ert transitions, respectively.
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S1.3. Upconversion laser power density dependence
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Figure S3. (a) Upconverting emission spectra of the QR codes under 980 nm excitation
at distinct power densities. (b) Double-logarithmic plot of the integrated areas of Er’*
transitions versus the laser power density. The dashed lines are the best linear fit (+* >
0.99) with the n values corresponding to their slopes and uncertainties.
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S1.4. Color identification
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Figure S4. Schematics of the image processing used to obtain the intensities of the RGB
color channels from the photographs of the QR codes irradiated at different power
densities. The images on the left side correspond to the picture taken at 115 W-cm ™
while the graphs on the right side show the evolution of the X and Y intensity profiles
of each channel upon increasing power density. The inset in the blue Y profile shows
the power dependence of the 2H9/2—>4115/2 transition in the blue spectral region.
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Temperature (K)
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Figure SS. (a) Comparison of the 8 and R/G ratios in the tested power density range.
(b) Correlation between the temperature measured (x axis) with the K-type
thermocouple (see experimental section) and the temperature calculated with the
calibration curve using the power-dependent emission spectra of the QR codes (y axis).
The dashed line is a guide for the eyes corresponding to x = y.

S1.5. Reproducibility of the printing method

Figure S6. Three different QR codes obtained using the serigraph printing method and
an automatic press.
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S1.6. Photoluminescence spectroscopy experimental setup

980 nm laser

Optical
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a Collimator
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fiber “ '/
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Spectrometer

Figure S7. Scheme of the experimental setup used for measuring the power-dependent
emission spectra of the QR codes, and the corresponding temperature.

S1.7. Spectral analysis

S1.7.1. Spectral correction

The raw emission spectra of the QR codes were converted from wavelength to energy
units:

107

7 (S1)

E

where E is the energy (cm ") and 4 is the corresponding wavelength (nm). Since energy
and wavelength are inversely proportional, the wavelength step (dA) is not uniformly
spaced in the energy spectrum. For that reason, the intensity recorded in wavelength
units (/,) must be corrected to keep the conservation of energy valid after the conversion

of A to E. Therefore, the energy-dependent intensity (/g) can be obtained as follows:

Lo B d 107\ 107 <
EZA4g ~ *qe\ E |~ P E2 (52)
7
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This is known as the Jacobian conversion and the minus signal does not play a
role in the calculation because it only indicates that integrations in wavelength and

energy are performed in opposite ways.!!

S1.7.2. Spectral deconvolution
The emission spectra of the obtained QR codes were deconvoluted into eleven peaks
(Figure S8) by adjusting a combination of Gaussian functions to their corrected emission
spectra:

- A; (x — X, ’

y = Z (— exp (—2 —2>> (S3)

= \w;1/2 Wi
where y is the corrected emission intensity, x is the energy (cm '), A; are the integrated
areas (arbitrary units), x., are the average energies (cm™), and w; are the widths of the
peaks, with » = 11. Two, four, one, and four Gaussian functions were assigned to the

5 8 + $
Hy10—" 150, *S30—"11512, “Hoa— 1132, and *Fo,—"1;5), transitions of Er*", respectively.

® Green emission b ¢ Red emission
—— Fit envelope

Fit envelope
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Figure S8. Deconvolution of the (a) green and (b) red spectral regions of the emission
spectrum of the QR codes at 308.1 K under excitation at 980 nm (40 W-cm ?).
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S1.8. Calculation of the laser power density
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Figure S9. (a) Beam profile of the 980 nm CW laser used as excitation source at a
power density of 40 W-cm Z and (b) the corresponding beam cross-section at 1/e”.

S1.9. Fitting parameters

S1.9.1. Size distribution

The hydrodynamic size distribution of the obtained NaGdF,:Yb*/Er’" upconverting
nanoparticles was determined by adjusting the dynamic light scattering data to a log-

normal distribution:

X \2
— A ex M (S4)
Y= \V2mTwx P 2w?

where y is the relative frequency, x is the diameter, x. is the center, 4 is the area, and w
is the natural logarithm standard deviation. The fitting parameters are presented in Table

S1.

Table S1. Center (x,), log standard deviation (w), area (4), and coefficient of determination (r’)
of the hydrodynamic size distribution of the NaGdF,:Yb*"/Er’* upconverting nanoparticles.

2
X w A r

170 £ 1 nm (3.79 + 0.04)x10™" nm 23.7 £ 0.2 arbitrary units 0.996
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The hydrodynamic diameter and uncertainty values reported in Figure 2b of the

manuscript correspond to the mean diameter (u = exp(In(x.) + 0.5w?)) and the

standard deviation (O‘ = (exp(In(x.) + 0.5w?)) /exp(w?) — 1) values, respectively.

S1.9.2. Thermal calibration

The thermal calibration was performed by fitting a straight line to the data of the
thermometric parameter (A) recorded as a function of the temperature measured with a

K-type thermocouple. The parameters of the fit are shown in Table S2.

Table S2. Slope (), intercept (b), and coefficient of determination () of the temperature
dependence of the thermometric parameter (A) defined for the obtained QR codes.

A a b ¥

I/l (6.06 £ 0.09)x10> K ! ~1.54 £0.03 0.998
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1 Motivation and state-of-the-art

1.1 Introduction

Undoubtedly, water stands as the quintessential liquid, holding fundamental significance in
countless biological, chemical, physical, geological, industrial, and environmental processes [1-
6]. Indeed, the vital role of water extends to the point where it defines the parameters for
investigating the potential existence of life beyond Earth [7]. Despite its ubiquity, understanding
water remains a formidable challenge due to its complex nature under varying temperatures and
pressures, setting its behavior apart from other common liquids, and yielding a myriad of
anomalous properties that continue to intrigue and elude full comprehension.

Many of the anomalies associated with water become apparent when its temperature is
lowered below its freezing point (273 K), a phenomenon known as supercooling. Within this
temperature regime, water remains in the liquid state at low temperatures (down to 230 K at 1 atm)
[8]. Nevertheless, water anomalies are also observed at higher temperatures, including minimum
specific heat capacity (c¢) at 308 K, negative values of thermal expansion coefficient (a) for
temperatures below 277 K, and minimum isothermal compressibility (x1) at 319 K [9-12], as

summarized in Table 1.

Table 1. Anomalous properties of liquid water taking place at ambient conditions.

Anomalous property Temperature Definition Quantities involved
of occurrence
aS
Specific heat capacity 308 K c=T (ﬁ) S = entropy
TV T = temperature
Thermal expansion coefficient <277 K a=— (6_) P = pressure
V1 SVP V =volume
Isothermal compressibilit 319 K ky = ——(—)
pressibiiity T V\oP/

The simple existence of these anomalies is of paramount importance for the maintenance of
life on Earth. For instance, the density maximum at 277 K along with the fact that ice is less dense
than liquid water, have significant ecological implications. This unique property allows wintry
lakes to freeze from the top down, establishing a crucial support system for aquatic life in cold

regions. Additionally, the remarkable specific heat capacity of liquid water (c =4.2 J-.g "K " [13])
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plays a pivotal role in shaping the dynamics of Earth's climate, facilitating the efficient transport
of heat from the tropics to the northern and southern latitudes, profoundly influencing the
habitability of regions across the globe.

These peculiar characteristics of liquid water are directly linked to its exceptional ability to
form hydrogen bonds (H-bonds), a strong and directional intermolecular interaction. These bonds
are arranged in a dynamic configuration, with water molecules predominantly adopting a
tetrahedral arrangement, which is widely believed to be the underlying reason for water’s unusual
properties. The constant breaking and reformation of H-bonds on a picosecond timescale [11, 14]
introduce fluctuations in the local structure of liquid water, where water motifs with different
densities emerge [12]. While both experimental and computational studies have provided
substantial evidence for the existence of tetrahedral motifs with varying densities in water,
interpreting these results has given rise to divergent explanations for the same experimental data
[15-17]. Nowadays, two prominent schools of thought are dedicated to elucidating the anomalous
properties of water in terms of its structural fluctuations. The first proposes that density
fluctuations follow an unimodal distribution, as anticipated by continuous distribution models of
water [15, 18, 19]. In contrast, the second argues that these anomalies arise from the coexistence
of two distinct configurations of water molecules possessing distinct physical properties: a more
organized tetrahedral motif and a more distorted structure [3, 11, 20]. These opposing viewpoints
have been at the center of a vigorous debate over the past few decades, although the latter two-
state idea has garnered far more attention because it defies the prevalent notion of water as a

homogeneous liquid [21].

1.2 Two-state model of water

Although the concept may appear contemporary, the notion that liquid water comprises two
different molecular organizations traces its origins back to the 19" century. In 1892, well before
the recognition of the existence of the H-bonds, the German physicist Wilhelm Rontgen suggested
that water consists of a mixture of two distinct coexisting phases [22]. Accordingly, cold water
could be microscopically described as small icebergs floating in a fluid sea [2], whose relative
ratio between them within the mixture depends on the pressure and temperature, which can trigger
their interconversion. Fast forward to 1992, exactly a century later, Stanley and collaborators from

Boston University reignited the discussions regarding this two-state paradigm in their seminal
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work on the liquid-liquid phase transition (LLPT) hypothesis [23], highlighting the metastable
behavior of liquid water. Nowadays, this two-state scenario appears very likely given that the
coexistence of two structural motifs of water has been observed by both in silico [24-27] and
experimental works [28-35], especially upon supercooling.

In general, phase transitions occur when a substance transforms from one state to another
while preserving its chemical composition. Hence, an LLPT implies the existence of different
liquid states of water with distinct properties [36]. Phase transitions are classified as either
continuous or discontinuous, depending on their thermodynamic behavior. A discontinuous phase
transition involves the absorption or release of energy during a constant-temperature process,
resulting in a discontinuity in entropy (S), known as latent heat L = TAS, where T is the
temperature. When it comes to water, discontinuous phase transitions are evident during processes
such as melting (solid-liquid phase transition) and boiling (liquid-gas phase transition) [37].
According to Paul Ehrenfest [38], discontinuous phase transitions can also be referred to as first-
order transitions because they have discontinuities in the first derivatives of the Gibbs free energy
(G). Otherwise, continuous phase transitions occur when L is not involved in the process and S
changes continuously. A classic example of a continuous phase transition is the magnetization of
ferromagnetic materials, which gradually decreases as temperature rises [39]. Following
Ehrenfest’s classification (Table 2), continuous phase transitions are called second-order

transitions because they have discontinuities in the second derivatives of G.

Table 2. Comparison between discontinuous and continuous phase transitions, displaying their
corresponding order transitions according to Ehrenfest’s classification. The quantities ¢, a, and kr
were previously described in Table 1.

Phase transition Ehrenfest’s classification Discontinuities
G
(a?) =S
Discontinuous First-order Y P
_ =V
(55),
2%G <
aT?) T
P
Continuous Second-order 0%G =al
apor) ¢

0%G
W = —kTV
T
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In this sense, according to the LLPT hypothesis, water exhibits a second critical point within
the supercooled regime, marking a discontinuous, or first-order, phase transition between a low-
density phase (low-density liquid, LDL) and a high-density one (high-density liquid, HDL) [3, 11].
At the molecular level, the formation of the voluminous LDL occurs when water molecules in the
first hydration shell arrange into an organized tetrahedral H-bonding network [40]. Conversely, the
more tightly connected HDL appears when an additional molecule of water from the second
hydration shell infiltrates the first shell, disrupting the LDL organization and creating a smaller
and distorted H-bonding motif [40]. In this context, LDL motifs contribute to the formation of a
more spacious H-bonding network, whereas the HDL motifs lead to a denser and more compact
network, as illustrated in Figure 1. Direct observations of the LLPT pose considerable challenges
due to the rapid crystallization of supercooled liquid water, which only exists in one state below
215 K [41, 42]. Nevertheless, recent studies of isothermal volume changes in diluted polyol and
trehalose aqueous solutions under varying pressure have provided empirical support for the
existence of two states of water experiencing an LLPT [43, 44]. This corroborating evidence

suggests that pure water also undergoes an LLPT between the metastable LDL and HDL states.

Low-density b
liquid (LDL)

High-density
liquid (HDL)

Figure 1. Schematics of the three-dimensional arrangement of H-bonding networks of the (a) LDL
and the (b) HDL states. The hydrogen and oxygen atoms of water molecules are depicted as white
and red spheres, respectively. The dashed lines illustrate the H-bonds. Adapted from Reference
[45].
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The LLPT hypothesis offers a fresh perspective for understanding the singular behavior of
liquid water, particularly in the context of LDL and HDL motifs under varying pressure and
temperature conditions, as depicted in the hypothetical phase diagram illustrated in Figure 2.
Initially introduced by Poole, Sciortino, Essmann, and Stanley through molecular dynamics
simulations [23, 46], this schematic representation has since been refined with theoretical and
experimental findings [3, 11, 20, 47, 48]. This phase diagram portrays the liquid-liquid coexistence
line, marking the crossover between LDL and HDL phases within regions of simple liquid
behavior. In the supercooled regime, the Widom line (W) represents the extension of the
coexistence line, effectively dividing the liquid phase into two distinct regions [48]. One region,
situated at high temperatures and pressures, mimics the characteristics of the HDL state, while the
other, found at low temperatures and low pressures, exhibits similarities to the LDL state.
According to the LLPT hypothesis, the structural motifs of LDL and HDL persist in a mixed state
near W. This means that one state can emerge within the regime primarily dominated by the other,
owing to the significant rate of change between them [49].

Additionally, the phase diagram also includes the liquid-liquid critical point, where the
presence of fluctuations on various length scales may give rise to locally spatially separated
regions in the anomalous range. Notably, the amorphous solid states of LDL and HDL can exist at
extremely low temperatures as low-density (LDA, low pressure) and high-density (HDA, high
pressure) amorphous ice, respectively, primarily distinguished by their 20% density difference
[45]. Remarkably, recent findings have unveiled the potential for the formation of medium-density
amorphous ice under specific conditions of pressure and temperature [50]. This discovery indicates
that the proposed phase diagram still has room for optimization and potential for further

improvements.
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Temperature (K)
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Ultraviscous LDL
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Ultraviscous HDL

Glassy Water
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73
0.00 0.10 0.20 0.30
Pressure (GPa)

Figure 2. Hypothetical phase diagram of liquid water showing the coexistence of LDL (blue) and
HDL (red) domains near the W line. Below W, LDL dominates with fluctuations in HDL domains,
whereas above W HDL dominates with LDL fluctuations. The white star represents the liquid-
liquid critical point. The farther away from the critical point one moves, the smaller the fluctuations
become, as indicated by the size of the blobs. The black line delimits the so-called “funnel of life”
at which water exhibits its unusual properties that are crucial to the maintenance of life. Adapted
and modified from Reference [20].

Additional experimental evidence supporting the existence of inhomogeneous structures in
liquid water and the fluctuations between HDL and LDL patches have emerged from various
experiments, such as the isosbestic point observed in the temperature-dependent OH stretch Raman
signal [51, 52], temperature-dependent infrared spectra of liquid water [53], optical Kerr effect
measurements [54], and X-ray absorption and emission spectroscopy [ 14, 28-30, 55], although the
coexistence of these fluctuations at ambient conditions and their implications remain elusive and
controversial. The most popular methods employed to deliver experimental evidence regarding

density fluctuations in liquid water rely on high-energy radiation, such as small-angle X-ray and
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neutron scattering [14]. Unfortunately, these techniques are typically restricted to a length scale of
approximately 1 nm, as depicted in Figure 3. Once these techniques only provide an average
picture of the local structure of liquid water, unraveling the contributions of different water
domains to the behavior of supramolecular structures dwelling in aqueous solutions of electrolytes
and suspensions of biomolecules and inorganic materials becomes exceedingly challenging. These
insights are fundamental to our understanding of biochemistry, as the conditions that support life
as we know might be intricately linked to the coexistence of two distinct H-bond organizations
within liquid water [1, 7, 56]. In this context, there is a strong demand for experimental techniques
that can provide a microscopic elucidation of H-bond structures in liquid water and reveal their
influence on the surrounding macroscopic world.

In recent years, numerous research groups have risen to the challenge of investigating the
temperature-dependent properties of aqueous solutions and suspensions, encompassing those
containing metallic nanoparticles [57], semiconductors nanoparticles [58], trivalent lanthanide-
based materials [59-61], and organic molecules [62-64]. This endeavor has opened a new chapter
in the quest to unveil the anomalous behavior of liquid water due to the striking resemblance of
these results to those obtained for pure water, suggesting that these materials can serve as probes
of the organization of the H-bonding networks of water molecules in their vicinity. What makes
this approach particularly intriguing is that all the temperature-dependent properties examined
exhibit a bilinear behavior marked by a crossover temperature (7¢). The values of Tt typically fall
within the range of 320-330 K [56], aligning closely with the minimum value of At observed for
water. This correlation is attributed to the structural geometric transition from a more to a less
organized tetrahedral arrangement, induced by density increases upon heating [31]. Thus, it stands
to reason that 7. emerges due to the change in the volume between LDL and HDL motifs while

increasing temperature.
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Figure 3. Schematic representation of the length scales covered by different techniques used to
investigate the anomalies of liquid water. The temperature dependence of the H-bond networks
has been explored at different length scales. While X-ray and neutron scattering, numerical
simulations, Kerr effect, dielectric, THz, UV-Vis, NMR, and Raman spectroscopies operate at the
length scale of hydrogen atoms and water molecules, second harmonic (SH) imaging works at
longer scales. Light scattering and luminescence thermometry, as shown in this thesis, could also
be used up to a submicrometric length scale.

While numerous reports have managed to distinguish between two states of H-bonding in
liquid water, up until the beginning of this Ph.D. project, none of the previous research had
successfully established a conclusive link between the emergence of 7. and the existence of the
LDL and HDL domains. For instance, the first correlation between 7. and fluctuations between

high-density and low-density liquid states was elucidated in
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Manuscript 2 [65] through upconversion luminescence thermometry. This manuscript
served as the cornerstone for the direction of this thesis, aiming at bridging the gap between the
absence of experimental evidence regarding LDL and HDL motifs coexisting at ambient conditions
and the need for more straightforward experimental methods to investigate them. Therefore,
upconversion luminescence thermometry was herein chosen as a primary tool to evaluate low-to-

high density fluctuations in liquid water.

1.3 Luminescence thermometry

Using luminescence for performing thermal sensing is a clever approach because
temperature changes strongly impact the light-emitting properties of luminescent materials [66-
68]. As the temperature rises, the additional thermal energy causes the nonradiative processes
(phonons) to compete with the light emission from radiative ones (photons). This is translated as
changes in the luminescent response, which, in turn, depends on the specific nature of the material
employed.

The most common effect of increasing the temperature of luminescent materials is a
reduction in emission intensity. In this case, nonradiative processes become more pronounced,
resulting in luminescence thermal quenching, as typically observed in organic dyes [69]. However,
employing the temperature dependence from emission-based measurements comes with notable
disadvantages, mainly arising from issues regarding samples’ photobleaching and drift of the
optical excitation [70]. Consequently, as nonradiative decays are enhanced as temperature rises, a
reduction in the emission lifetime is also observed [71]. Although emission lifetime remains
independent of the concentration of the luminescent material within a certain range of
concentrations where no chemical or physical interactions are observed between the light-emitting
centers [72], assessing temperature dependence through lifetime-based methods relies on
expensive optoelectronics to perform time-resolved measurements.

To overcome these issues, ratiometric approaches are often employed because they rely on
intensity ratios between two emission bands, which remain unaffected by local intensity
fluctuations, concentration variations of the light-emitting centers, or fluctuations in the intensity
of the excitation source, all while requiring less complex instrumentation [73]. In addition,
temperature-induced spectral shifts typically occur due to the narrowing of the bandgap, resulting

in a redshift of the peak energy [74]. Furthermore, as the temperature rises, the bandwidth of the
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emission band may broaden due to increased thermal energy, which enhances vibrations within the
material's crystal lattice [75, 76]. Although spectral shift and bandwidth approaches are useful for
evaluating the temperature dependence of several luminescent materials, they are not commonly
employed due to the smaller sensitivity to temperature variations in comparison to single intensity,
intensity ratio, and lifetime-based approaches.

Developing a new luminescent thermometer is a relatively straightforward process, where
the measurement of the temperature through luminescence starts by defining a thermometric
parameter (A) that establishes a correlation between temperature and changes in the emission
spectra, which can encompass any of the aforementioned temperature-dependent luminescent
properties. To facilitate the comparison of various luminescent materials regardless of the specific
thermometric parameter employed, researchers rely on a figure of merit known as relative thermal

sensitivity (S) [77]:

s~ 3T 9
where dA /0T indicates the change of A concerning the temperature 7 (also referred to as absolute
sensitivity, Sa). The value of S; is the absolute value of S. normalized by the magnitude of A,
allowing for quantitative comparisons between different materials, which is expressed in units of
percentage change per unit of temperature change (%-°C ™! or %K ™).

Another essential figure of merit employed to evaluate the temperature accuracy in

luminescence thermometry is the uncertainty in temperature 867 [78]:

16

=—— 2
5T 52 (2)

here, 87 is the smallest temperature that can be reliably measured by the luminescent thermometer.
It mostly depends on dA, which corresponds to the uncertainty in the determination of A, where
6A/A indicates the relative uncertainty of A. In the pursuit of an optimal luminescent thermometer,
researchers aim to maximize S: and reduce d7. Several approaches can be used to accomplish this,
including the design of brighter materials or the development of higher-sensitivity detectors to
reduce §A/A, thus diminishing 67. Additionally, engineering luminescent materials or adopting
alternative methods for describing A can lead to improvements in S:. Recently, significant efforts

have been made to employ materials exhibiting multiple temperature-dependent luminescent
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properties [79-82], an alternative approach that can be further improved to describe A through
multiparametric equations, reaching a remarkably tenfold improvement in both S; and 87, as firstly
explored in Manuscript 6 [83].

Luminescent thermometers are usually sorted into different categories to help in selecting
the best thermometer for a specific application. The most important categorization evaluates the
relationship between A and the thermal calibration method, where luminescent thermometers are
classified either as primary or secondary [84]. Primary thermometers rely on well-established
thermodynamic laws and quantities, providing reliable temperature readouts without requiring
additional calibration against a temperature reference. However, their S; values are typically as low
as 1.0 %K', In contrast, S; values of secondary thermometers are usually higher than 3.0 %K™
[85], although they require calibration with a reference thermal probe, mainly when changing from
one operating medium to another. Hence, the classification as primary or secondary does not mean
that the latter is less reliable than the first one, where the choice between them depends entirely on
the specific requirements of the desired application.

Although there are plenty of luminescent materials that can be used for designing primary
or secondary luminescent thermometers, such as fluorescent polymers [86, 87], organic dyes [88],
fluorescent proteins [89], quantum dots [90], and metal-organic frameworks [91], lanthanide-based
materials offer greater advantages [92]. This is attributed to their singular electron configuration,
which gives rise to exceptional optical properties that make them suitable for performing
temperature readouts across a wide range of temperatures, spanning from cryogenic temperatures
(<100 K) up to physiological conditions (298-323 K). This becomes evident when examining the
temperature-dependent luminescent properties of various lanthanide-based materials, including
Pr** [93], Nd** [76], Sm** [94], Eu*" [95], Tb** [96], Ho*>" [97], Er** [84], and Tm>" [98] ions
embedded into different host matrices. As a result, lanthanide-based materials have found
widespread applications in the development of luminescent thermometers, from medical to
industrial processes [99]. Hence, it is imperative to gain a thorough understanding of the properties

that make lanthanides such a great deal for luminescence thermometry.

1.3.1 Lanthanide ions for luminescence thermometry
The group of elements known as lanthanides (Ln) consists of a set of 15 chemically similar

elements belonging to the f-block of the periodic table, with their atomic numbers spanning from
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57 (lanthanum, La) to 71 (lutetium, Lu). Lanthanides have a generic electron configuration of
[Xe]4f'5d'6s?, with the gradual filling of the 4f orbitals, where n varies from 0 to 14 (La—Lu). The
trivalent Ln ions (Ln*") present the electron configuration [Xe]4f", which is the most stable
oxidation state in aqueous solutions. The electron configuration of Ln** ions is responsible for
unique optical properties, as the filled 5s> and 5p° orbitals shield the 4f electrons from interactions
with the surroundings [100], as observed in Figure 4. As a result, 4f orbitals do not directly
participate in chemical bonding, where the spectral profile of Ln*" is weakly affected by the crystal
field, giving rise to fingerprint emission bands characterized by a high color purity [101, 102].
Another consequence is that intraconfigurational 4f-4f transitions occur due to the partially filled
4f-shell, resulting in narrow absorption and emission bands (< 10 nm), high luminescence quantum
yields, long emission lifetimes (up to 1 ms), and luminescence ranging from ultraviolet (UV) and
visible (Vis) to near-infrared (NIR) spectral regions [100]. Due to these outstanding optical
properties, Ln>" ions have been widely used in various areas of interest, where cancer diagnosis
and therapy [103], light generation and amplification in lasers [ 104], waveguides and optical fibers

[105, 106], biosensors [107], and bioimaging [108] are just a few of the possible applications.
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Figure 4. Radial distribution probability densities (D(r) = *R(r)?, where R(r) is the radial wave

function) as a function of the radius () for the 4f, 5s, 5p, 5d, 6s, and 6p electrons of neodymium
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atoms (Nd, Z = 60, [Kr]4d'%5s>5p6s24f*5d°6p°). The shadowed area highlights the shielded 4f
electrons. Adapted from Reference [109].

Intraconfigurational transitions are typically forbidden according to Laporte's selection rule,
as they do not involve a change in the parity of electrons. However, 4f-4f transitions are partially
allowed for Ln** embedded in a host matrix due to the influence of the crystal field effect, which
induces the mixing of 4f levels with higher energy levels. As a consequence, these transitions are
observed in absorption and excitation spectra as bands with low molar absorptivity coefficients &
(1<e<10 L-mol ':cm™! [110]), making the direct excitation of Ln>" inefficient, resulting in low-
intensity emissions. To overcome this limitation, doping low-symmetry and low-phonon-energy
crystalline host matrices with Ln*" may enhance the likelihood of 4f-4f transitions [111].

Lanthanide halides exhibit low phonon energies, with values of 175 and 260 cm™! for LaBr3
and LaClz [112, 113], respectively, nonetheless, they are highly hygroscopic and water-soluble
[113], hindering their efficiency as host matrices for Ln**. Conversely, lanthanide oxides and
phosphates offer high chemical stability, although their phonon energies are relatively high, as
observed for Y203 (600 cm™), Gd203 (700 cm™!), and LaPO4 (1050 cm ™) [114-116]. In this case,
the sensitization of the luminescence is not efficient because nonradiative decays are facilitated by
phonons, resulting in the relaxation of the Ln®" excited states. For these reasons, lanthanide
fluorides are frequently the preferred choice as a host matrix for Ln*" doping due to the
combination of low phonon energy (ca. 350 cm™' [117]) and excellent chemical stability.
Additionally, cations such as Na® and Y have similar radii to Ln*" dopants, reducing the
occurrence of crystal defects and lattice stress during the synthesis [118]. For these reasons, sodium
yttrium fluoride (NaYF) stands out as the most used host matrix in the synthesis of Ln**-doped
nanoparticles [119]. While these nanoparticles typically exhibit a size distribution due to
nanocrystal growth variations during synthesis, which may vary from batch to batch, the inorganic
nature of Ln*'-doped nanoparticles enhances their thermal and photostability, making them

suitable for long-term light exposure [116].

1.3.1 Upconversion luminescence thermometry
Beyond their particular optical properties, a select few Ln>" ions offer the unique ability to

observe unusual light-emitting processes, such as upconversion. Upconversion is a nonlinear
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optical phenomenon that enables the conversion of low-energy excitation (longer wavelengths,
e.g., NIR) into high-energy emission (shorter wavelengths, e.g., UV-Vis [120]). This remarkable
capability arises from the ladder-like energy level structure of Ln** and their long-lasting emission
lifetimes, allowing the sequential absorption of multiple low-energy photons [121]. The multiple
absorption occurs from the ground state to an excited state through intermediate ones, resulting in
higher-energy upconverting anti-Stokes emission during the relaxation [122]. The upconversion
mechanism can manifest within individual ions or through energy transfer between ion pairs,
involving a sensitizer and an activator.

To produce Ln**-doped upconverting nanoparticles (UCNPs), it is essential that the host
matrix display transparency to both the excitation and emission wavelengths, besides exhibiting
low phonon energy to minimize nonradiative relaxations. This is because, the narrower the energy
gap between two emitting levels (or the greater the energy of phonons), the higher the likelihood
that multiphonon emission can bridge this gap, thus increasing the probability of non-radiatively
transitioning excited electrons to a lower energy state [123]. This is particularly pertinent when
dealing with scenarios requiring the conversion of three or more photons. Considering these
requirements, NaYF4 once again emerges as an optimal host matrix for the synthesis of Ln**-doped
UCNPs [113].

Commonly, Nd*" and Yb*" are employed as sensitizers because they present absorption
bands in the NIR peaking around 808 and 980 nm, respectively. These absorption bands match the
electronic energy gap of activator ions, facilitating the multiphoton absorption. Additionally, Nd**
and Yb** display large absorption cross-section values of ~107"” cm? (808 nm) and ~107%° cm?
(980 nm), respectively, enhancing the efficiency of the NIR absorption [122]. Other Ln** such as
Pr’*, Ho®*, Er’*, and Tm>" are usually employed as activators because they display different
emission spectra, which can be used for fine-tuning the luminescent response in the UV-Vis
spectral range upon NIR excitation [122]. The Yb**/Er** pair is typically used for synthesizing
UCNPs because the excitation can be performed through the *F7,—°Fs transition of Yb*"
(sensitizer) by using a 980 nm laser diode. Moreover, energy transfer from Yb>" to Er*" (activator)
can occur, eventually reaching the “F7» and *Hi1/2 excited levels by two-photon absorption, giving

rise to the emission in the Vis spectral range [118].
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Once the energetic separation AE between the 2Hii» and *Ssp emitting levels of Er’* is
relatively small, it allows a thermal-induced population redistribution according to the Boltzmann

statistics:

Ly Ay92 (—AE) (—AE)
A= —= ex = Bex 3
Lo A9 P kgT P kgT (3)

where A is the beforementioned thermometric parameter, />0 and /10 are the emission intensities
from the *Hi1n—*Tis2 (|12)—(0)) and *S32—*T152 (|1)—|0)) transitions of Er**, respectively, 4 is
Einstein’s coefficient for spontaneous emission from the excited states to the ground state (|2) and
|1) to |0)), g is the degeneracy of each state, kz is the Boltzmann constant, 7 is the absolute
temperature, and AE = 750 cm ™! [78, 124]. It is important to recall that, despite usually misreported
in the literature, the intensities /20 and /10 do not depend on the emission energies w/20 and whio,
respectively, because nowadays, commonly employed spectrofluorometers use single photon
counting detectors [124, 125], where the intensity is measured as the average number of photon

counts per second (s !). For this reason, the pre-exponential factor B is described as the ratio B =

;Liz. Noteworthy, if the depopulation of the levels |[2) and |1) involves other energy levels than
1091

|0), Equation 3 must be corrected by the ratio f20/f10, where S is the branching ratio (i.e., the
fraction of the total emission from |2) and |1) to |0) [78]).

Typically, the Boltzmann distribution is a good description of the emission intensity ratio
when two emitting energy levels present AE between 200 and 2000 cm™!. Within this AE range,
these levels are close enough to undergo thermalization, reaching a thermodynamical quasi-
equilibrium state, which is the reason why they are considered thermally coupled [78]. Virtually,
any Ln** featuring thermally coupled levels meets the requirements for performing luminescence
thermometry based on the Boltzmann statistics (Figure 5). Nevertheless, the criteria for fulfilling
this relationship include the thermodynamic considerations stated above and also the kinetic ones
due to the order of magnitude of the thermalization rates for the relevant emitting levels, as
elegantly discussed in the work of Suta and Meijerink [124].

It is noteworthy that in the specific context of Boltzmann-based luminescent thermometers,
Equation 1 transforms into S, = AE /k, T2, where the relative thermal sensitivity depends on both
the energetic separation between the thermally coupled levels and the temperature. When the

temperature range is limited, AE remains nearly constant and S; is primarily determined by 7.
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However, it is crucial to emphasize that at lower temperatures, there is not sufficient thermal energy
to populate the upper-emitting energy level. Moreover, with a larger AE, higher temperatures
become necessary to overcome the energy separation between the emitting levels. For these
reasons, appreciable thermal response can be achieved in various temperature ranges by selecting
Ln*" exhibiting thermally coupled levels with distinct AE, as illustrated in Figure 5 and given by
[124]:

AE AE
<T<—

2 +V2kg ~ ~ Zkg (4)
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Figure 5. Thermally coupled levels of (a) Pré*, (b) Nd®*, (c) Sm®*, (d) Eu®*, (e) Dy**, (f) Er®*, and
(g) Tm3*. Here, Boltzmann statistics were explored for Er** and Pr®*. Adapted from Reference

[92].

In the specific scenario involving Er**, the thermally coupled *Hi1/2 and *S3/2 emitting levels
enables to apply Equation 3 for determining the temperature of the medium in which the UCNPs

are dispersed, as A=ho/l10, ks, and AE are known values. Interestingly, the parameter A can be

written as Ao in the absence of laser-induced heating [84]:
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(5)

where Ty corresponds to the room temperature. This is possible because, without the heating
induced by the laser excitation, the temperature of the material used as a thermometer is the
temperature of the environment in which it is placed, according to the Zeroth law of
thermodynamics. Despite the value of the constant B can be calculated by the Judd-Ofelt theory
[126, 127], it is not necessary here because it is possible to combine Equations 3 and 5, and thus
the absolute temperature can be determined directly from the ratio A/Ao:

1 1 kB1 (A) 6
T-T, AE " (6)

By using Equation 6, the prediction of the temperature is performed by using a well-defined
equation of state without unknown or significantly temperature-dependent values [128]. In this
Boltzmann-derived approach, no prior knowledge of B is required and AF is calculated in a non-
temperature-dependent way. Because Ag and 7o correspond to experimentally measured values that
are obtained apart from any calibration or fitting procedures, they work as scaling/normalization
factors rather than a calibration process, where this thermometric approach matches the concept of
primary thermometers. In this context, UCNPs containing Yb*"/Er’" present themselves as
luminescent primary thermometers due to the intrinsic thermal-sensing ability of Er*" upon 980 nm
excitation. For these reasons, the most successful cases of using thermally coupled levels to
perform upconversion luminescence thermometry are based on the Yb**/Er** ion pair, whose

partial energy levels diagram is schemed in Figure 6.
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Figure 6. (a) Partial energy level diagram of Yb** and Er®* ions showing the absorption of Yb3*
under 980 nm excitation, depicting the energy transfer from Yb3* to Er®. The zoomed region
depicts the thermally coupled levels of Er®*. Solid lines indicate radiative transitions, dashed lines
are cross-relaxation processes, curly arrows display nonradiative decays, and the dotted line
represents nonradiative energy transfer. (b) Upconverting emission spectrum of NaYF4:Yb3*/Erd*
(18%/2%) UCNPs with 52 nm in diameter upon continuous-wave laser excitation at 980 nm
(power density = 62 W-cm2). The radiative transitions of Er* are assigned to their corresponding
emission bands, matching the solid lines shown in panel a.

On top of the aforementioned advantages of using UCNPs for luminescent primary thermal
sensing, the choice of this kind of material offers the benefit of mapping the local temperature in
the vicinity of the nanoparticles. This particular feature enables the access of thermal events taking
place even at nano- and submicrometric scales [129], a spatial resolution that cannot be achieved
by using conventional thermometers. For these reasons, this thesis primarily concentrates the
efforts on employing aqueous suspensions of NaYFs UCNPs co-doped with Yb** and Er**
(NaYF4:Yb**/Er*") as a reliable tool for investigating low-to-high density fluctuations in liquid
water. Through temperature measurements, valuable insights can be gained concerning the

coexistence of HDL and LDL at standard conditions of pressure and temperature.

1.4 Brownian motion
Although working with particles or nanoparticles suspended in a liquid seems a tedious

trivial task, lots of actions are happening because particles suspended in a liquid are never
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stationary. This exciting microscopical adventure was first described in 1827 by the Scottish
botanist Robert Brown, who observed that small particles suspended in a fluid display erratic,
seemingly stochastic movements [130]. The understanding of this curious behavior remained
elusive for nearly eight decades until the early 20" century, when Albert Einstein [131], William
Sutherland [132], and Marian Smoluchowski [133] laid the theoretical foundation to explain this
behavior. Today, we refer to this random movement as Brownian motion, a phenomenon mainly
driven by the interactions between solvent molecules themselves and with the suspended particles.
These interactions keep the particles suspended and cause them to move spontaneously without
any apparent external force.

While both diffusion and Brownian motion involve thermal motion, diffusion can be
described as the net movement of fluid due to thermal gradients (thermal diffusion or the Soret
effect) whereas the Brownian motion describes the diffusion of particles presenting at least one
dimension smaller than 1000 nm [134]. Although Einstein contended in 1907 that the time scale
for measuring the instantaneous Brownian velocity was too short [135], recent technological
advancements have paved the road to measuring the velocity of Brownian particles with
remarkable temporal and spatial resolution.

The upsides of using luminescent nanoparticles in this case lie in the capacity to leverage the
temperature-dependent luminescence properties to gain insights into their thermal motion, thus
converging luminescence thermometry with Brownian motion. This was nicely demonstrated by a
couple of recent works published by Brites et al. [136] and Lu ef al. [137], which highlight the
possibility of using NaYF4:Yb*/Er** UCNPs to measure the Brownian velocity through
upconversion luminescence thermometry and optical tweezers, respectively. The feasibility of
using the light-emitting properties of UCNPs to assess their thermal motion presents exciting
opportunities for investigating the temperature dependence of the H-bond network. This is
because, after understanding that the Brownian motion of a particle is intricately linked to the
properties of its surrounding liquid, such as viscosity and temperature [138], the measurement of
the Brownian velocity of UCNPs suspended in water would allow delving deeper into the
structural aspects of water and its associated anomalous properties. Moreover, the temperature-
dependent Brownian velocity of UCNPs may also be sensitive to the identification of 7. in water

suspensions, making it possible to study low-to-high-density liquid fluctuations.
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1.5 Contributions of this thesis to the state-of-the-art

To evaluate the anomalous behavior of liquid water at ambient conditions, this thesis focuses
its attention on examining structural fluctuations between HDL and LDL water motifs by using
luminescence thermometry as a reliable tool. In Manuscript 1, the Brownian velocity of UCNPs
dispersed in water and other solvents containing H-bonds was investigated, revealing that is
possible to replicate the influence of temperature and pressure on the HDL and LDL H-bond
networks by precisely controlling both the nanoparticle size and the pH of the aqueous medium.
These findings provide experimental evidence supporting the predictions in the hypothesized
phase diagram of liquid water presented in Figure 2. Within nanofluids, the local environment
around nanoparticles exerts a significant influence on their physical-chemical properties, being
different from bulk due to interaction with the particle surface. Manuscript 1 underscores the
substantial impact of these interactions, serving as compelling evidence of this effect for the
specific example of luminescent nanoparticles. It demonstrates that the versatility of UCNPs, with
their customizable dimensions and surface properties, renders them indispensable instruments for
experimentally quantifying the HDL/LDL proportion in the hydration water surrounding particle

surfaces. Moreover,
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Manuscript 2 [65] shows that the unusual bilinear trend observed in the temperature-
dependent Brownian velocity of UCNPs is attributed to two motion regimes of the UCNPs,
wherein UCNPs move slower for 7<7¢ due to the higher proportion of voluminous LDL motifs,
while they move faster for 7>7¢ because all LDL motifs were already converted into HDL ones.
This interpretation is corroborated by molecular dynamic simulations, which shed light on the
distortion of the tetrahedral arrangement of water molecules as temperature increases.

The peculiar behavior of liquid water can significantly impact the thermometric capabilities

of other luminescent nanoparticles, as demonstrated in
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Manuscript 3 [58]. Given water’s strong NIR absorption, the luminescence of silver sulfide,
a highly sensitive secondary luminescent thermometer employed for in vivo applications,
experiences drastic distortions. This compromises its thermometric performance when performing

temperature readouts in biological aqueous media. Additionally,
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Manuscript 3 highlights the less anomalous behavior of heavy water in contrast to regular
water, which was also observed and discussed in Manuscript 1.

Although NaYF, provides a chemically stable host matrix for developing upconverting
nanoparticles, the Yb**/Er** pair can also be embedded into different classes of materials to design
primary luminescent thermometers, as explored in Manuscript 4 [139]. Indium-based halide
perovskites co-doped with Yb*"/Er** demonstrate not only low cytotoxicity in L929 murine
fibroblast cells but also exceptional thermal stability up to 500 °C, paving the road for using them
in biomedical contexts. In addition, Manuscript 5 [140] introduces the possibility of extending
the scope of primary luminescent thermometers to include other trivalent lanthanide ions besides
Er**, underscoring the inherent thermal sensing capability of Pr**. Choosing Pr** over Er*" for
luminescent primary temperature sensing offers a significant advantage, allowing the use of a low-
intensity Xe lamp as the excitation source and minimizing temperature deviations associated with
laser-induced heating observed in upconverting approaches.

Irrespective of whether a luminescent thermometer is classified as primary or secondary, the
primary objective of designing new luminescent thermometers remains the same: enhancing the
relative thermal sensitivity while minimizing temperature uncertainty. Among the various
strategies aiming to achieve this, Manuscript 6 pinpoints the advantage of integrating
multiparametric luminescence thermal sensing with multiple regression analysis [83]. This
combination enhances the reliability and precision of thermal measurements for in vivo
applications, resulting in a remarkable tenfold improvement in both S; and 87. Beyond providing
contactless measurements of temperature, luminescence thermometry opens up new avenues for
incorporating additional layers of information into everyday devices. This potential is elegantly

illustrated in
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Manuscript 7 [141], where the incorporation of UCNPs within a QR code platform leads to
the development of a luminescent smart label. This smart label is capable of providing distinct
color and temperature outputs upon NIR excitation. Additionally, this manuscript introduces an
innovative approach to addressing plastic waste concerns, demonstrating the feasibility of using a

solvent derived from renewable sources to print luminescent QR codes.
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2 Objective and organization of the thesis

2.1 Objectives
The primary goal of this thesis was to assess high-to-low-density liquid water fluctuations
by using luminescence thermometry. To achieve this, comprehensive structural, optical, and
thermometric characterization of various luminescent materials was performed. To fulfill the main
objective of this thesis, the following secondary goals were established:
1) Evaluate the reliability of the Brownian velocity of upconverting nanoparticles in
probing density fluctuations between two liquid states of water.
i) Identifying how the singular behavior of liquid water impacts the performance of
luminescent thermometers.
1i1) Enhance the performance of luminescent thermometers either through the

development of new materials or the proposal of novel analysis methodologies.

2.2 Organization

This thesis consists of seven original research manuscripts along with their corresponding
supporting information. The first manuscript has been submitted and is still under the referees'
evaluation while the other six manuscripts have already been peer-reviewed and published in
scientific journals with worldwide recognition. The documents within this thesis are presented in
a thematic organization rather than following a strict chronological order.

A supplementary report was written following Articles 63 and 64-1 in compliance with the
University of Aveiro Studies Regulations. The overall organization of the supplementary report is
divided into five chapters. In Chapter 1, the state-of-the-art is presented, overviewing the
anomalous behavior of liquid water that motivated the development of this work. Chapter 2
outlines the goals and the overall organization of this thesis. In Chapter 3, the contributions of the
author to each research manuscript are summarized and identified. At least, Chapter 4 summarizes
the main conclusions drawn from the research carried out, while Chapter 5 provides perspectives

about this work.
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3 Relevance and original contributions

3.1 Manuscript 1

Title: Deciphering density fluctuations in the hydration water of Brownian nanoparticles via

upconversion thermometry

Summary: We investigate the intricate relationship between temperature, pH, and the Brownian
velocity in a spectrum of differently sized upconversion nanoparticles (UCNPs) dispersed in water.
These UCNPs, acting as nano-rulers, offer insights into assessing the relative proportion of high-
density and low-density liquid in the surrounding hydration water. The study reveals a size-
dependent reduction in the onset temperature of liquid-water fluctuations, indicating an augmented
presence of high-density liquid domains at nanoparticle surfaces. The observed upper-temperature
threshold is consistent with a hypothetical phase diagram of water, validating the two-state model.
Moreover, an increase in pH disrupts water molecule organization, similar to external pressure
effects, allowing simulation of the effects of temperature and pressure on hydrogen bonding
networks. The study highlights the versatility of UCNPs as tools to quantify high-to-low-density
liquid ratios and sheds light on the intricate interplay between water and diverse interfaces. The
findings underscore the significance of the surface-to-volume ratio in suspended nanoparticles or

biomolecules for understanding liquid fluctuations and water behavior at charged interfaces.

Novelty:

e The Brownian velocity of 15-nm size nanoparticles dispersed in water, heavy water, and
ethanol (so-called nanofluids) was measured, elucidating why the Brownian velocity of the
nanoparticles decreases as the solvent density increases.

e The bilinear dependence of the Brownian velocity of the nanoparticles in water was
explained. This is attributed to the presence of two distinct motion regimes, regardless of
the size of the particles. For temperatures lower than a crossover temperature (7c < 330 K),
interpreted for the first time explicitly as the onset temperature of high-to-low density
liquid water fluctuations, there are HDL fluctuations into more voluminous LDL regions

within the HDL dominant phase. Consequently, this gives rise to a greater effective mass
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of the nanoparticles, resulting in lower Brownian velocity values. Conversely, when 7 >
330 K, the density fluctuations cease because all LDL motifs were already converted into
HDL ones.

A pronounced reduction in the 7t values of the nanofluids was observed as the diameter d
of the nanoparticles increased. As this value progressively decreases, 7. asymptotically
converges towards a limiting value of 331.2 + 0.2 K. This temperature is interpreted as the
onset temperature of the fluctuations between high- and low-density liquid states in pure
water (d = 0). Remarkably, this upper-temperature threshold for fluctuations in the region
dominated by HDL domains at ambient conditions agrees with previously published data
from the hypothetical phase diagram of water under ambient conditions, 325.0 = 1.0 K.
The experimental observation can, thus, support the previous estimation of the upper limit
of the “funnel of life” (the region in the abovementioned phase diagram at which water
exhibits its unusual properties that are crucial to the maintenance of life).

The reduction in the 7. values of the aqueous nanofluids, as compared to pure water, was
attributed to a decrease in high-to-low-density liquid water fluctuations. This decrease
results from the prevalence of a higher concentration of HDL patches relative to LDL
regions within the nanofluid volume, which move cooperatively with the nanoparticles.
Notably, this result corroborates previous molecular dynamics findings about the
HDL/LDL proportion in the hydration water of the lysozyme protein (defined as the water
molecules encompassing the protein within a 0.6 nm shell). This is the first experimental
evidence pointing out changes in the HDL/LDL proportion in aqueous solutions of
electrolytes and suspensions of biomolecules and inorganic materials, compared to pure
water.

Increasing the pH of the aqueous nanofluids disrupted the tetrahedral organization of the
LDL regions, akin to the impact of external pressure on pure water. Therefore, raising the
pH of the aqueous nanofluids is an ingenious strategy for evaluating the microscopic
changes in its H-bond networks by effectively simulating a pressure-like effect.

Through precise control of both the nanoparticle size and pH levels of the medium, it was
possible to simulate the effects of temperature and pressure on the HDL and LDL H-bond

networks, mirroring the predictions in the abovementioned hypothesized phase diagram.
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e A decrease in the Brownian velocity of the nanoparticles was observed upon rising pH,
resulting in the concomitant decrease in the 7. values. This indicates that low-to-high-
density liquid fluctuations at the surface of the UCNPs cease at lower temperatures in basic
media, compared to an acidic one. This dependence was explained by considering the
influence of pH on the surface charge of the nanoparticles.

e While previous experiments have successfully demonstrated how surface charge can
influence the structure of water near an interface and how pH adjustments can be employed
to investigate this effect, the findings of this work represent the first experimental result
revealing a direct correlation: the higher the surface charge, the greater the thermal energy
required to initiate HDL-to-LDL fluctuations at the particle interface. Consequently, this
results in a greater prevalence of LDL domains within hydration water. These observations
indicate that the rate of LDL domain reduction with increasing temperature is more gradual

at the interface of a biomolecule.

Contributions: This manuscript showcases most of the research work that I have carried out
throughout my doctoral studies. My contributions encompass the colloidal characterization of
different-sized upconverting nanoparticles dispersed in water, heavy water, and ethanol, as well as
their photoluminescence, assessing their thermometric performance as primary luminescent
thermometers capable of measuring the instantaneous ballistic Brownian velocity. In addition to
the data treatment and the image editing, [ have worked on the writing of the manuscript, actively
contributing from its initial draft through to the final submitted version. I have also engaged in a

thorough discussion of the results obtained with the co-authors.

3.2 Manuscript 2

Title: Decoding a Percolation Phase Transition of Water at ~330 K with a Nanoparticle Ruler

Summary: Liquid water, despite its simple molecular structure, remains one of the most
fascinating and complex substances. Most notably, many questions continue to exist regarding the
phase transitions and anomalous properties of water, which are subtle to observe experimentally.

Here, we report a sharp transition in water at 330 K unveiled through experimental measurements
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of the instantaneous Brownian velocity of NaYF4:Yb/Er upconversion nanoparticles in water. Our

experimental investigations, corroborated by molecular dynamics simulations, elucidate a

geometrical phase transition where low-density liquid (LDL) clusters become percolated below

330 K. Around this critical temperature, we find the sizes of the LDL clusters to be similar to those

of the nanoparticles, confirming the role of the upconversion nanoparticle as a powerful ruler for

measuring the extensiveness of the LDL hydrogen-bond network and nanometer-scale spatial

changes (20—100 nm) in liquids. Additionally, a new order parameter that unequivocally classifies

water molecules into two local geometric states is introduced, providing a new tool for

understanding and modeling water’s many anomalous properties and phase transitions.

Novelty:

In this work, anomalous behavior of liquid water at elevated temperatures was observed
through the monitoring of upconversion photoluminescence of lanthanide-doped
nanoparticles during thermal fluctuation. An abrupt crossover temperature (~330 K) in the
instantaneous Brownian velocity of the nanoparticles in water was unambiguously
identified. This bilinear alteration in the nanoparticle's velocity, indicative of two distinct
Brownian motion regimes at elevated temperatures, was attributed to the nano convection-
dominated cooperative movement of the nanoparticles with their neighboring water
molecules, suggesting the presence of different effective masses.

The experimental findings, corroborated by molecular dynamics simulations, unveiled two
distinct forms of the hydrogen-bond network in water at elevated temperatures. These
observations indicate a geometrical percolation phase transition of water occurring at
approximately 330 K, a critical temperature at which the size of the low-density-liquid
motif becomes comparable to that of the nanoparticles.

Two distinct forms of the hydrogen-bond network in water have been identified through
molecular dynamics simulations. Specifically, the tetrahedral state and the disturbed state
were discerned, as supported by the presence of two distinct peaks in the temperature-
dependent probability density function of the tetrahedral orientational order parameter.
This is the first computational observation of two well-separated peaks in this widely used

probability density function at an elevated temperature regime.
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e [t has been experimentally demonstrated that the sharp transition in the instantaneous
Brownian velocity of the nanoparticle can be reliably detected when the diameter of the
nanoparticle is in the range of 24 to 106 nm. Remarkably, despite the considerable size
variation of 82 nm, the impact of the nanoparticle-based ruler on the intrinsic behavior of
water is negligible. In comparison to experimental techniques involving X-ray irradiation,
this upconversion nanoparticle-based ruler emerges as a powerful tool well-suited for
investigating the anomalous properties of water, such as thermal conductivity, proton spin-

lattice relaxation time, refractive index, and surface tension.

Contributions: In this work, my contributions encompassed several key aspects. Firstly, I have
contributed to the colloidal characterization of NaYF4:Yb/Er upconverting nanoparticles, focusing
on assessing their stability in aqueous media for measuring the instantaneous ballistic Brownian
velocity. Furthermore, I significantly contributed to the development of the algorithm written to
estimate the crossover temperature, a critical parameter showing the temperature at which the
temperature-dependent Brownian velocity undergoes a substantial change from its linear trend.
Additionally, I have participated in several stages of the development of the manuscript, including
writing, revising, and proofreading the document from the initial draft to the final round of

revision.

3.3 Manuscript 3

Title: Temperature Dependence of Water Absorption in the Biological Windows and Its Impact on

the Performance of Ag>S Luminescent Nanothermometers

Summary: The application of nanoparticles in the biological context generally requires their
dispersion in aqueous media. In this sense, luminescent nanoparticles are an excellent choice for
minimally invasive imaging and local temperature sensing (nanothermometry). For these
applications, nanoparticles must operate in the physiological temperature range (25-50 °C) but
also in the near-infrared spectral range (750-1800 nm), which comprises the three biological
windows of maximal tissue transparency to photons. In this range, water displays several

absorption bands that can strongly affect the optical properties of the nanoparticles. Therefore, a
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full understanding of the temperature dependence of water absorption in biological windows is of
paramount importance for applications based on these optical properties. Herein, the absorption
spectrum of water in the biological windows over the 25-65 °C temperature range is systematically
analyzed, and its temperature dependence considering the coexistence of two states of water is
interpreted. Additionally, to illustrate the importance of state-of-the-art applications, the effects of
the absorption of water on the emission spectrum of Ag>S nanoparticles, the most sensitive
luminescent nanothermometers for in vivo applications to date, are presented. The spectral shape
of the nanoparticles’ emission is drastically affected by the water absorption, impacting their

thermometric performance.

Novelty:

e This manuscript demonstrates the temperature dependence of the water absorption
spectrum in the near-infrared, which can be deconvoluted into two components, with each
of them explained by the existence of a distinct state of liquid water.

e The strong water absorption in the NIR spectral region imposes challenges in using
luminescent nanothermometers operating within the same spectral range, critically
impacting the line shape of the emission bands of silver sulfide.

e Despite its status as the best-performing luminescent thermometer for in vivo applications,
silver sulfide undergoes a reduction in its thermometric reliability when working in
aqueous media due to water reabsorption

e A comparison between the thermometric performance of silver sulfide in water and heavy
water underscores the necessity for standardization to improve the reproducibility of

thermal readouts in biomedical and biological applications.

Contributions: Throughout this work, I have contributed to the assessment of the thermometric
performance of various luminescent properties of silver sulfide nanoparticles dispersed in both
water and heavy water, in terms of temperature-dependent luminescence, relative thermal
sensitivity, and uncertainty in temperature. These evaluations underscored the profound influence
of the peculiar behavior of liquid water on the performance of silver sulfide as a reliable

thermometer in the near-infrared spectral range. Furthermore, I actively engaged in collaborative
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efforts involving manuscript writing, image editing, and meticulous revision of both the main

manuscript and its supporting information.

3.4 Manuscript 4

Title: Luminescent Pb-free perovskites: low-cytotoxicity materials for primary thermal sensing

Summary: Selecting a suitable host matrix to perform temperature sensing in biomedical
applications requires low cytotoxicity, facile synthesis, and an ability to be doped with light-
emitting ions. With this perspective, indium-based halide double perovskites, specifically
Cs:AglngoBio.1Cls, Cs:AgosNaogsInCls, and Cs,AgosNaolngoBioCls, were chosen as host materials
to develop lanthanide-based primary thermometers due to their low phonon energy and ease of
synthesis. The incorporation of Na* and Bi** into the perovskite cubic crystal lattice was confirmed
by X-ray diffraction and Raman spectroscopy while the optical properties of both the undoped and
Yb*/Er** co-doped perovskites were assessed by diffuse reflectance and photoluminescence
spectroscopies. The obtained perovskite samples demonstrated excellent thermal stability, with the
ability to withstand temperatures as high as 500 °C. A temperature-dependent green emission of
Er** was observed in the co-doped samples upon 980 nm irradiation, yielding a relative thermal
sensitivity and uncertainty in temperature values of 1.3% K™ and 0.3 K, respectively. Incorporating
the obtained perovskites (0.05 to 0.20 mg mL™") into L2929 cells as an in vitro model resulted in
high cell viability, underscoring the benefits of selecting such a low-cytotoxicity material for

applications in biological media.

Novelty:

e This is the first work introducing Er**-based primary thermometers embedded within a
lead-free In-based double perovskite host. This approach substantially broadens the
potential applications and creates fresh opportunities for these materials.

e The primary Boltzmann thermometer, developed within this research, exhibits a maximum
relative thermal sensitivity of 1.3 % K! and uncertainty in temperature of 0.3 K.
Remarkably, these findings align closely with the most recent research in the literature,

affirming the reliability and precision of the developed thermometer.
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e Through the assessment of perovskites' non-toxicity, evaluated via 1929 cell viability
through MTT assay, the obtained materials reveal promising potential. These results
highlight the possibility of employing perovskite materials in targeted bioimaging and the

real-time monitoring of cancer cells.

Contributions: In this work, I conceived the framework for the utilization of Yb*"/Er** co-doped
perovskites as primary luminescent thermometers. Subsequently, I performed the analysis of the
temperature-dependent upconverting emission spectra of the synthesized materials. This allowed
the investigation of the optical properties and a rigorous assessment of their thermometric
performance. In addition to these contributions, I was also actively involved in the

conceptualization of the figures, as well as the writing and subsequent revisions of the manuscript.

3.5 Manuscript 5

Title: Extending the Palette of Luminescent Primary Thermometers: Yb**/Pr** Co-Doped Fluoride
Phosphate Glasses

Summary: The unique tunable properties of glasses make them versatile materials for developing
numerous state-of-the-art optical technologies. To design new optical glasses with tailored
properties, an extensive understanding of the intricate correlation between their chemical
composition and physical properties is mandatory. By harnessing this knowledge, the full potential
of vitreous matrices can be unlocked, driving advancements in the field of optical sensors. We
herein demonstrate the feasibility of using fluoride phosphate glasses co-doped with trivalent
praseodymium (Pr’**) and ytterbium (Yb>") ions for temperature sensing over a broad range of
temperatures. These glasses possess high chemical and thermal stability, working as luminescent
primary thermometers that rely on the thermally coupled levels of Pr** that eliminate the need for
recurring calibration procedures. The prepared glasses exhibit a relative thermal sensitivity and
uncertainty at a temperature of 1.0% K ! and 0.5 K, respectively, making them highly competitive
with the existing luminescent thermometers. Our findings highlight that Pr**-containing materials

are promising for developing cost-effective and accurate temperature probes, taking advantage of
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the unique versatility of these vitreous matrices to design the next generation of photonic

technologies.

Novelty:

This work demonstrates that embedding trivalent lanthanide ions, such as Yb*" and Pr’*,
into a vitreous network enables the preparation of luminescent glasses operating as
luminescent thermometers, with exceptional thermal and chemical stability, which can be
molded into various shapes. This finding presents a crucial advantage over conventional
thermometers, as the glass materials can be customized to fit a wide range of experimental
setups.

The manuscript presents a novel approach to luminescence thermometry, as it is the first
example of a new type of primary luminescent thermometer based on Pr*" ions with the
corresponding reduction of self-heating during temperature readouts. Up to now, all the
Ln**-based luminescent primary thermometers are based on the Yb**/Er*" upconverting
emission. The work extends the working principle of luminescent primary thermometers
to other lanthanide ions than Er’*, with the added benefit of avoiding temperature
deviations arising from laser-induced heating. This outcome broadens the range of
available materials for primary luminescent thermometers, enabling researchers to measure

temperature in a more diverse set of experimental conditions.

Contributions: My contributions to this research paper encompassed several significant aspects.

Firstly, I carried out a thorough analysis of both the thermal and optical properties presented within

the manuscript. Furthermore, I have conceived the main idea of using the temperature-dependent

luminescence of Pr*" as a primary thermal sensing, eliminating the necessity for laser excitation. I

have worked on the writing of the text, image editing, extensive result discussions, and meticulous

revision. My contribution extended from the preparation of the initial draft to the final stages of

manuscript revision. Due to its significant novelty in the field, this manuscript reached the

Supplementary Cover of the Journal.
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3.6 Manuscript 6

Title: Going Above and Beyond: A Tenfold Gain in the Performance of Luminescence

Thermometers Joining Multiparametric Sensing and Multiple Regression

Summary: Luminescence thermometry has substantially progressed in the last decade, rapidly
approaching the performance of concurrent technologies. Performance is usually assessed through
the relative thermal sensitivity, Sr, and temperature uncertainty, 87. Until now, the state-of-the-art
values at ambient conditions do not exceed maximum S; of 12.5% K ! and minimum 87 of 0.1 K.
Although these numbers are satisfactory for most applications, they are insufficient for fields that
require lower thermal uncertainties, such as biomedicine. This has motivated the development of
materials with an improved thermal response, many of them responding to the temperature through
distinct photophysical properties. This paper demonstrates how the performance of
multiparametric luminescent thermometers can be further improved by simply applying new
analysis routes. The synergy between multiparametric readouts and multiple linear regression
makes possible a tenfold improvement in S; and 87, reaching a world record of 50% K™!' and
0.05 K, respectively. This is achieved without requiring the development of new materials or
upgrading the detection system as illustrated by using the green fluorescent protein and Ag>S
nanoparticles. These results open a new era in biomedicine thanks to the development of new

diagnosis tools based on the detection of super-small temperature fluctuations in living specimens.

Novelty:

e This is the first research work exploring the feasibility of combining several temperature-
dependent light-emitting properties to develop multiparametric luminescent thermometers
with improved S; and reduced o7

e This work pioneers the exploration of combining diverse temperature-dependent light-
emitting properties to create multiparametric luminescent thermometers, exhibiting
enhanced relative thermal sensitivity while greatly reducing temperature uncertainty.

e By employing a multiple linear regression approach to model the temperature-dependent

luminescence of different materials, a remarkable tenfold improvement in both relative
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thermal sensitivity and the accuracy of temperature measurements was achieved. This

novel methodology promises to revolutionize the reliability of luminescent thermometry.
e This manuscript sets a new world record in luminescence thermometry, achieving

impressive values of 50% K ™! and 0.05 K for S and 87, underscoring the potential of this

new approach to redefining the standards in luminescent temperature sensing.

Contributions: For my contribution to this work, I synthesized the enhanced green fluorescent
protein and carried out its structural and optical characterization. Additionally, I took the initiative
to develop the multiple linear regression approach to take advantage of the protein's
multiparametric sensing capabilities. In addition to my experimental and analytical work, I made
significant contributions to the manuscript by participating actively in its writing and subsequent
revisions. Furthermore, I contributed to extending this innovative approach beyond its initial
application, showcasing other classes of materials previously documented in the literature,
exemplified by the silver sulfide case. This manuscript was highlighted in the Front Cover of the

corresponding issue of the Journal.

3.7 Manuscript 7

Title: Sustainable Smart Tags with Two-Step Verification for Anticounterfeiting Triggered by the

Photothermal Response of Upconverting Nanoparticles

Summary: Quick-response (QR) codes are gaining much consideration in recent years due to their
simple and fast readability compared with conventional barcodes. QR codes provide increased
storage capacity and safer access to information, fostering the development of optical or printed
smart tags as preferred tools for the Internet of Things (IoT). Herein, the combination of Yb**/Er’*-
doped NaGdF4 upconverting nanoparticles (UCNPs) with recovered plastic for the fabrication of
sustainable screen-printed QR codes is reported. Their photothermal response under distinct power
densities of the 980 nm laser irradiation (15115 W cm?) induces color-tuning and temperature
sensing. This power dependence is exploited to design a double-key molecular keylock accessed
by a smartphone camera through the red (R), green (G), and blue (B) (RGB) additive color model

and upconversion thermometry. The latter is based on the integrated areas of the 2H12—"I1s2 and
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4S32,—*1152 Er** transitions using the interconnectivity and integration into the IoT network of the
mobile phone to download the temperature calibration curve of the UCNPs from a remote server.
These findings illustrate the potential of QR code-bearing UCNPs toward the design of smart tags

for mobile optical sensing and anticounterfeiting.

Novelty:

e This is the first manuscript to explore the well-known dependence of the Er** upconversion
under 980 nm irradiation on the laser power density to develop a double-encoded security
tag.

e Setting an irradiation power density of 40 W-cm 2 and adopting a threshold for R/G = 1,
we design the first encoding level of the system. Then, the second encoding level is based
on the 2Hi12—"1152 and *S3»—*1;5,, transitions in the green spectral range that enable the
absolute temperature determination. The double-keylock system is validated exclusively
when R/G>1 and 7> 313 K, concurrently.

e These findings support the working principle of two orthogonal spectral readouts based on
the ratiometric spectral encoding of upconverting nanoparticles embedded in luminescent

QR codes, corroborating the concept of communicating nanoparticles.

Contributions: In this manuscript, I was in charge of designing and printing the luminescent QR
codes, which served as a crucial foundation for the development of the double-key molecular
keylock. Additionally, I have prepared the upconverting luminescent inks and conducted the
characterizations of the upconverting nanoparticles. Furthermore, I also performed the color
analysis methodology using a smartphone, which was a dealbreaker to our experimental approach.
Beyond the experimental aspects, [ made substantial contributions to the writing of the manuscript
and dedicated substantial effort to its thorough revision. It is worth pointing out that this manuscript

was featured in the Front Cover of the Journal.
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4 Conclusions

Although it is the most used liquid, we know very little about water due to its anomalous
behavior at varying temperatures and pressures. The great challenge in deciphering the peculiar
properties of water resides in the lack of experimental techniques that can link its microscopical
structure to macroscopical observations, making life possible on Earth.

In this sense, this thesis compiles a coherent and relevant set of recent research works
reporting on the assessment of structural fluctuations of liquid water at ambient conditions,
demonstrating the robustness of upconversion luminescence thermometry as a powerful tool for
giving new insights regarding the structure of H-bonding networks in the vicinity of luminescent
nanoparticles. The main results from this thesis can be summarized as follows:

e The singular properties of water are explained under the light of a two-state model
comprising low-density and high-density liquid motifs. The study of temperature-
dependent Brownian velocity of UCNPs revealed the coexistence of LDL and HDL
domains in liquid water at ambient conditions, where the LDL ones are virtually
nonexistent above a threshold temperature marked by an abrupt change in the linear trend
of the UCNPs’ Brownian velocity.

e Changing the size of the UCNPs and the pH of the aqueous media play a significant role
in the HDL and LDL H-bond networks, reproducing the effects of temperature and pressure
on water domains, as predicted by the hypothesized phase diagram of two-state liquid
water.

e Luminescent nanomaterials are sensitive to the anomalous behavior of liquid water, either
by observing structural fluctuations or changing the thermometric performance.

e Luminescence thermometry stands out as a powerful technique to perform temperature
readouts in numerous contexts, regardless of the light-emitting center or the host matrix,
which can be further improved by using multiparametric sensing and proposing cutting-
edge applications.

The research work carried out within this thesis marks an important advancement in
understanding the properties of liquid water at ambient conditions as it introduces luminescence
thermometry as a reliable tool, circumventing the use of dispendious and time-consuming
experiments, besides avoiding complex data analysis. In addition, this thesis emphasizes the need

for developing systematic processes to study the properties of liquid water that make life possible.
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5 Perspectives

Despite recent breakthroughs providing significant experimental evidence regarding the
existence of two distinct states of H-bonding organization in liquid water, this subject still demands
further exploration to untangle the intricacies associated with these two states and their pivotal role
in sustaining life on Earth. This is because merely observing the coexistence of LDL and HDL
motifs at ambient conditions is insufficient to fully comprehend the anomalous behavior of water,
which plays a crucial role in various industrial processes and everyday life. Furthermore, it is
imperative to expand the scope of this research to include the study of aqueous media relevant to
biological systems, where the complex interactions between water, biomolecules, and electrolytes
are of paramount importance. Therefore, given the extensive use of upconversion luminescence
thermometry in this thesis to investigate density fluctuations in liquid water, it is essential to
address several challenges related to its application. Opportunities for improvement exist both in
the field of luminescence thermometry and in the study of aqueous media, and these should be
explored to advance our understanding of the behavior of water in different contexts.

While the popularization of luminescence thermometry has grown exponentially in the past
decade, it remains common to find research works that misapply this technique. This
misapplication often arises from the misconception that performing luminescence thermometry
solely involves measuring emission spectra as a function of temperature, with insufficient attention
to the fundamental requirements necessary for ensuring the reliability of a luminescent
thermometer in delivering accurate temperature readouts. Consequently, significant focus is placed
on S: as a key figure of merit for selecting an appropriate luminescent thermometer, while the
associated uncertainties arising from the spectral acquisition and their impact on the determination
of temperature uncertainty 67" are frequently overlooked [142]. In this context, it is crucial to
expedite the dissemination of standardized guidelines for this technique, to promote a more
comprehensive and accurate application of luminescence thermometry [67].

Additionally, it is imperative to devote efforts to prevent artifacts in luminescence
thermometry, particularly in the case of upconversion. The reason for this concern lies in the fact
that under varying experimental conditions, such as Yb**/Er** doping concentration and the power
density of the 980 nm laser excitation, emission bands that are unrelated to the thermally coupled
levels of Er** may appear. These unexpected emissions can interfere with the accuracy of thermal

readings, making it essential to provide analytical tools that can mitigate the overlap between
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emission bands in the green spectral range [73, 143]. Furthermore, it is important to note that most
studies involving upconversion luminescence thermometry employ the Boltzmann statistics to
depict the temperature dependence of luminescence in Yb**/Er**-containing materials. This is
accomplished through a fitting procedure, enabling the estimation of AE and B through Equation
3, from the slope and intercept of the In(A) against 1/7 plot, respectively [92, 144]. However, it is
crucial to recognize that this approach, which determines the values of AE and B in a temperature-
dependent fitting procedure, as in secondary thermometers, should not be used to perform
temperature readouts beyond the calibration range. To expand the range of applications for
luminescent thermometers, the opportunity to explore alternative Ln*>* for the development of
novel primary luminescent thermometers should be seized. This strategic choice allows for optimal
thermal response to be achieved at distinct temperature ranges, driven by the selection of ions with
different values of AE [124].

Nevertheless, the reliability and accuracy offered by luminescent thermometry for assessing
the local temperature dependence of nanomaterials dispersed in aqueous media present new
opportunities for investigating the actual influence of LDL and HDL motifs on the organization of
biomolecules, including lipid membranes and proteins. This can be achieved through the
functionalization of the surface of the UCNPs with biologically relevant ligands (see, for instance,
Reference [145]). Another ingenious strategy could be the use of recombinant proteins that can be
modified or conjugated with other biomolecules, such as the well-known green fluorescent protein,
which displays a remarkable temperature-dependent luminescent response in the temperature
range relevant to physiological applications [146, 147].

Likewise, the consequences of fluctuations between HDL and LDL domains on the transport
of electrolytes can be examined by investigating how ionic strength impacts the surface charge of
UCNPs and subsequently influences their Brownian velocity. This endeavor will push
upconversion primary luminescence thermometry to its limits since the increase in ionic strength
of the aqueous media is known to affect the colloidal stability of suspended nanoparticles [148],
potentially playing a significant role in their thermometric response.

Bearing all of this in mind, I firmly believe that luminescence thermometry holds a bright
future for shedding light (pun intended) on our comprehension of temperature-dependent
properties in water, aqueous solutions, and suspensions, and how these factors play a crucial role

in shaping life on Earth.
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