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ABSTRACT Mapping potential archaeological sites using remote sensing and artificial intelligence can be
an efficient tool to assist archaeologists during project planning and fieldwork. This paper explores the use
of airborne LiDAR data and data-centric artificial intelligence for identifying potential burial mounds. The
challenge of exploring the landscape and mapping new archaeological sites, coupled with the difficulty of
identifying them through visual analysis of remote sensing data, results in the recurring issue of insufficient
annotations. Additionally, the top-down nature of LiDAR data hinders artificial intelligence in its search,
as themorphology of archaeological sites blends with themorphology of natural and artificial shapes, leading
to a frequent occurrence of false positives. To address this problem, a novel data-centric artificial intelligence
approach is proposed, exploring the available data and tools. The LiDAR data is pre-processed into a dataset
of 2D digital elevation images, and the known burial mounds are annotated. This dataset is augmented with
a copy-paste object embedding based on Location-Based Ranking. This technique uses the Land-Use and
Occupation Charter to segment the regions of interest, where burial mounds can be pasted. YOLOv5 is
trained on the resulting dataset to propose new burial mounds. These proposals go through a post-processing
step, directly using the 3D data acquired by the LiDAR to verify if its 3D shape is similar to the annotated
sites. This approach drastically reduced false positives, attaining a 72.53% positive rate, relevant for the
ground-truthing phase where archaeologists visit the coordinates of proposed burial mounds to confirm their
existence.

INDEX TERMS Archaeology, data-centric artificial intelligence, data augmentation, deep learning, LiDAR,
location-based ranking, object detection.

I. INTRODUCTION
Doing fieldwork to search for archaeological sites typically
involves covering extensive areas, sometimes with difficult
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access [1]. Automating this process could streamline many
endeavours that expert archaeologists face during this under-
taking. Recent advancements in artificial intelligence (AI)
have led to significant progress in challenging Computer
Vision problems. Using this technology in archaeology to
detect archaeological sites could minimize the challenges
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associated with labour-intensive and time-consuming field-
work. However, due to the intricate nature of the images used
for this task, Red, Green, and Blue (RGB), multi and hyper-
spectral, and digital terrain models (DTM), among other
types, this remains an unsolved problem.More recently, these
tend to be captured usingmanned or unmanned aerial vehicles
(UAV) like drones, resulting in images with a bird’s-eye view.
This perspective is prevalent in most available data, which
is a problem since similar natural and artificial shapes can
be mistaken as archaeological sites. Additionally, mapping
archaeological sites is difficult, leading to a lack of annotated
data in Archaeology, particularly when mapping uncommon
archaeological sites that only exist in specific regions.

Recently, there has been a rapid development of UAVs,
which is inevitably changing the workflow paradigm in vari-
ous fields, including Archaeology [2]. Before, archaeologists
had to rely mainly on aerial and satellite imagery when
conducting surveys. However, this technology has provided
archaeologists with a new way to capture their own spe-
cialized aerial data. UAVs can be equipped with a Light
Detection and Ranging (LiDAR) sensor as it presents sev-
eral advantages over other sensors or methods in conducting
an archaeological mission. LiDAR is capable of producing
accurate 3D models of archaeological landscapes, which can
then be used for DTM generation [3]. During aerial missions,
LiDAR allows the generation of a 3D model of the landscape
by calculating the time it takes for the laser to travel from
the sensor to being reflected back by the surface. When this
laser encounters vegetation, it is partially reflected back to the
sensor [4]. This information is recorded and can later be used
to remove vegetation when generating the DTMs, providing
archaeologists with a detailed topography of the scanned
landscape even under dense canopy, potentially revealing
archaeological sites that may be hidden under the vegetation.
This approach inevitably saves time and reduces costs asso-
ciated with fieldwork and excavations.

It is possible to apply a panoply of visualization techniques
to the DTMs to highlight subtle topographical changes, which
generally leads to a better interpretation by both archaeolo-
gists and AI [5]. One of those techniques is the Local Relief
Model (LRM) [6], which substantially improves the ability to
visualize small and shallow topographic features, regardless
of the illumination angle, and allows for the direct mea-
surement of their relative elevations and volumes. Figure 1
illustrates this visualization technique applied to a DTM cov-
ering the Parque Nacional da Peneda-Gerês, Portugal.

Typically, archaeologists workingwith LiDARdata take all
these steps to achieve a considerably enhanced image without
vegetation, which is extremely helpful in their search for
new archaeological sites. Although there are other options,
such as equipping the drone with a high-resolution camera,
they lack the functionalities of LiDAR. Not only it is harder
to visualize topographic changes in these visible spectrum
images, but it is also not possible to remove the vegetation
to see what is beneath it. Furthermore, archaeologists face

FIGURE 1. An example of DTM and LRM images covering Parque Nacional
da Peneda-Gerês, Portugal.

an additional challenge when dealing with visible spectrum
images, namely the necessity to perform ground-vegetation
segmentation. This arises due to the adverse impact of vegeta-
tion on the effectiveness of detecting potential archaeological
sites on the ground. Moreover, as concluded in [7], per-
forming the segmentation exclusively on RGB images is a
demanding task, since the RGB images need to be com-
plemented with multispectral or thermal images to facilitate
the segmentation process. LiDAR sensors, in contrast, cir-
cumvent these challenges by providing data that showcases
prominent topographic changes and removes the vegetation.
This capability makes LiDAR an optimal tool for the detec-
tion of archaeological sites, while bypassing the additional
complexities and overheads associated with the utilization
of a high-resolution camera-based approach. Furthermore,
by eliminating the vegetation, previously concealed archae-
ological sites are revealed and exposed to detection.

The typical pipeline of processing LiDAR data with a
visualization technique also shares some problems with con-
ventional imagery. As mentioned previously, since data is
generally captured using airborne platforms, it results in a
bird’s eye perspective which may blend archaeological sites
with other similar natural and artificial shapes. Sweeping
through this data with a detection algorithm searching for new
archaeological sites results in a large number of proposals, but
most of them are false positives, as concluded in [8]. Here, the
authors successfully reduced the number of false positives
by developing a Random Forest classifier [9] to eliminate
regions with soils not conducive to the presence of their tar-
get archaeological sites: burial mounds. With this approach,
they were able to eliminate 324 false positives from 3,086
inferences that were manually validated using the Quantum
Geographic Information System (QGIS) software, since they
corresponded to rock outcrops, isolated houses, swimming
pools, and mound-shaped features of anthropogenic nature.
This indicates a 10.5% rate of false positives, which sug-
gests that 9,422 of the 10,527 total inferences across Galicia
(Spain) are potential true positives. The authors follow up by
stating that this does not mean that 9,422 are burial mounds,
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for which proper fieldwork is required to validate those
inferences. Additionally, the authors acknowledge that burial
mound identifications in forested areas were not considered,
as it was impossible for them to identify common occur-
rences, such as rock outcrops, given their available inspection
methods.

The main goal of the research presented in the cur-
rent manuscript is to identify potential archaeological sites,
namely burial mounds, and pinpoint their exact location to
the archaeologists. This problem can be solved with either
object detection or segmentation. Since burial mounds have a
distinct circular shape, object detection is a viable approach.
Therefore, in this work we present a novel solution for
a typical workflow of archaeological projects using object
detection for archaeological mapping. It is proposed a soft-
ware to break down large images resulting from airborne
LiDAR data into a dataset ready to be fed to the most popular
object detection algorithms. Additionally, a data augmen-
tation pipeline is proposed based on a copy-paste object
embedding and geometric transformations to artificially
increase the annotated archaeological sites. The resulting
dataset is then used to train the You Only Look Once (YOLO)
object detector to infer new burial mounds on unseen data.
Finally, the paper concludes by outlining two post-processing
validation steps to minimize false positive inferences, namely
a Location-Based Ranking (LBR) algorithm and an anomaly
detection algorithm.

II. MATERIALS AND METHODS
The region of Alto Minho, Portugal, was considered for
the research presented in this paper. The Comunidade Inter-
municipal do Alto Minho (CIM Alto Minho) provided us
with the airborne LiDAR data from 2018 (2 points per m2)
covering this region ( 2220 km2). A visualization technique
was applied to the 1-meter LiDAR-derived DTMs, namely
the LRM. Four LRM images corresponding to four main
sub-regions within Alto Minho were obtained through this
process: Viana do Castelo, Paredes de Coura, Arcos de
Valdevez, and Parque Nacional da Peneda-Gerês. Table 1
summarizes the characteristics of these images.

TABLE 1. Characterization of the dataset used in this work. For each
region it is presented the resolution in pixels, annotations correspond to
the number of burial mounds in each image, and the size in gigabytes of
the LRM image file.

The chosen object detection algorithm for this work was
the fifth version of the popular YOLO object detector [10].
During this work, three new versions of YOLOwere released,
however, we still kept working with YOLOv5 as it has a
stable release from years of iterative development, and it is

also integrated with the PyTorch framework. The following
subsections present the pipeline of the proposed system.

A. ANNOTATIONS AND PRE-PROCESSING
276 burial mounds were used as training data based on previ-
ous research in the Alto Minho region [11], [12]. In order to
use these burial mounds to train an object detection algorithm,
it was needed to annotate them. QGIS was used for this
task and the burial mounds were annotated using polygons.
The criterion used to annotate these burial mounds was basi-
cally drawing a tight polygon around them. There were two
main reasons for using polygons instead of bounding boxes.
On one hand, polygons allowed for a precise crop during
the copy-paste object embedding used in data augmenta-
tion described in Subsection II-B. On the other hand, this
annotation approach is future-proof as it can be used by seg-
mentation algorithms directly. In object detection algorithms,
they can be used anyway converting polygons into bounding
boxes using their extremities. Figure 2 illustrates a cluster of
burial mounds in ParqueNacional da Peneda-Gerês annotated
with QGIS.

FIGURE 2. Some annotated burial mounds in an LRM image using the
QGIS software.

The annotations were saved in Well-Known Text (WKT)
format since it is a popular format for representing vector
geometry objects, and it is simple to parse. Then, it was
needed to process the four LRMs into a usable dataset, since
they are essentially four large images with a resolution in
the order of tens of thousands of pixels for both rows and
columns. Therefore, software was developed to separate these
large images into smaller ones with a fixed resolution, consti-
tuting a typical YOLO dataset. This process required several
steps. Firstly, the LRM and corresponding annotations are
loaded. To avoid memory issues, one image is opened at a
time. Afterwards, the extent of the image in the Coordinate
Reference System (CRS) EPSG:3763 – ETRS89 / Portugal
TM06 [13] is parsed from the metadata, and the annotations
are converted from polygons to bounding boxes by using
their extremities. Then, the bounding boxes are converted
from CRS to pixel coordinates and stored into a list. The
software iterates over the list to crop images with a fixed
resolution around a burial mound. This step is probably the
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most important one since it is desired that each burial mound
is covered only once in the dataset to maintain uniqueness,
and the cropping must be done in a way that every annotated
burial mound is completely visible. Therefore, an algorithm
was developed to solve this problem by taking a burial mound
and creating a range of coordinates around it such that it is
possible to generate cropping proposals without compromis-
ing the visibility criterion. The following equations were used
to generate those coordinates.

Xpoints = [Xmax −
width
2

,Xmin +
width
2

]

Ypoints = [Ymax −
height

2
,Ymin +

height
2

] (1)

The resolution used for this work is 640 × 640 pixels.
Afterwards, these coordinates are shuffled and iterated over.
Each coordinate corresponds to the top left corner of the crop-
ping proposal around the burial mound. Then, this cropping
proposal is processed to verify if the burial mounds are com-
pletely visible and if they do not appear in previously cropped
images. If the cropping proposal meets those conditions, the
burial mounds are flagged as already being processed such
that they do not appear in the next cropped images to keep
their uniqueness in the dataset. Figure 3 illustrates the three
possible outcomes of this algorithm.

FIGURE 3. Three possible outcomes of the cropping algorithm. The larger
yellow bounding box represents the cropping proposal, the green
bounding box represents the burial mound that is currently being
processed, the blue bounding boxes represent nearby burial mounds, and
the red bounding boxes represent burial mounds that were already
processed in a previous iteration. On the top left, is a failed iteration
because the cropping proposal cuts two burial mounds, not respecting
the visibility criterion. On the top right, is a failed iteration because the
cropping proposal covers burial mounds from a previous iteration. On the
bottom, a successful iteration because the cropping window meets all
the criteria.

As it is possible to observe in Figure 3, the larger yellow
bounding box represents the cropping proposal, the green
bounding box represents the burial mound that is currently
being processed, the blue bounding boxes represent nearby
burial mounds, and the red bounding boxes represent burial

mounds that were already processed in a previous iteration,
belonging to another cropped image. The first row of images
represents two failed attempts. The top left image failed
because the cropping proposal cuts two burial mounds, not
meeting the visibility criterion. The top right image failed
because the cropping proposal covers burial mounds that
already belong to another cropped image from a previous iter-
ation. The second-row image represents a successful attempt.
In this image, the cropping proposal meets all the conditions:
there are no partially visible burial mounds or burial mounds
that already belong to another cropped image. Next, the coor-
dinates of the burial mounds’ annotations are mapped into
the cropped image and converted to YOLO format. Finally,
both cropped images and respective labels are stored, and the
next burial mound on the list is processed. At the end of this
iterative process, a dataset is generated. Table 2 summarizes
this dataset.

TABLE 2. Characteristics of the dataset generated from the available
annotations.

This dataset is in YOLO format and can be directly fed
to the YOLO framework. However, during the dataset gen-
eration, a few more actions were done in preparation for
the next steps of this work. While storing the bounding box
labels for the burial mounds, the original polygon anno-
tations were also mapped into the image resolution and
stored for later use during data augmentation. Still, during
this process, the bounding boxes were used to crop and
extract the points corresponding to burial mounds of the raw
LiDAR data and store them for later use in Subsection II-D.
Figure 4 illustrates the LRM overlaid with the stored points,
for better understanding part of the same region of Figure 2
was used.

FIGURE 4. LRM data overlaid with point cloud data for each burial
mound.

Figure 5 summarizes what was discussed in this
Subsection.
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FIGURE 5. Data pre-processing pipeline.

B. DATA AUGMENTATION
It is possible to observe from Table 2 that the dataset
size is negligible for such data-hungry Deep Learning algo-
rithms. For instance, YOLOv5 documentation recommends
over 1,500 images per class and over 10,000 instances per
class [14] for an ideal dataset. However, the available anno-
tated data in this area of research is usually scarce, which
results in small datasets. Training on these datasets directly
will eventually lead to overfitting [15]. Amodel overfits when
it fits too close to the training data, leading to an accurate
classification of that data, at the expense of being unable to
accurately predict new data. This phenomenon is obviously
undesirable for any classifier, as their main purpose is to
classify new data accurately. However, there areways tomini-
mize this problem, and one of them is data augmentation [16].
The purpose of this technique is to artificially increase and
enhance the dataset to satisfy the YOLOv5 requirements for
proper training. Typically, this is done through image process-
ing, such as geometric and color transformations. However,
there is a lack of background variety in the dataset, which
counters one of the recommendations of YOLOv5 [14].
Therefore, this research attempted to solve this problem
through a copy-paste object embedding [17], [18].

1) COPY-PASTE DATA AUGMENTATION WITH
AUXILIARY YOLOv5
The proposed copy-paste object embedding is a rather com-
plex one, involving several features to ensure robustness.
Since one of the main goals of this technique is to increase
background variety by pasting burial mounds onto new
images, the bulk of the unused data covering Alto Minho
when generating the dataset described in Subsection II-A
can be used. Only a tiny percentage of the data was used
because the images constituting the dataset were cropped
around annotated burial mounds. Therefore, new images can
be cropped from unused data, increasing the background vari-
ety naturally. However, a problem arises from this approach.
As fieldwork was not carried out for most of the Alto Minho
region, there are certainly unidentified tombs, which means
that new images of unused data cannot be randomly cropped
to insert new instances. If this technique crops a new image
that contains an unlabeled burial mound, this image will dete-
riorate the YOLOv5 training results, as it has a contradicting

FIGURE 6. Potential cluster of unlabeled burial mounds.

instance instructing the model that it does not belong to the
burial mound class.

Figure 6 shows a hypothetical new image cropped from
unused data to better illustrate this aforementioned problem.
This image was analyzed by archaeologists with expertise
in remote sensing, and they reached the consensus that the
outlined instances are most likely burial mounds. However,
they were not verified on the field and, consequentially, they
were not part of the original 276 annotations. Therefore, this
image has potentially unlabeled burial mounds, breaking the
label consistency required for a proper training, and it should
not be used for the copy-paste object embedding.

The data augmentation pipeline should be equipped with a
tool to identify potential burial mounds, which in a way is a
paradox, as this is exactly the goal of the AI model. However,
the purpose of such identification is to discard the proposed
cropped images as they potentially contain unlabeled burial
mounds. The solution found for this problem was training
a YOLOv5 model (see Subsection II-C for details) with the
original dataset generated in Subsection II-A. This model is
responsible for identifying potential burial mounds in the new
cropped images, such that they can be discarded from the data
augmentation process. Since this model was trainedwith little
data, it is highly sensible and detects every shape that has any
resemblance to a burial mound, resulting in many inferences,
mostly false positives. Despite the high false positive rate,
this model is still useful as it ensures that all potential burial
mounds are covered. And since the unused data is quite large,
the background variety is not compromised, even if there are
many discarded cropped images.

Another problem that arises from the copy-paste object
embedding is how to choose the pasting location. If the past-
ing is done randomly, the pasted burial mounds could fall over
rivers, houses, streets, and so on. That is not consistent with
the real-world, as burial mounds only exist in certain loca-
tions. For this reason, a new approachwas developed, inspired
by the LBR technique proposed by [19]. In this proposal, the
authors ranked the most probable locations to find barrows
in Veluwe (Netherlands), following their deduction that the
location of archaeological sites in the landscape is not random
but is the result of certain characteristics of the past and
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present environment. They continue by elaborating that those
characteristics are mainly subsoil and land-use. Following
their work and conclusions, this research attempts to pro-
pose a novel approach where the Land-Use and Occupation
Charter of Portugal [20] is used. This charter is essentially
a raster image covering Portugal, with 83 classes obtained
through visual interpretation. The 2018 version was chosen
to match the coverage year of the provided LiDAR data for
Alto Minho.

Figure 7 illustrates the Land-Use and Occupation Char-
ter of Portugal from 2018. Each color represents different
classes: forests, lakes, rivers, streets, buildings, infrastruc-
tures, and agriculture, just to name a few. Basically, the idea
for using this charter in data augmentation is to outline the
most probable regions to find burial mounds, such that during
the copy-paste object embedding, burial mounds are pasted
onto coherent regions. To find these regions, the 276 validated
burial mounds were used. Essentially, the classes overlap-
ping with these burial mounds were considered as probable
locations. These locations revolve around forests, sparse veg-
etation, and agriculture. All the other locations were removed,
such as buildings, streets, rivers, and infrastructures. With
the regions of interest properly outlined, the pasting of burial
mounds onto new images can be done more freely.

FIGURE 7. Land-Use and Occupation Charter of Portugal, 2018. Shades of
green represent different types of forests, shades of yellow represent
different types of agriculture, shades of red represent infrastructures.

Since the two main problems were overcome, the data
augmentation pipeline could be built. As it was done in
Subsection II-A, one LRM is loaded at a time to avoid
memory issues. The original polygon annotations described
in Subsection II-A for that LRM are loaded. The reason for
using the original polygons instead of bounding boxes is

FIGURE 8. Cropped image from LRM on the left, and the same image
overlaid with the proposed LBR on the right.

because the cropping is guaranteed to only contain the burial
mounds and not any background that results from rectangular
cropping. With this, the problem of YOLOv5 learning to
detect rectangular disturbances instead of actually learning to
detect burial mounds is avoided. Then, a random crop within
a region of interest is done to the LRM. The YOLOv5 model
described previously attempts to infer any potential burial
mounds in this cropped image. If there are any potential burial
mounds, the image is discarded and another crop is done.
If the image is free from potential burial mounds, the process
continues. Next, a number of burial mounds are randomly
chosen to be pasted onto this new image. Coordinates for
each pasting are randomly generated following two main
requirements: they must not overlap, and they must be within
the regions of interest. Figure 8 illustrates a hypothetical
cropped image.

As it is possible to observe in the right image of Figure 8,
the green regions are the ones of interest that resulted from
the Land-Use and Occupation Charter of Portugal mentioned
previously. In this example, there is a river and some small
regions that were discarded during the filtering process. Here,
the burial mounds would only be pasted onto the green
regions without overlapping. Before the pasting is done, the
burial mounds are smoothed to eliminate any sharp edges
resulting from their cropping, and a random geometric trans-
formation is applied to both the burial mounds and the
cropped image.

All of this is done in an iterative manner, for as many
iterations as desired to artificially generate new data. It is
also worth mentioning that this pipeline is prepared to respect
class balance, although it was not needed for this work
since only one class was tackled. Additionally, this pro-
cess generates around 10% of background images without
any burial mound, respecting the YOLOv5 recommenda-
tions [14]. Figure 9 summarizes what was discussed in this
Subsection.

Using the proposed data augmentation pipeline, the dataset
obtained in Subsection II-A and presented in Table 2 was
augmented. Table 3 summarizes the copy-paste augmentation
dataset.

Figure 10 shows two samples resulting from the copy-paste
data augmentation.
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FIGURE 9. Data augmentation pipeline.

TABLE 3. Characteristics of the copy-paste augmentation dataset.

FIGURE 10. New images resulting from the copy-paste data
augmentation.

2) TRADITIONAL DATA AUGMENTATION
Just to compare how a traditional data augmentation pipeline
fairs against the proposed copy-paste data augmentation,
another dataset was augmented from the original one
generated in Subsection II-A, using the Albumentations
software [21]. Here, the augmentation pipeline follows a
traditional structure, where images are randomly flipped, and
a random color transformation is applied from the follow-
ing ones: color jitter, saturation value, gamma value, RGB
shift, brightness, and contrast. This color transformation was
included here to avoid having equal samples in the dataset.
Table 4 summarizes the traditional augmentation dataset.

TABLE 4. Characteristics of the traditional augmentation dataset.

Comparing Table 3 with Table 4, it is possible to observe
one main advantage of the proposed copy-paste data aug-
mentation over the traditional one. In the copy-paste data
augmentation, the number of annotations can be freely
increased independently on the number of images, while
in the traditional data augmentation, the increase of anno-
tations is tied to the increase of their belonging images.

FIGURE 11. New images resulting from the traditional data augmentation.

Additionally, the copy-paste data augmentation increases the
background variety. Figure 11 shows two samples resulting
from the traditional data augmentation. Note that in this
procedure there was no copy-paste, as the burial mounds seen
in the images are the original ones.

C. TRAINING
As mentioned previously, YOLOv5 was the chosen object
detection algorithm for this work. Its architecture consists
of a Convolutional Neural Network (CNN) with three main
components: backbone, neck, and head. YOLOv5 integrates
the Cross Stage Partial Network (CSPNet) [22] combined
with Darknet as its backbone to extract features. This back-
bone proves advantageous by addressing redundant gradient
information, reducing the model’s size, and enhancing both
accuracy and speed when compared to previous iterations
of the YOLO framework. For the neck, YOLOv5 employs
the Path Aggregation Network (PANet) [23], which effec-
tively augments the localization capability by propagating
strong responses from low-level features. This is based on
the understanding that edges or instance parts serve as robust
indicators for accurately localizing objects. Finally, the head
of YOLOv5 enables multi-scale predictions, further con-
tributing to its overall effectiveness.

YOLOv5 offers a panoply of networks that differ in
size. The medium network YOLOv5m6 was chosen for this
work based on a compromise between processing time and
accuracy. Based on the YOLOv5 benchmark on the COCO
dataset [24], YOLOv5m6 scores a mean Average Precision
of 69.3 calculated with an intersection over union threshold
of 0.5 (mAP@0.5), while the largest network (YOLOv5× 6)
scores a mAP@0.5 of 72.7. This is just a slight improve-
ment of 4.9%, although YOLOv5 × 6 is 294.1% larger than
YOLOv5m6. Table 5 illustrates this comparison.

TABLE 5. YOLOv5 parameters and respective mAP on the COCO dataset
for each network. On the column labels, the ‘‘6’’ refers to the YOLOv5-P6
models, which have 4 output layers at strides 8, 16, 32, and 64. From left
to right: nano (n), small (s), medium (m), large (l), extra large (x).
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FIGURE 12. Precision-recall curves on the validation set. The red curve
represents the YOLOv5m6 model trained on the original dataset with no
data augmentation (No DA); the blue curve represents the YOLOv5m6
model trained on the traditional augmentation dataset (T DA); the green
curve represents the YOLOv5m6 model trained on the copy-paste
augmentation dataset (CP DA).

In order to study the impact of the proposed copy-paste
data augmentation, a YOLOv5m6 model was trained on the
original dataset (see Table 2), another was trained on the
copy-paste augmentation dataset (see Table 3), and another
was trained on the traditional augmentation dataset (see
Table 4). Transfer Learning [25] was implemented, start-
ing the training with the pre-trained weights on the COCO
dataset. The used optimizer was Stochastic Gradient Descent
(SGD) [26] with a decay of 0.0005 and a learning rate of 0.01.
The image resolution was set to 640 × 640, the batch size
was set to 15, and the models were trained for 300 epochs,
stopping earlier if training results did not improve for 20 con-
secutive epochs. The training was done with an Nvidia
GeForce RTX 3080 10 GB GDDR6X GPU and an AMD
Ryzen 5 5600X 6-Core 3.7GHz CPU. Figure 12 illustrates
the precision-recall curves on the validation set.

D. INFERENCE AND POST-PROCESSING VALIDATION
In this Section, the proposed inference pipeline and two post-
processing validation algorithms are described. The inference
process is simple: a sliding window with a step of half
of the image resolution sweeps through the testing LRM
images. Although this window step will inevitably generate
more inferences, it guarantees that each burial mound is
completely visible at least once. Since burial mounds will
most likely be detected more than once because of this win-
dow step, non-maximum suppression is applied to deal with
overlapping inferences. From each window, an image with a
640×640 resolution is cropped and fed into the YOLOv5m6
model to detect burial mounds. Afterwards, these inferences
go through two post-processing validation algorithms. These
algorithms have the goal of filtering as many false posi-
tives as possible during the inference process. As mentioned
in Section I, false positives are a common problem when
attempting to detect archaeological sites in airborne LiDAR
data, especially because of the bird’s-eye perspective. Sweep-
ing through this data that typically cover large regions with an

object detection algorithm will inevitably lead to a consider-
able number of false positives with the current technology,
as these archaeological sites are often mistaken with other
similar shapes.

The first validation algorithm is the LBR discussed in
Subsection II-B for the copy-paste data augmentation. Since
LBR allows for the outlining of probable regions to find burial
mounds, this validation step simply verifies if the inferences
are located in those probable regions (see right image of
Figure 8). If they are found within a probable region, they
are passed on to the second validation algorithm. If they are
not found within a probable region, they are most likely false
positives and therefore discarded.

The second validation algorithm is the Local Outlier Fac-
tor (LOF) [27]. This algorithm is an unsupervised anomaly
detection method that assesses the density deviation of a
data point compared to its neighbours. If a data point has a
considerably lower density, this algorithm classifies it as an
anomaly. The idea for this validation step is to use the 3D
information that is lost when converting the LiDAR data to
the LRM. The hypothesis is that this 3D information can be
crucial in distinguishing between a burial mound and a false
positive that happens to have a similar shape in a bird’s-eye
view.

When generating the dataset with the original annotations
described in Subsection II-A, points associated with burial
mounds were cropped out of the LiDAR point cloud data and
stored in preparation for this validation step (see Figure 4).
For feature extraction, a Python implementation of the Cloud-
Compare software [28], [29] was used. With this, it was
possible to extract 14 features from each burial mound point,
namely Sum of Eigenvalues, Omnivariance, Eigenentropy,
Anisotropy, Planarity, Linearity, Principal Components (PC1,
PC2), Surface Variation, Sphericity, Verticality, and Normal
Vector (Nx, Ny, Nz). Since each burial mound point cloud
data has dozens or hundreds of points and each point con-
tributes to 14 features, the resulting number of features for
the whole dataset can be massive. For this reason, the median,
variance, standard deviation, and covariance were calculated
for each burial mound point cloud data. This means that each
burial mound contributes with 56 features (14 × 4), which is
a significant feature reduction, while maintaining the overall
information. An LOF algorithm was trained on 276 point
clouds of burial mounds corresponding to the burial mounds
from the training and validation sets of the original dataset
(see Table 2). Figure 13 summarizes what was discussed in
this Subsection.

FIGURE 13. Inference and post-processing validation pipeline.

III. RESULTS AND DISCUSSION
As described in Subsection II-D, a sliding window went
through the whole region of Alto Minho, feeding the trained

VOLUME 11, 2023 65615



D. Canedo et al.: Uncovering Archaeological Sites in Airborne LiDAR Data With Data-Centric AI

TABLE 6. YOLOv5m6 inferences for the Alto Minho region. From left to
right: No data augmentation (No DA), traditional data augmentation
(TDA), copy-paste data augmentation (CP DA), copy-paste data
augmentation with LBR (CP DA + LBR), copy-paste data augmentation
with LBR and LOF (CP DA + LBR + LOF).

models with cropped images. Any inference of known burial
mounds is discarded, as they were used on the training step.
Table 6 shows the obtained results for this experiment.

From Table 6, No DA refers to the YOLOv5m6 model
trained with the original dataset, T DA refers to the
YOLOv5m6model trained with the Traditional data augmen-
tation dataset, and CP DA refers to the YOLOv5m6 model
trained with the copy-paste data augmentation dataset (see
Subsection II-C for training details).

The goal of this experiment was to select the most robust
model, considering the one which produced the least amount
of inferences. For this reason, the YOLOv5m6 model trained
on the CP DA dataset was selected, with 1467 inferences.
These inferences went through the post-processing valida-
tion described in Subsection II-D. The first step (LBR) was
responsible for removing inferences within less probable
regions, shortening their number to 1124 inferences. The sec-
ond step (LOF) was responsible to validate inferences based
on their 3D information similarity to burial mounds, further
reducing the number to 648 inferences. Then, four expert
archaeologists proceeded with a digital validation of these
inferences. For this digital validation, they used QGIS and
were aided by the LiDAR-derived LRMs, Google Satellite
images, Bing Aerial images, and aerial images from Direção-
Geral do Território (DGT), which is the Portuguese territory
institution, dating from 2021, 2018, 2004-2006, and 1995.
Table 7 shows the results from the digital validation.

TABLE 7. Digital validation by four archaeologists of the 648 inferences
(see Table 6) produced by the proposed approach.

According to the digital validation, 470 inferences are
potential true positives while 178 inferences are false posi-
tives, which indicates a 72.53% positive rate. Table 8 shows
the interpretation of the archaeologists regarding false posi-
tives.

TABLE 8. False positives.

Most inferences in the Others column are false positives
that the archaeologists could not interpret, but it also includes
construction sites and structures. As it can be observed in
Table 8, the bulk of false positives are rock outcrops, which
was expected since [8] reported the same problem. What is
more interesting are the roundabouts, buildings, construction
sites, and structures inferences. These inferences should have
been filtered by the LBR validation step, but they were not
because of an inconsistency: some roads and infrastructures
are not fully outlined in the charter.

Figure 14 illustrates the referred problem. The red color
represents buildings and roads, the yellow color represents
different types of agriculture, and the green color represents
different types of forests. In the three columns, the red seg-
mentation does not seem to properly outline the road. In the
first and second columns, it can be observed that roundabouts
were mistaken as burial mounds because the LBR charter is
inconsistent with the real world. In the second column, the
house connected to the road is also not properly outlined by
the red color. This fact places the inferences within an agri-
cultural region, which is considered a region of interest. In the
third column, it is possible to observe a small infrastructure in
DGT 2018 that was not reflected in the LBR charter, resulting
in the inference being placed within an agriculture region,
which is a region of interest. These limitations with the Land-
Use and Occupation Charter of Portugal were expected due to
its equivalent scale of 1:25,000. This scale may not accurately
represent isolated features of smaller scale. However, this
validation step allowed for the removal of 343 false positives,
which is a major help in tackling this problem.

FIGURE 14. Inconsistent LBR charter. From top to bottom: LRM (2018),
DGT 2018, and LBR (2018). The first and second columns represent a
roundabout inference, and the third column represents a small
infrastructure inference. In the last row, it is possible to observe these
inferences being wrongly placed within a probable region (agriculture),
which validated them.

In the second validation step (LOF) it is attempted to
remove false positives based on their 3D LiDAR information.
This step allowed for the removal of 476 false positives,
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FIGURE 15. Some examples of false positives due to rock outcrops.
On the left, the LRM images. On the right, the corresponding Google
Satellite images.

FIGURE 16. Example of potential true positives. On the left, the LRM
images. On the right, the corresponding Google Satellite images.

which is a significant reduction. However, structures with
an overall similar 3D shape to burial mounds were always
validated as burial mounds. This was the case for rock

outcrops, as seen in Table 8. The Alto Minho region is full
of rock outcrops, and all of them are placed within regions of
interest, mainly forests. This got them validated by the first
validation step. Consequently, similar 3D shapes to burial
mounds go through the second validation step and are also
validated.

As it is possible to observe in the LRM image presented
in Figure 15, the morphology of the detected sites is quite
similar to that of burial mounds. Firstly, their similar mor-
phology induced the YOLOv5m6 model in error. Secondly,
the fact that they are within a region of interest (forest) got
them validated by the first validation step (LBR). Finally,
their 3D LiDAR information is similar to that of burial
mounds, which got them validated by the second validation
step (LOF). This is the most common type of false positive,
as it can be observed in Table 8. For future work, this problem
will be tackled by adding one last validation step. In this
validation step, multispectral imagery will be used to train a
classifier with two classes: burial mounds and false positives.
It is expected that with this method, false positives like rock
outcrops can be properly filtered.

Nonetheless, the proposed approach attained 72.53%
positive rate. Figure 16 illustrates some potential true
positives.

IV. CONCLUSION
The proposed data-centric AI approach presented in this
paper shows great potential for assisting archaeologists
in identifying potential archaeological sites. The approach
includes a novel data processing method, data augmenta-
tion technique, training and inference process, and post-
processing step, which together significantly reduce false
positives in identifying burial mounds. The positive rate
achieved in the Alto Minho region was 72.53%, demonstrat-
ing the effectiveness of the proposed approach.

Firstly, amethod to break large chunks of data into a dataset
formatted to the YOLO framework is discussed. Secondly,
a data augmentation method based on copy-pasting known
burial mounds to other unused regions is presented. Thirdly,
the training step and inference process of YOLOv5 is out-
lined. Finally, a post-processing step based on two validation
steps is proposed. The first validation step verifies if the
YOLOv5 inferences are within a region of interest, and the
second validation step verifies if those inferences have a
similar 3D shape to the burial mounds.

Some issues were identified during the experimental work
described in this paper, such as inconsistencies in the LBR
charter used in the first validation step and the presence of a
large number of rock outcrops in the Alto Minho region that
passed the second validation step since they had a similar 3D
shape when comparing to the burial mounds.

The goal for future work is the introduction of another
validation step in which multispectral images will be used to
help distinguish between the surface of burial mounds and the
surface of false positives such as rock outcrops.
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