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Abstract

We prove Euler-Lagrange fractional equations and sufficient optimality conditions for problems of the calculus of variations with functionals containing both fractional derivatives and fractional integrals in the sense of Riemann-Liouville.
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1. Introduction

In recent years numerous works have been dedicated to the fractional calculus of variations. Most of them deal with Riemann-Liouville fractional derivatives (see [4, 6, 9, 11, 12] and references therein), a few with Caputo or Riesz derivatives [1, 2, 3, 5]. Depending on the type of functional being considered, different fractional Euler-Lagrange type equations are obtained. We also mention [19], where a fractional Euler-Lagrange equation is obtained corresponding to a prescribed fractional space. Here we propose a new kind of functional with a Lagrangian containing not only a Riemann-Liouville fractional derivative (RLFD) but also a Riemann-Liouville fractional integral (RLF1). We prove necessary conditions of Euler-Lagrange type for the fundamental fractional problem of the calculus of variations and for the fractional isoperimetric problem. Sufficient optimality conditions are also obtained under appropriate convexity assumptions.

2. Fractional Calculus

Fractional calculus is an interdisciplinary area, with many applications in several fields, such as engineering [10, 16, 17], chemistry [13, 18], electrical and electromechanical systems [7, 21], viscoplasticity [8], physics [14], etc. [25].

In this section we review the necessary definitions and facts from fractional calculus. For more on the subject we refer the reader to [15, 20, 22, 24].

Let \( f \) be a function defined on the interval \([a, b]\). Let \( \alpha \) be a positive real and \( n := \lceil \alpha \rceil + 1 \)
Definition 2.1. The left RLFI is defined by
\[ aI^\alpha_x f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} f(t) dt, \]
and the right RLFI by
\[ xI^\alpha_b f(x) = \frac{1}{\Gamma(\alpha)} \int_x^b (t-x)^{\alpha-1} f(t) dt. \]
The left RLFD is defined by
\[ aD^\alpha_x f(x) = \frac{d^n}{dx^n} aI^{n-\alpha}_x f(x) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_a^x (x-t)^{n-\alpha-1} f(t) dt, \]
while the right RLFD is given by
\[ xD^\alpha_b f(x) = (-1)^n \frac{d^n}{dx^n} xI^{n-\alpha}_b f(x) = \frac{(-1)^n}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_x^b (t-x)^{n-\alpha-1} f(t) dt. \]

The operators of Definition 2.1 are obviously linear. We now present the rules of fractional integration by parts for RLFI and RLFD. Let \( p \geq 1, q \geq 1, \) and \( 1/p + 1/q \leq 1 + \alpha. \) If \( g \in L_p(a, b) \) and \( f \in L_q(a, b), \) then
\[ \int_a^b g(x) aI^\alpha_x f(x) dx = \int_a^b f(x) xI^\alpha_b g(x) dx; \]
if \( f, g, \) and the fractional derivatives \( aD^\alpha_x g \) and \( xD^\alpha_b f \) are continuous on \([a, b],\) then
\[ \int_a^b g(x) aD^\alpha_x f(x) dx = \int_a^b f(x) xD^\alpha_b g(x) dx, \]
\( 0 < \alpha < 1. \)

Remark 1. The left RLFD of \( f \) is infinite at \( x = a \) if \( f(a) \neq 0 \) (cf. [23]). Similarly, the right RLFD is infinite if \( f(b) \neq 0. \) Thus, assuming that \( f \) possesses continuous left and right RLFD on \([a, b],\) then \( f(a) = f(b) = 0 \) must be satisfied.

3. The Euler-Lagrange equation

Let us consider the following problem:
\[ J(y) = \int_a^b L(x, aI^{1-\alpha}_x y(x), aD^\beta_x y(x)) dx \rightarrow \text{min}. \] (1)

We assume that \( L(\cdot, \cdot, \cdot) \in C^1([a, b] \times \mathbb{R}^2; \mathbb{R}), \) \( x \rightarrow \partial_2 L(x, aI^{1-\alpha}_x y(x), aD^\beta_x y(x)) \) has continuous right RLFI of order \( 1 - \alpha \) and \( x \rightarrow \partial_3 L(x, aI^{1-\alpha}_x y(x), aD^\beta_x y(x)) \) has continuous right RLFD of order \( \beta, \) where \( \alpha \) and \( \beta \) are real numbers in the interval \((0, 1).\)

Remark 2. We are assuming that the admissible functions \( y \) are such that \( aI^{1-\alpha}_x y(x) \) and \( aD^\beta_x y(x) \) exist on the closed interval \([a, b].\) We also note that as \( \alpha \) and \( \beta \) goes to 1 our fractional functional \( J \) tends to the classical functional \( \int_a^b L(x, y(x), y'(x)) dx \) of the calculus of variations.
Remark 3. We consider functionals $J$ containing the left RLFI and the left RLFD only. This comprise the important cases in applications. The results of the paper are easily generalized for functionals containing also the right RLFI and/or right RLFD.

Theorem 3.1 (The fractional Euler-Lagrange equation). Let $y(\cdot)$ be a local minimizer of problem (1). Then, $y(\cdot)$ satisfies the fractional Euler-Lagrange equation

$$x I_b^{1-\alpha} \partial_2 L(x, a I_x^{1-\alpha} y(x), a D_x^\beta y(x)) + x D_b^\beta \partial_3 L(x, a I_x^{1-\alpha} y(x), a D_x^\beta y(x)) = 0$$

for all $x \in [a, b]$.

Remark 4. Condition (2) is only necessary for an extremum. The question of sufficient conditions for an extremum is considered in Section 6.

Proof. Since $y$ is an extremizer of $J$, by a well known result of the calculus of variations the first variation of $J(\cdot)$ is zero at $y$, i.e.,

$$0 = \delta J(\eta, y) = \int_a^b (a I_x^{1-\alpha} \eta \partial_2 L + a D_x^\beta \eta \partial_3 L) \, dx.$$ 

Integrating by parts,

$$\int_a^b a I_x^{1-\alpha} \eta \partial_2 L \, dx = \int_a^b \eta x I_b^{1-\alpha} \partial_2 L \, dx$$

and

$$\int_a^b a D_x^\beta \eta \partial_3 L \, dx = \int_a^b \eta x D_b^\beta \partial_3 L \, dx.$$ 

Substituting (4) and (5) into equation (3), we find that $\int_a^b (x I_b^{1-\alpha} \partial_2 L + x D_b^\beta \partial_3 L) \eta \, dx = 0$ for each $\eta$. Since $\eta$ is an arbitrary function, by the fundamental lemma of the calculus of variations we deduce that $x I_b^{1-\alpha} \partial_2 L + x D_b^\beta \partial_3 L = 0$.

Remark 5. As $\alpha$ and $\beta$ goes to 1, the fractional Euler-Lagrange equation (2) becomes the classical Euler-Lagrange equation

$$\partial_2 L - d/dx \partial_3 L = 0.$$ 

A curve that is a solution of the fractional differential equation (2) will be called an extremal of $J$. Extremals play also an important role in the solution of the fractional isoperimetric problem (see Section 5). We note that equation (2) contains right RLFI and right RLFD, which are not present in the formulation of problem (1).

4. Some generalizations

We now give some generalizations of Theorem 3.1.

4.1. Extension to variational problems of non-commensurate order

We now consider problems of the calculus of variations with Riemann-Liouville derivatives and integrals of non-commensurate order, i.e., we consider functionals containing RLFI and RLFD of different fractional orders. Let

$$J(y) = \int_a^b L(x, a I_x^{1-\alpha_1} y(x), \ldots, a I_x^{1-\alpha_n} y(x), a D_x^\beta_1 y(x), \ldots, a D_x^\beta_m y(x)) \, dx,$$

where $n$ and $m$ are two positive integers and $\alpha_i, \beta_j \in (0, 1)$, $i = 1, \ldots, n$ and $j = 1, \ldots, m$. Following the proof of Theorem 3.1, we deduce the following result.
Theorem 4.1. If $y(\cdot)$ is a local minimizer of (6), then $y(\cdot)$ satisfies the Euler-Lagrange equation
\[
\sum_{i=1}^{n} xI_{b}^{1-\alpha_i} \partial_{i+1} L + \sum_{j=1}^{m} xD_{b}^{\beta_j} \partial_{j+n+1} L = 0
\]
for all $x \in [a,b]$.

4.2. Extension to several dependent variables

We now study the case of multiple unknown functions $y_1, \ldots, y_n$.

Theorem 4.2. Let $\mathcal{J}$ be the functional given by the expression
\[
\mathcal{J}(y_1, \ldots, y_n) = \int_{a}^{b} L(x, aI_{x}^{1-\alpha} y_1(x), \ldots, aI_{x}^{1-\alpha} y_n(x), aD_{x}^{\beta} y_1(x), \ldots, aD_{x}^{\beta} y_n(x)) \, dx.
\]
If $y_1(\cdot), \ldots, y_n(\cdot)$ is a local minimizer of $\mathcal{J}$, then it satisfies for all $x \in [a,b]$ the following system of $n$ fractional differential equations:
\[
xI_{b}^{1-\alpha} \partial_{k+1} L + xD_{b}^{\beta} \partial_{n+k+1} L = 0, \quad k = 1, \ldots, n.
\]

Proof. Denote by $y$ and $\eta$ the vectors $(y_1, \ldots, y_n)$ and $(\eta_1, \ldots, \eta_n)$, respectively. For a parameter $\epsilon$, we consider a new function
\[
J(\epsilon) = \mathcal{J}(y + \epsilon \eta).
\]
Since $y_1(\cdot), \ldots, y_n(\cdot)$ is an extremizer of $\mathcal{J}$, $J'(0) = 0$. Differentiating equation (7) with respect to $\epsilon$, at $\epsilon = 0$, we obtain
\[
\int_{a}^{b} \left[ aI_{x}^{1-\alpha} \eta_1 \partial_2 L + \cdots + aI_{x}^{1-\alpha} \eta_n \partial_{n+1} L + aD_{x}^{\beta} \eta_1 \partial_{n+2} L + \cdots + aD_{x}^{\beta} \eta_n \partial_{2n+1} L \right] \, dx = 0.
\]
Integrating by parts leads to
\[
\int_{a}^{b} \left[ xI_{b}^{1-\alpha} \partial_2 L + xD_{b}^{\beta} \partial_{n+2} L \right] \eta_1 + \cdots + \left[ xI_{b}^{1-\alpha} \partial_{n+1} L + xD_{b}^{\beta} \partial_{2n+1} L \right] \eta_n \, dx = 0.
\]
Considerer a variation $\eta = (\eta_1, 0, \ldots, 0)$, $\eta_1$ arbitrary; then by the fundamental lemma of the calculus of variations we obtain $xI_{b}^{1-\alpha} \partial_2 L + xD_{b}^{\beta} \partial_{n+2} L = 0$. Selecting appropriate variations $\eta$, one deduce the remaining formulas. \hfill \Box

5. The fractional isoperimetric problem

We consider now the problem of minimizing the functional $\mathcal{J}$ given by (1) subject to an integral constraint $\mathcal{I}(y) = \int_{a}^{b} g(x, aI_{x}^{1-\alpha} y(x), aD_{x}^{2} y(x)) \, dx = l$, where $l$ is a prescribed value. This problem was solved in [3] for functionals containing Caputo fractional derivatives and RLFI. Using similar techniques as the ones discussed in [3], one proves the following:

Theorem 5.1. Consider the problem of minimizing the functional $\mathcal{J}$ as in (1) on the set of functions $y$ satisfying condition $\mathcal{I}(y) = l$. Let $y$ be a local minimum for the problem. Then, there exist two constants $\lambda_0$ and $\lambda$, not both zero, such that $y$ satisfies the Euler-Lagrange equation $xI_{b}^{1-\alpha} \partial_2 K + xD_{b}^{\beta} \partial_3 K = 0$ for all $x \in [a,b]$, where $K = \lambda_0 L + \lambda g$.

Remark 6. If $y$ is not an extremal for $\mathcal{I}$, then one can choose $\lambda_0 = 1$ in Theorem 5.1: there exists a constant $\lambda$ such that $y$ satisfies $xI_{b}^{1-\alpha} \partial_2 F + xD_{b}^{\beta} \partial_3 F = 0$ for all $x \in [a,b]$, where $F = L + \lambda g$. 

4
6. Sufficient conditions

In this section we prove sufficient conditions that ensure the existence of minimaums. Similarly to what happens in the classical calculus of variations, some conditions of convexity are in order.

**Definition 6.1.** Given a function $L$, we say that $L(x,u,v)$ is convex in $S \subseteq \mathbb{R}^3$ if $\partial_2 L$ and $\partial_3 L$ exist and are continuous and verify the following condition:

$$L(x,u + u_1,v + v_1) - L(x,u,v) \geq \partial_2 L(x,u,v)u_1 + \partial_3 L(x,u,v)v_1$$

for all $(x,u,v), (x,u + u_1,v + v_1) \in S$.

Similarly, we define convexity for $L(x,u,v)$.

**Theorem 6.2.** Let $L(x,u,v)$ be a convex function in $[a,b] \times \mathbb{R}^2$ and let $y_0$ be a curve satisfying the fractional Euler-Lagrange equation (2). Then, $y_0$ minimizes (1).

**Proof.** The following holds:

$$\mathcal{J}(y_0 + \eta) - \mathcal{J}(y_0) = \int_a^b \left[ L(x,aI_x^{1-\alpha}y_0(x) + \alpha I_x^{1-\alpha} \eta(x), a D_x^\beta y_0(x) + \alpha D_x^\beta \eta(x)) - L(x,aI_x^{1-\alpha}y_0(x), a D_x^\beta y_0(x)) \right] \ dx$$

$$\geq \int_a^b \left[ \partial_2 L(x,aI_x^{1-\alpha}y_0(x), a D_x^\beta y_0(x))a I_x^{1-\alpha} \eta + \partial_3 L(x,aI_x^{1-\alpha}y_0(x), a D_x^\beta y_0(x))a D_x^\beta \eta \right] \ dx$$

$$= \int_a^b \left[ xI_x^{1-\alpha} \partial_2 L + x D_x^\beta \partial_3 L \right]_{(x,aI_x^{1-\alpha}y_0(x),a D_x^\beta y_0(x))} \eta \ dx = 0.$$ 

Thus, $\mathcal{J}(y_0 + \eta) \geq \mathcal{J}(y_0)$.

We now present a sufficient condition for convex Lagrangians on the third variable only. First we recall the notion of exact field.

**Definition 6.3.** Let $D \subseteq \mathbb{R}^2$ and let $\Phi : D \to \mathbb{R}$ be a function of class $C^1$. We say that $\Phi$ is an exact field for $L$ covering $D$ if there exists a function $S \in C^1(D, \mathbb{R})$ such that

$$\partial_1 S(x,y) = L(x,y,\Phi(x,y)) - \partial_3 L(x,y,\Phi(x,y))\Phi(x,y),$$

$$\partial_2 S(x,y) = \partial_3 L(x,y,\Phi(x,y)).$$

**Remark 7.** This definition is motivated by the classical Euler-Lagrange equation. Indeed, every solution $y_0 \in C^2[a,b]$ of the differential equation $y' = \Phi(x,y(x))$ satisfies the (classical) Euler-Lagrange equation $\partial_2 L - \frac{d}{dx} \partial_3 L = 0$.

**Theorem 6.4.** Let $L(x,u,v)$ be a convex function in $[a,b] \times \mathbb{R}^2$, $\Phi$ an exact field for $L$ covering $[a,b] \times \mathbb{R} \subseteq D$, and $y_0$ a solution of the fractional equation

$$a D_x^\alpha y(x) = \Phi(x,aI_x^{1-\alpha}y(x)).$$

Then, $y_0$ is a minimizer for $\mathcal{J}(y) = \int_a^b L(x,aI_x^{1-\alpha}y(x), a D_x^\alpha y(x)) \ dx$ subject to the constraint

$$\{ y : [a,b] \to \mathbb{R} | aI_a^{1-\alpha}y(a) = aI_a^{1-\alpha}y_0(a), aI_b^{1-\alpha}y(b) = aI_b^{1-\alpha}y_0(b) \}.$$
Proof. Let $E(x, y, z, w) = L(x, y, w) - L(x, y, z) - \partial_3 L(x, y, z)(w - z)$. First observe that

$$
\frac{d}{dx} S(x, a I_x^{1-\alpha} y(x)) = \partial_1 S(x, a I_x^{1-\alpha} y(x)) + \partial_2 S(x, a I_x^{1-\alpha} y(x)) \frac{d}{dx} a I_x^{1-\alpha} y(x) \\
= \partial_1 S(x, a I_x^{1-\alpha} y(x)) + \partial_2 S(x, a I_x^{1-\alpha} y(x)) a D_x^\alpha y(x).
$$

Since $E \geq 0$, it follows that

$$
J(y) = \int_a^b \left[ E(x, a I_x^{1-\alpha} y, \Phi(x, a I_x^{1-\alpha} y), a D_x^\alpha y) + L(x, a I_x^{1-\alpha} y, \Phi(x, a I_x^{1-\alpha} y)) \right] dx \\
\geq \int_a^b \left[ L(x, a I_x^{1-\alpha} y, \Phi(x, a I_x^{1-\alpha} y)) \right] dx \\
= \int_a^b \left[ \partial_1 S(x, a I_x^{1-\alpha} y) + \partial_2 S(x, a I_x^{1-\alpha} y) a D_x^\alpha y \right] dx \\
= \int_a^b \frac{d}{dx} S(x, a I_x^{1-\alpha} y) dx \\
= S(b, a I_b^{1-\alpha} y(b)) - S(a, a I_a^{1-\alpha} y(a)).
$$

Because $y_0$ is a solution of (8), $E(x, a I_x^{1-\alpha} y_0, \Phi(x, a I_x^{1-\alpha} y_0), a D_x^\alpha y_0) = 0$. With similar calculations as before, one has $J(y_0) = S(b, a I_b^{1-\alpha} y_0(b)) - S(a, a I_a^{1-\alpha} y_0(a))$. We just proved that $J(y_0) \leq J(y)$ when subject to the constraint (9).

\[ \square \]

7. Conclusions

In this note we consider a new class of fractional functionals of the calculus of variations that depend not only on fractional derivatives but also on fractional integrals. We exhibit necessary and sufficient conditions of optimality for the fundamental problem of the calculus of variations and for problems subject to integral constrains (isoperimetric problems). As future work it would be interesting to address the question of existence of solutions, and to study direct methods to minimize the proposed type of functionals.
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