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ABSTRACT The ultra-reliable low-latency communications (URLLC) tight latency requirements paired
with transmission of small payload packets motivates the development of techniques that reduce or eliminate
the need for dynamic scheduling. This justifies the study of grant free (GF) leveraged techniques in order to
reduce both the latency and control signaling overhead. Previous works considered preallocating resources
not only for the first transmission, but also for all possible IR-HARQ transmissions, effectively reducing the
scheduling latency and control signaling overhead. However, this has several drawbacks, as it translates into
wasted resources. To address these issues, we propose a group-based preallocation method combined with
IR-HARQ. Initially, a pool of preallocated resources is assigned to a group of users, which then cooperatively
use IR-HARQ feedback signals to distribute, on the fly, the resources amongst them without collisions. The
proposedmethod has two phases: a preallocation phase that takes place once at the group formation stage and
a transmission phase which happens at each uplink transmission. The transmission parameters for all possible
transmission scenarios are selected at the preallocation stage, with the goal of reducing the latency under
reliability and energy constraints. The transmission parameters are obtained through a constrained latency
optimization procedure, which considers the stochastic nature of the underlying process. We prove that,
asymptotically, the proposed scheme is able to reduce the latency, at least, down to the average latency of any
single user (SU) HARQ. The numerical results show that the latency and resources wastage is significantly
reduced comparatively to single user IR-HARQ with preallocated resources.

INDEX TERMS URLLC, low-latency, grant-free, multi-user, control-networks, multi-user diversity.

I. INTRODUCTION
Due to the envisioned high heterogeneity of 5G use cases,
three broad types of services were defined, enhanced mobile
broadband (eMMB), massive machine type communications
(mMTC) and ultra-reliable low-latency communications
(URLLC) [1]. The 5G URLLC aims to service mission
critical applications, such as augmented reality, vehicular-
to-vehicular communications and industrial automation [1].
Even within URLLC applications, we may find some service
heterogeneity, as we can find both periodic and aperiodic
traffic with varying latency and reliability requirements [2],
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[3], [4]. Nevertheless, all the applications require an exchange
of small packets with simultaneous low-latency and high
reliability requirements, making them difficult to comply [5].
The tight latency requirement combined with the fact that
URLLC traffic uses small sized packets, forces the system
to work on the finite block length (FBL) regime. This in
turn implies a gap between the Shannon capacity and the
effective sustainable transmission rate of the channel. In fact,
assuming the Shannon capacity for short traffic, can greatly
overestimate the effective capacity of the channel [6].

In [7] the authors showed that the gap between
the FBL and the Shannon capacity is reduced when
employing a feedback channel. The maximal reduction of
this gap is achieved through the utilization of unequal
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transmission/retransmission sizes [8], motivating the study
of hybrid automatic repeat request (HARQ) optimization
techniques [9], [10], [11], [12]. In [9] and [10] the
authors focused on optimizing the average throughput of an
incremental redundancy HARQ (IR-HARQ) scheme. In [9],
the optimization was attained through the computation of the
optimal sizes of the two transmission rounds of a HARQ
scheme, while in [10] both the sizes and the transmission
power of each of the M IR-HARQ transmission rounds
were computed. Following this, the energy-latency trade-
off of a IR-HARQ operating in FBL regime is studied in
[11]. The results for different combinations of feedback
latency and delay budget showed us that the optimal number
of transmission rounds depends on the feedback latency.
In fact, if the feedback latency is too high, it can become
the main source of latency and using IR-HARQ might
not be beneficial. Nevertheless, it was concluded that for
reasonable feedback latency, an optimized IR-HARQ scheme
is able to comply with lower delay budgets than a one-shot
scheme using the same average energy. Therefore, despite its
feedback delay overhead, the IR-HARQ scheme may have an
important role on URLLC.

Another important source of latency on the uplink is
the dynamic scheduling procedure that precedes every
data transmission. Semi-persistent scheduling (SPS) was
introduced in Long Term Evolution (LTE) to efficiently
cope with this issue for voice over IP (VoIP) traffic [13].
In VoIP the packets are small and new transmissions occur
periodically. Therefore, dynamic scheduling would lead to
a high control signaling overhead [14]. SPS removes the
need for scheduling requests, reducing the latency and the
control signaling overhead. As several URLLC applications
exchange small sized and periodic traffic, grant free (GF)
access techniques, like SPS, can be important to realize such
applications, as in VoIP. The GF removes the need for grant
acquisition by preallocating the transmission resources to
either a single user equipment (UE) or a group of UEs.
Preallocating resources for all the possible HARQ rounds
of a single UE translates into resource wastage [15], even
in periodic traffic, as the retransmissions are not always
necessary. On other hand, preallocating the resources to a
group of UEs keeps the GF transmission benefits while
reducing the resource wastage [15].

The works [15], [16], [17], [18], [19], [20], [21] consider
group-based resource preallocation methods. Despite their
distinct approaches, all of these schemes can substantially
minimize resource wastage in comparison to single UE
preallocation methods. Most of these works are described
using high-level models that do not have an explicit unit of
time, being the main focus of these works the reliability and
resource efficiency. To the best of our knowledge, no group-
based preallocation schemes, optimized for latency reduction,
have been proposed so far.

In summary, this work builds upon two established points
in the existing literature, 1) in single UE scenarios IR-HARQ
reduces the latency in relation to the one-shot method

improving energy efficiency but reducing resource usage
efficiency; 2) group-based methods improve resource usage
efficiency. In the latter, we may still divide in dynamic
methods, which may turn ineffective due to the high signaling
requirements, and blind methods that reduce signalling but
introduce collisions, thus decreasing reliability. In this work
the group-based preallocation method is combined with IR-
HARQ with the aim of developing a multi-user IR-HARQ
scheme. The goal is to improve resource usage efficiency,
eliminate dynamic signaling overhead and collisions, and
reduce latency, by exploitingmulti-user diversity. These goals
are achieved by optimizing both the sizes and transmission
power of each of the M IR-HARQ transmission rounds
under latency, reliability and energy constraints. This is a
challenging problem due to the stochastic nature of the
underlying process. Namely, the number of active users over
the IR-HARQ rounds is a stochastic process which controls
the partition of available resources among the UEs.

A. RELATED WORK
Assigning a configured grant to a group of UEs, rather than
just a single UE, has emerged as a promising approach to
efficiently meet the requirements of URLLC. The works
[15], [16], [17], [18], [19], [20], [21] consider group-based
resource preallocation methods. Shared [16], [17] or both
dedicated (1st transmission) and shared resources (retrans-
missions) [15], [18], [19], [20], [21] can be preallocated.
Shared resources can be accessed randomly leading to
collisions, whereas dedicated resources suffer no collisions
[15], [16], [17], [18], [19], [20], [21]. Collisions could
be avoided by using base station (BS) HARQ signaling
[15], solved through successive interference cancellation
(SIC) [17], [18], [19], [20], [21], or the probability of
collision minimized by optimally selecting the number of
retransmissions [16] or the number of shared resources and
UEs [21]. Despite their distinct approaches, all of these
schemes can substantially minimize resource wastage in
comparison to single UE preallocation methods.

Another promising approach being explored in the liter-
ature, is the joint-scheduling of eMBB and URLLC traffic
[22], [23], [24]. Notably, a study in [22] revealed orthogonal
slicing of eMBB and URLLC traffic to lead to an increase
in packet drops, primarily due to insufficiently allocated
resources. The problem of joint-scheduling of eMMB and
URLLC traffic, through puncturing is studied in [23] and
[24]. In [23] an optimization problem that maximizes the
minimum expected achieved rate of eMMB UEs, while
fulfilling the URLLC requirements, is formulated. Likewise,
in [24] a deep reinforcement learning approach is taken in
order to perform joint-scheduling of eMMB and URLLC
traffic, through puncturing.

B. CONTRIBUTIONS
In this paper we propose a multi-user IR-HARQ scheme.
The proposed method considers both time and multi-user
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diversity in order to achieve a trade-off between latency
and energy dimensions, in contrast to single-user IR-HARQ,
which only takes time diversity into account. The scheme
operates on the uplink and assumes periodic URLLC traffic,
as it is expected in several URLLC applications, specially in
industrial networks [3], [4], [19], [25]. In summary, the main
contributions of this work include:
• Proposal of an multi-user IR-HARQ scheme, where the
UEs use the IR-HARQ feedback signals to distribute
the available resources. The proposed scheme merges
the feedback channel of all the cooperating UEs and
multicasts the feedback information of each UE to
the entire cooperating group. As such, collisions are
eliminated, and feedback overhead is identical to that of
a single user IR-HARQ scheme.

• The proposed multi-user IR-HARQ scheme achieves a
latency that is at least as low as the average latency of
any single-user IR-HARQ scheme.

• Proof that the proposed group-based IR-HARQ scheme
achieves a latency lower than the one achieved by
the single-user IR-HARQ scheme (even lower than the
average latency) for a common energy efficiency target.

• Formulation of a stochastic programming problem to
optimize the size and power of each multi-user IR-
HARQ round. The main challenge i the stochasticity
of the underlining process together with the interplay
among different problem dimensions (latency, energy,
and reliability).

• Proposal of a projected gradient method to solve the
considered optimization problem. For the case of two
IR-HARQ rounds, an optimal method is devised which
exploits the problem convexity.

The results show that the group based scheme reduces the
latency and minimizes the wasted resources, even for a small
group size when compared to the single-user counterpart for
the same average consumed energy in the finite blocklength
regime.

II. PRELIMINARIES
The goal of this section is to introduce the problem of
SU-HARQ solutions and the motivation to develop proposed
MU-HARQ scheme.

As previously stated, the IR-HARQ is a promising URLLC
building block. The basic IR-HARQ operation involves a
transmitter and a receiver communicating over a wireless
channel. The IR-HARQ operation can be summarised as
follows:

1) Transmitter encodes the data in a codeword.
2) The codeword is sent over the air to the receiver.
3) The receiver decodes the codeword and checks for

errors.
4) If errors are found, the receivers sends a NACK to the

transmitter, otherwise an ACK is sent.
5) The transmitter receives the feedback from the receiver.

If either an ACK is received or the maximum number

of transmissions were already performed performed, the
process terminates. Otherwise, the transmitter encodes
the original data, generating extra redundancy which is
sent to the receiver.

6) The receiver jointly decodes the original codeword with
the extra redundancy received so far, and checks for
errors.

7) Go to step 4.
In such a scheme, due to the possibility of early termination
when the transmitter receives an ACK, some of the preal-
located resources may go unused, leading to inefficiency.1

This issue becomes more significant as the number of
parallel SU-HARQ schemes increases. If however the set
of resources is jointly allocated to several URLLC users,
the vacant resources can be reused according to the needs
of the remaining traffic. This is illustrated in Fig. 1 which
shows that the combined bandwidth of individual SU-HARQ
schemes (dotted blue line) is considerably higher compared to
the bandwidth of each individual SU-HARQ scheme (dashed
blue line). Both remain constant since the resources are
statically pre-allocated. Furthermore, the green line reveals a
decreasing trend in the number of active SU-HARQ schemes
after each transmission round.While it is unpredictable which
SU-HARQ scheme will fail during the first transmission,
we can estimate the probability of failure for a certain number
of schemes. This behavior is depicted by the decreasing
green line in Fig. 1, indicating a reduction in the number
of active User Equipment (UE) after each transmission,
resulting in resource wastage. This expected reduction in
active UEs can be considered a form of multi-user diversity
and has been effectively explored in prior studies on group-
based preallocation techniques [15], [16], [17], [18], [19],
[20], [21], in order to mitigate resource wastage. In the
case of SU-HARQ, if the bandwidth allocated is kept
fixed, then an optimization can be achieved by defining
the duration of the different retransmissions and respective
power. When resources in the frequency domain increase,
additional degrees of freedom can be used to optimize either
the energy per bit or latency. To illustrate these ideas, let
us assume we have resources in a time-frequency grid of
dimension wT . In the context of uncoordinated SU-HARQ,
aiming to meet reliability and latency requirements, the
average resource utilization is denoted as a fraction α of wT .
Then a coordinated allocation scheme, if fully efficient, could
either accommodate 1

α
more users or reduce the latency by

a factor close to α. Although such reasoning is based on
averages and, due to the randomness in the availability of the
extra resources, we will not reach exactly this value, it allows
us to anticipate that with the proper coordination schemes
relevant improvements may be achieved.

III. SYSTEM MODEL
This work considers a SISO uplink AWGN channel, where a
group of G UEs, with similar channel statistics, is formed.

1The resources may be used by other non-URLLC traffic at the cost of a
more complex scheduling but is wasted for other URLLC users.
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FIGURE 1. The time evolution of the number of active UEs, used bandwidth per UE and wasted resources when using several SU-HARQ in parallel
(a) vs what we want to achieve (b).

TABLE 1. Summary of notations.

Each UE transmits periodically B new bits of information
to a BS, while complying with the URLLC QoS constraints
(latency, reliability) and an energy budget. Transmissions
are performed over a preallocated bandwidth, which is
then split among UEs. In the following subsection, the

proposedMU-HARQ scheme is described inmore detail. The
notation is developed throughout the text, but for readers’
convenience, we have summarized it in Table 1.

A. MU-HARQ PROCEDURE
The MU-HARQ scheme comprises two distinct phases: an
activation phase and an operating mode. In the activation
phase, the base station (BS) allocates a bandwidth of wT
to a group of G users and assigns them identification (ID)
numbers, such that U = {U (1), · · · ,U (G)

} is the group, and
U (1) is the UE with ID 1. In the subsequent operating phase,
time is divided into periods of size tT . Each tT is subdivided
intoM transmission rounds. During each period, the G users
utilize ACK/NACK indicators distributed via a multicast
channel by the BS, to distributively reach a consensus on how
to divide the resources amongst themselves. The activation
phase occurs only once, making its long-term signalling
overhead negligible.

In the first transmission round, each of the G users
transmit their messages of duration t (1) through orthogonal
bandwidth w(1)

= wT /G with power p(1). In subsequent
rounds, users who have not achieved success reconfigure their
bandwidth, power, and time duration to transmit incremental
redundancy, which at the BS is combined with the data
received from previous rounds. The amount of bandwidth
allocated depends on the number of users that are still active.
The BS transmits all ACK/NACK indicators for active users
through a multicast channel, enabling each user to compute
their available bandwidth. Indeed, if at the end of roundm−1,
there are still x(m) unsuccessful users, the available bandwidth
per users becomes w(m)

= wT /x(m). Consequently, the
current active UE with lowest ID uses the first transmission
band [f0, f0 + wT /x(m)] while the one with lowest kth ID
uses frequency band [f0 + (k − 1)wT /x(m), f0 + kwT /x(m)].
After computing the bandwidth to be used, each user refers
to a pre-compute table where the power and duration of the
next (m + 1)th round are defined for each possible scenario
(x(m)). This process repeats until the M transmission rounds
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FIGURE 2. The same realization of MSU-HARQ (top) and MU-HARQ
(bottom) for G = 4 and M = 3. All UEs transmit the same amount of
channel uses in both cases, but with different transmission times. Dashed
lines represent the MSU-HARQ not-used (wasted) resources.

are exhausted, and restarts on the subsequent operating
phase.

An possible outcome of the previously described process
is exemplified for G = 4 in Fig. 2. All the 4 UEs perform
the first transmission in parallel through dedicated resources.
After the first transmission, U (1) and U (3) receive an ACK
and will not need a second transmission, while U (2) and U (4)

receive a NACK and are set to perform a second transmission.
Note that the BS multicasts the feedback signals of all UEs
to the entire group, meaning that U (2) and U (4) know that
they are the only active UEs for the second transmission.
Knowing this, they are able to divide the entire bandwidth
wT into two, where U (2) gets the first half of the bandwidth
as it has the lowest ID of the two. On the third transmission,
U (4) is the only active UE, and therefore knows that it can
transmit through the entire bandwidth wT . Regarding the
necessary signalling, it can be seen in Fig. 2 that the signalling
transmitted by the BS is identical in both the MU-HARQ and
MSU-HARQ schemes. The key difference lies in the way the
feedback signals are delivered: whereas in the MSU-HARQ
they are unicasted to each respective UE, in the MU-HARQ
they are multicasted to the entire group.

In this description, the decision-making process occurs at
the user premises. However, an equivalent implementation
can be achieved with all computations performed at the
BS. In such case, the bandwidth, power and round duration
information would be sent through the multicast feedback
channel.

In the following subsections, we will present the
MU-HARQ scheme model and its generalized notation.

B. MU-HARQ SCHEME
In the proposed MU-HARQ scheme the available resources
are shared among G UEs. A bandwidth wT over a time span

FIGURE 3. Stochastic process representing the number of active UEs over
the M rounds of a MU-HARQ scheme.

tT is preallocated by the BS to a group of G statistically
identical UEs. Each UE employs an IR-HARQ scheme with
a maximum number of M transmissions, with the goal
of meeting the target block error rate ϵT under the time
constraint tT . All active UEs transmit in parallel through a
dedicated frequency band. The IR-HARQ splits tT into M
parts, named rounds. However, not all UEs transmit in the
mth round, only those whose codeword was not successfully
decoded by the BS in all previous rounds do so. The number
of active UEs at themth round is defined by the R.V.X (m) with
realizations x(m) ∈ {0, 1, . . . ,G}. To avoid resource wastage
and improved latency performance, the full bandwidth wT is
split among active UEs, being assigned a bandwidthW (m)

=
wT
X (m) to each active UE in the mth round. The history of the
number of active UEs forms the stochastic process (SP),

X = {X (1), · · · ,X (M )
: M ∈ N}, (1)

represented in Fig. 3, whose state space (all possible SP
values) is

S = {x(1), · · · , x(M )
: 0 ≤ x(i) ≤ x(j) ≤ G, j ≤ i ≤ M ∈ N}

(2)

meaning that each SP realization x ∈ S. We further define
x[m] = {x(1), · · · , x(m)} ⊆ x ∈ S to be used as an indexing
set. For each x ∈ S, there is a correspondingWx[m] realization
wx[m] = {wx(1) , · · · ,wx(m)} = {

wT
x(1)
, · · · , wT

x(m)
} being the

bandwidth normalized such that wTG = 1.
Since all group members are assumed to be statistically

identical, the optimal MU-HARQ procedure is considered
identical for all users. The MU-HARQ scheme is considered
a parameterizable method, being the parameterizable param-
eters denoted by 2 ∈ 3, and 3 the feasible parameters
set. The parameters are defined in the preallocation phase,
before any transmission. The parameterization includes a set
of parameters for each of the M rounds, where for a given
round, both the size (number of channel uses) and power
of the sub-codeword to be transmitted are parameterizable.
The MU-HARQ parameters 2 influence the underlying
stochastic process X probability distribution. To reflect
this aspect, the probability distribution of the stochastic
process X is assumed to belong to the parametric family
P2 = {P(•;2)|2 ∈ 3}. The probability distribution can be

129998 VOLUME 11, 2023



R. Santos et al.: Multi-User IR-HARQ Latency and Resource Optimization for URLLC

expressed with more detail in the form

P(X = x;2)

=

M−1∏
m′=1

P(X (m′+1)
= x(m

′
+1)
|X (m′)

= x(m
′)
;2x[m′] ) (3)

where 2x = {θx[1] , θx[2] , · · · , θx[M ]} denotes the selected
MU-HARQ parameters on the corresponding SP realization
x ∈ S, θx[m] represents the selected mth round MU-
HARQ parameter and 2x[m] = {θx[1] , θx[2] , · · · , θx[m]}

the parameters of the first m transmissions. Notice that,
there is a set of parameters for each different realization
of X , as different available bandwidths imply different
optimal transmission parameters. The expression (3) follows
from the chain rule for probability, where the transition
kernel P

(
X (m′)

= x(m)|X (m′−1)
= x(m

′
−1)
;2x[m′−1]

)
models

the impact of theMU-HARQ scheme on the number of active
users in the next round, given the MU-HARQ parameters
selected in previous round. Let x, x ′ ∈ S be two different
stochastic process realizations overlapping up to the mth
round,

(
x[m] = x ′[m]

)
, then due to the causal nature of the

process, the parameterization of both realizations up to the
m transmission is equal

(
2x[m] = 2x ′[m]

)
. Therefore, one has

to compute
(G+m−2

G−1

)
parameters at themth round, resulting in

a total
∑M

m=1
(G+m−2

G−1

)
parameters. In the following sections

2S(m) = {θx[m] : ∀x ∈ S} denotes all the
(G+m−2

G−1

)
parameters

that can be used on the mth transmission. Considering all
rounds, the total number of parameters grows asymptotically
asO(MG) when the number of users is fixed, and asO(GM−1)
when the number of rounds is fixed. Note that when X (m)

= 0
(data of all UEs successfully decoded) no transmission takes
place and no additional parameter is required. When this
happens, the remaining preallocated resources are unused,
effectively wasting these resources.

C. MU-HARQ METRICS
The MU-HARQ parameters must be selected with the aim
of maximizing a given figure of merit under system specific
constraints, e.g. energy, reliability and latency. For MU-
HARQ the average energy E2, average probability of error
ϵ2, latency t2, average latency 12 and average wasted
resources ψ2 are given by

E2 = EX∼P2 [EX ] =
∑
x∈S

P(X = x)Ex (4)

ϵ2 = EX∼P2 [ϵX ] =
∑
x∈S

P(X = x)ϵx (5)

12 = EX∼P2 [0X ] =
∑
x∈S

P(X = x)0x (6)

ψ2 = EX∼P2 [ψX ] =
∑
x∈S

P(X = x)ψx (7)

t2 = max
X∼P2

[0X ] = max
x∈S

0x (8)

where Ex , ϵx , 0x and ψx denotes the energy, probability of
error, latency andwasted resources of some realization x ∈ S.

Let a parameter be divided in two parts θ = (n, p), where n
and p are the sub-codeword size and power allocation, respec-
tively, allowing the definition of Nx[m] = {nx[1] , · · · , nx[m]}
and Px[m] = {px[1] , · · · , px[m]} which are analogous to 2x[m] .
The energy, reliability, latency and average wasted resources
for a SP realization x ∈ S are given by

Ex =
1
G

M∑
m=1

x(m)nx[m]px[m] (9)

ϵx = ϵ (2x) (10)

0x =

M∑
m=1

tx[m] (11)

ψx = t2wT −
M∑
m=1

x(m)nx[m] . (12)

For the probability of error (10), we will use the following
expression from [11],

ϵx[m] (2x[m] ) = Q

∑m
i=1 nx[i] log(1+ px[i] )− B log(2)√∑m

i=1
nx[i]px[i]

(
2+px[i]

)(
1+px[i]

)2

 .

(13)

This expression is an approximation of the original PPV
bound [6] for AWGN channels with unit power variance.
It represents the achievable error rate with optimal channel
coding. In the previous expressions the relation between the
sub-codeword size and time-bandwidth product is

nx[m] = tx[m]wx(m) = tx[m]
wT
x(m)

. (14)

From (13)(14) we verify that2x[m] implicitly defines Ex[m] =
{ϵx[1] , · · · , ϵx[m]} and Tx[m] = {tx[1] , · · · , tx[m]}, i.e., the error
probability and transmission duration of each round. Having
defined ϵx the transition kernel may be parameterized as
follows

P
(
X (m)
= x(m)|X (m−1)

= x(m−1);2x[m−1]

)
= Pbin

(
x(m), x(m−1),

ϵx[m−1]

ϵx[m−2]

)
, x ∈ S. (15)

In section V amethod is proposed to optimize theMU-HARQ
parameters. First the corresponding problem is formulated
and then a projected gradient based method is proposed to
find the best MU-HARQ parametrization.

D. PARTICULAR MODEL INSTANCES
The general MU-HARQ was introduced in the previous
section. In the following sub-sections we present and
discuss two particular model examples to allow a better
understanding of the model and establish a link to a method
from the literature [11].
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1) SINGLE-USER IR-HARQ
The SP state space for themth round of a single user scenario
(G = 1) is S = {(x(1) = 1, · · · , x(m) = 1, x(m+1) =
0, · · · , x(M )

= 0) : m ≤ M}. When m < M then no
parameter is required for the remainder M − m rounds as
the transmission procedure already ended (BS successfully
decoded user data). As M rounds are considered and G = 1,
then onlyM parameters are required, one new parameter per
round. Let θx ′[m] = (nx ′[m] , px ′[m] ) denote such a parameter,
then from (4), (5) and (8) it follows that

E2 = nx ′[1]px ′[1] +
M∑
m=2

ϵx ′[m−1]nx ′[m]px ′[m] , (16)

ϵ2 = ϵ (2x ′) , (17)

t2 =
M∑
m=1

tx ′[m] =
wT
G

M∑
m=1

nx ′[m] =
M∑
m=1

nx ′[m] (18)

where x ′ = {x(1) = 1, . . . , x(M )
= 1}. The proposed

model extends the one presented in [11] by adding the
notion of transmission bandwidth, which is necessary to draw
comparisons between multi-user and single-user scenarios.
Indeed, looking at (16)(17)(18) we see that the model
described in [11] is a particular case of our model as the
expressions become equivalent when applied to a single user
IR-HARQ with a constant transmission bandwidth equal to
WT
G = 1.

2) MU-HARQ WITH TWO ROUNDS
Let us now consider a scenario with two rounds and multiple
users. For this case, the SP state space is S = {(x(1) =
G, x(2) = y) : 0 ≤ y ≤ G}. From (4), (5) and (8) follows
that

E2 = nx[1]px[1] +
1
G

∑
x∈S

x[2]nx[2]px[2]Pbin(x
(2)
;G, ϵx[1] ),

(19)

ϵ2 =
∑
x∈S

ϵx[2]Pbin(x
(2)
;G, ϵx[1] ), (20)

t2 =
1
wT

max
x∈S

(
Gnx[1] + x

(2)nx[2]
)
. (21)

This scenario corresponds to the simplest model for the MU-
HARQ case (M = 2) and is used in the following section,
where it is shown that the proposed method asymptotically
achieves the SU-HARQ average latency.

IV. ASYMPTOTIC PERFORMANCE
In this sectionwe prove that the proposedMU-HARQ scheme
can, asymptotically, reduce the latency down to the average
latency of any SU-HARQ scheme. We first prove it for a
two transmission round scheme i.e. M = 2, and then show
that it can be directly generalized for a generic number of
transmissions.

Consider a SU-HARQ scheme with M = 2 rounds trans-
mitting through a bandwidthWSU

x ′ = {wx ′(1) = 1,wx ′(2) = 1}

with parameterization 2SU
x ′ , defining the probability of error

ESUx ′ and transmission duration T SU
x ′ = N SU

x ′ due to (13)
and (14), respectively. We further assume that the SU-HARQ
scheme satisfies the target QoS, i.e., ϵSU2 = ϵT and tT =
tSU2 . We can apply the SU-HARQ parameterization to a
MU-HARQ scheme, meaning that 2MU

x = 2SU
x ′ resulting

in ϵMUx = ϵSUx ′ and tMUx = {tSU
x ′[1]
, tSU
x ′[2]
/wMU

x[2]
} (13) (14).

Therefore, the MU-HARQ transmission duration depends on
the available bandwidth. In an asymptotic regime of a infinite
number of groupmembers, the available bandwidth at themth
transmission round is described by the following theorem,
Theorem 1: Let ϵ(m) be the error probability of the mth

transmission round, identical for all x ∈ S SP realizations,
and W (m) the R.V. describing the available bandwidth for
the mth MU-HARQ round. Then, in the asymptotic regime
of an infinite group size G, W (m) is equal to

wx[1]
ϵ(m−1)

with
probability 1, i.e., for any ζ ∈ R+.

lim
G→∞

P
(
|W (m)

−
wx(1)
ϵ(m−1)

| < ζ
)
= 1 ∀m ∈ [1,M ], (22)

Proof: Appendix.B.
From Theorem 1 we know that for an asymptotically infinite
group size,

wMUx(m) =
wSU
x ′(m)

ϵSU
x ′[m−1]

=
wMU
x(m)

ϵMU
x[m−1]

=
wT

GϵMU
x[m−1]

=
1

ϵMU
x[m−1]

, (23)

where wT
G = 1. This means that in the asymptotic regime,

the MU-HARQ with parametrization 2MU
x = 2SU

x ′ has a
transmission latency defined by tMU2 = tSU

x ′[1]
+ ϵSU

x ′[1]
tSU
x ′[2]

(14), which is equal to the average latency of the original
SU-HARQ scheme. Likewise, for a MU-HARQ with M
transmission rounds, the obtained latency is

tMU2 = tSUx[1] +
M∑
m=2

ϵSUx[m−1] t
SU
x[m] , (24)

which is equal to the average SU-HARQ latency with M
transmissions. The latency reduction mechanism is exem-
plified in Fig. 2. In the second transmission, both U (2) and
U (4) have twice the bandwidth compared to the MSU-HARQ
scheme, as illustrated in Fig. 2. Therefore, in MU-HARQ,
U (2) and U (4) can transmit the same number of symbols in
half the time it takes in MSU-HARQ.

The general result (24) is achieved by simply using the SU-
HARQ parameters. However, in the optimization framework
we optimize all these parameters for each x ∈ S, in order to
achieve the SU-HARQ average latency with a realist group
size.

V. LATENCY MINIMIZATION PROBLEM AND
OPTIMIZATION METHODS
In this section we describe a latency minimization method
that considers a URLLC target reliability paired with an
energy budget constraint. The direct latency optimization
problem is complex and to circumvent it, we show that the
optimal solution of the latency optimization problem can
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be obtained by optimally solving an energy minimization
problem, whose solution is less complex to compute. This
is followed by the description of two energy optimization
algorithms. The first algorithm, presented in subsectionV-C2,
is proven to be optimal for any group size G. The second
algorithm, presented in subsection V-C2, is a low-complexity
sub-optimal solution that is better suited for a variable number
of transmissions (M > 2). The optimal algorithm importance
is two fold, it offers a optimal low-complexity solution
for two transmission HARQ and at the same time sets the
performance baseline of the sub-optimal algorithm.

A. LATENCY OPTIMIZATION PROBLEM FORMULATION
The latency minimization problem can be mathematically
formulated as follows,
Problem 1:

T ⋆2(ET ) = min
2=(N ,E)

t2 (25)

s.t. E2 ≤ ET (26)

ϵ2 ≤ ϵT (27)

2 ∈ 3 (28)
The inequality (26) defines the average energy budget
constraint, (27) is the reliability constraint and (28) defines
the parameters constraint, where

3 = {((nx[1] , ϵx[1] ), · · · (nx[i] , ϵx[i] ), · · · , (nx[M ] , ϵx[M ] )) :

1 ≤ nx[i] , 0 < ϵx[i+1] < ϵx[i] < 0.5, i ∈]1,M [, ∀x ∈ S}.
(29)

Following the approach in [12], (25) is optimized over (n, ϵ),
meaning that from now on θ = (n, ϵ). Since it is not possible
to explicitly define a function px[m]

(
Nx[m] , Ex[m]

)
, x ∈ S

[12], one has to obtain the resulting value of px[m] with some
iterative algorithm.We follow the approaches in [11] and [12]
and use the successive bisection algorithm to compute px[m]
given 2x[m] =

(
Nx[m] , Ex[m]

)
.

The latency minimization problem is hard to solve due
to the constraint (26) which is a non-convex and non-linear
function of the parameterization. In the next subsection we
establish the relationship between the optimal solutions of
Problem 1 with a MU-HARQ energy minimization problem.
This allow us to obtain the optimal solution of Problem 1
through a energy minimization problem, which we show to
be simpler to optimize.

B. LATENCY MINIMIZATION THROUGH ENERGY
OPTIMIZATION
Let T ⋆2(ET ) be the optimal latency (25) as a function of
the energy budget ET . Likewise, let E⋆2(tT ) be the minimal
achievable average energy as a function of the delay budget
tT . Hence, E⋆2(tT ) can be obtained by solving the following
optimization problem,
Problem 2:

E⋆2(tT ) = min
2S

E2 (30)

s.t. t2 ≤ tT (31)

ϵ2 ≤ ϵT (32)

2 ∈ 3 (33)
The inequality (31) defines the latency constraint, which is
the only one not defined in Problem 1. Several works [11],
[12] studied FBL energy optimization problems similar to
Problem 2. From [11, Lemma 2], we know that the optimal
solution of Problem 2, satisfies the constraint (32) with
equality, allowing us to change it to

ϵ2 = ϵT , (34)

which simplifies Problem 2. Likewise, we know that in
both frameworks [11], [12], E⋆2(tT ) is proven to be a
monotonic decreasing function. The proofs are not applicable
for MU-HARQ, however the monotonicity property is
numerically verifiable for a MU-HARQ scheme, as shown
for M = 2 in Section VI. This motivates the formulation of
the following conjecture,
Conjecture 2: Let E⋆2(tT ) represent the optimal energy

value of Problem 2 as a function of the delay budget tT given
the number of information bits B, target probability of error
ϵT , number of transmission roundsM and group size G. Then,
E⋆2(tT ) is a strict monotonic decreasing function.

From Conjecture 2 follows that E⋆2(tT ) is an injective
function meaning that the optimal solution of Problem 2
satisfies (31) with equality. We set the duration of the M th
round for every x ∈ S as a dependent variable

Tx =
{
tx[1] , · · · , tx[M−1] , tT − y : y =

M−1∑
m=1

tx[m]
}
, ∀x ∈ S,

(35)

removing the latency constraint that is incorporated into
the objective function, further simplifying the problem.
We define K as the set of parameters that comply with all the
simplifiedProblem 2 constraints. For these reasonsProblem 2
is comparatively less complex to solve than Problem 1. The
relationship between E⋆2(tT ) and T

⋆
2(ET ) is established in the

following theorem,
Theorem 3: Let T ⋆2(ET ) be the optimal solution of Prob-

lem 1 as a function of the target energy budget ET and,
E⋆θ (tT ) the optimal solution of Problem 2 as a function of the
delay budget tT . Then, if Conjecture 2 is true, the following
relationship is verifiable E⋆2(tT ) = T ⋆2

−1(tT ), i.e., ET =
E⋆2(T

⋆
2(ET )).
Proof: Appendix. C

Considering these results, we know that
1) From the monotonic property of E⋆2(tT ) follows that the

function f2(tT ) = E⋆2(tT ) − ET has, at most, a single
zero.

2) From Theorem 3, follows that the zero of f (tT ) is equal
to T ⋆2(ET ).

Considering both these points, one can obtain the optimal
solution of Problem 1, i.e. T ⋆2(ET ), by obtaining the zero
of f2(tT ). For this, we apply Brent’s method to f2(tT ) due
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to its balance between reliability and convergence speed.
Whenever Brent’s method requires a query to f2(tT ) (and
consequently E⋆2(tT )), we solve Problem 2 using the corre-
sponding tT as the latency constraint. This approach pushes
all the complexity of solving Problem 1 into Problem 2.

C. ENERGY OPTIMIZATION FRAMEWORK
In this section two algorithms to solve Problem 2 are pro-
posed. The first algorithm is optimal for a two-transmission
(M = 2) MU-HARQ system with arbitrary group size.
The second algorithm is suboptimal but has significantly
lower complexity, making it well-suited for systems with an
arbitrary number of transmissions (M > 2).

1) OPTIMAL ALGORITHM
Considering a two transmission MU-HARQ, one can formu-
late the following theorem,
Theorem 4: For a two transmissions MU-HARQ scheme

(M = 2)with probability of error and number of channel uses
in the first round ϵ′1 and n

′

1, and an arbitrary group size (G ≥
1), the problem (30) is convex over the set of probabilities of
error of the second transmission ES(2) if max(ES(2) ) < 0.5.

Proof: Appendix.D.
From Theorem 4, one can employ a convex optimization
algorithm and obtain the optimal ES(2) given a pair 2S(1) =

(nS(1) , ϵS(1) ). Therefore, this optimization algorithm should
be computed for each possible 2S(1) . Being both upper and
lower bounded (14)(31)(33), one has to introduce an adequate
discretization step for ES(1) denoted 1E . This approach is
viable for two reasons. First, the possible number of pairs
2S(1) does not scale with the group size G. Second, as NS(2)

is defined through the relationship (14)(35), ES(2) are the only
remaining unknowns and can be obtained through convex
optimization - Theorem 4. Hence, we iterate through all
possible combinations of (nS(1) , ϵS(1) ) and for each pair we
solve Problem 2 by employing the log barrier method [26] on
the inequality constraints and the Newton’s method to obtain
the KKT satisfying solution [26].

To ease the search over ES(1) , we do the steps on CS(1)
domain, CS(1) = Q−1(ES(1) ), as it allows a simple linear step.

2) SUB-OPTIMAL ALGORITHM
In order to eliminate the exhaustive numerical search,
we perform joint optimization over all design variables
(NS[M−1] , ES ) using the projected gradient descent method.
Due to the nature of objective function, Problem 2 has a
intrinsic barrier on the inequality constraints 3. Thus, if the
gradient step is small enough, the inequality constraints
are preserved and only the equality constraint (34) remains
problematic. Nevertheless, after each gradient step, we have
to perform a projection step in order to push the current
solution back onto the feasible set. These procedures are
described in Algorithm 1, where we see that on the main loop,
the gradient step (line 1) is always followed by the gradient
projection (line 2). Since the equality constraint only depends

on ES(M ) , the projection step onto the equality constraint is
only performed on ES(M ) (line 2.4)(line 2.5). However, after
the projection step some elements of ES(M ) might violate
their inequality constraints (line 2.6). When this happens
we undo the projection onto the equality constraint, and set
the violating elements on the edge off their corresponding
violated constraint (line 2.7). At this point, if the resulting
vector lies on the feasible set the projection operator returns,
otherwise it repeats the previously described process without
considering the elements inA, as they already are on the edge
of the constraint. This process is repeated until the resulting
solution is on the feasible set K.

Algorithm 1 Sub-Optimal Algorithm

1 Input: G, ϵT , tT , B, M
2 Output: 2
3

4 # Energy Minimization : Main Loop
5 while Stop Condition == 0 do
6 /* Gradient step.*/
7 1 2′← 2− α∇E2
8 /* Projection step.*/
9 2 2← P(2′)

10

11 # Projection Step : P(2′)
12 2.1 A← ∅
13 2.2 ES(M ) ← E ′S(M )

14 while ES(M ) /∈ K do
15 /* Active elements indices : only these are used when

projecting onto the equality constraint.*/
16 2.3 A← S(M)

\A
17 /* Compute β using A.*/
18 2.4 β ←

ϵ2′−ϵT

∥ ∇
ES(M )

ϵ2′∥
2

19 /* Project active elements onto equality constraint.*/
20 2.5 E ′′A← E ′A − β∇E ′Aϵ2′
21 /*Update Index of inequality violating elements. */
22 2.6 A← A ∪ {A′ : E ′′A′ /∈ 3}
23 /*Elements are set in the edge of the violated
24 constraint */
25 2.7 E ′A← argminE∈3||E − E ′′A||
26 /* Set the value to the projection step output.*/
27 2.8 ES(M ) ← E ′S(M )

D. COMPLEXITY ANALYSIS
In this section, we evaluate the complexity of both the optimal
and sub-optimal algorithms.

1) OPTIMAL ALGORITHM
The optimal algorithm relies on Brent’s method. On each
Brent’s method iteration, two main sequential operations are
performed:
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1) Numerical search on the ζ = 2
∑M−1

m=1

(G+m−2
G−1

)
parameters of the firstM − 1 transmission rounds.

2) Newton method to obtain the ζ (M )
=

(G+M−2
G−1

)
error

probabilities of the last round.
The numerical search needs a quantization step on the
continuous variables. The number of different parameter
values one has to sweep during the numerical search is
inversely proportional to the quantization step. Then, the
numerical search has a complexityO

(
( 1
1
)ζ

)
, where1 is the

applied quantization step size. The Newton method is used
to obtain the values of ζ (M ) parameters, which translates into
a complexity ofO

(
(ζ (M ))3.5

)
. Hence, the overall complexity

of the optimal algorithm is O
(
( 1
1
)ζ (ζ (M ))3.5kBrent

)
, where

kBrent represents the number of iterations required for Brent’s
method to converge. Analysing ζ , one is able to verify that
ζ = 2 forM = 2, independently of the group sizeG, and that
it exhibits a fast increase when the inequalities M > 2 and
G > 1, are satisfied. This rapid increase in complexity
for M > 2, motivated the development of the sub-optimal
algorithm.

2) SUB-OPTIMAL ALGORITHM
The sub-optimal algorithm relies on the Brent’s method
as well. On each iteration of Brent’s method, two main
sequential operations are performed:
1) Gradient descent on all ζ + ζ (M ) parameters.
2) Projection step on all ζ (M ).

The gradient descent step has the cost of computing
ζ + ζ (M ) derivatives and updating the values of ζ + ζ (M )

variables. Hence, the complexity of the gradient step is
O

(
C(ζ + ζ (M ))

)
, where C is the cost of computing each

derivative and updating the values of the parameters. The
projection step is a simple linear projection, being its
complexity O

(
Cζ (M )

)
. Therefore, the overall complexity

of the sub-optimal algorithm is O
(
C(ζ + 2ζ (M ))kPGDkBrent

)
where kPGD represents the number of iterations required for
the projected gradient descent algorithm to converge.

From previous complexity analysis, onemay verify that the
complexity of the sub-optimal algorithm scales linearly with
the number of parameters, whereas the optimal algorithm
demonstrates exponential complexity scaling.

As a final remark, we would like to emphasize that, since
the algorithm outputs the parameters for every X realization,
it does not have to be executed before every transmission,
provided that these parameters are saved in a look-up table
(LUT). Indeed, the algorithm has to be executed only when
there are changes in either the QoS, the constraints or the
quality of the channel. In any other scenario, the UEs just
have to access the LUT to determine the optimal transmission
parameters, given the current group state.

VI. RESULTS
In this section we present the numerical results. The main
objective of this work is to assess the latency performance and
resource efficiency gains of using the proposed MU-HARQ

TABLE 2. Simulation parameters.

scheme forGUEs instead of the MSU-HARQ scheme. In the
MSU-HARQ setup, G optimal SU-HARQ schemes operate
concurrently on dedicated bandwidths wT

G = 1. To achieve
this assessment, we use two schemes from the existing
literature [10], [11] as benchmark.We selected these schemes
because they have been proven to offer optimal performance
in terms of latency [11] and average latency [10]. By compar-
ing our proposed MU-HARQ scheme to the optimal latency
performance of MSU-HARQ, we can quantify the achievable
latency gains. Furthermore, by comparing our results to the
optimal average-latency performance, we can assess how
closely our system approaches the asymptotic limit discussed
in Section IV.
Due to the optimal latency performance and non-

cooperative nature of the benchmark scheme, the obtainable
gains can only be attributed to the inherent MU-HARQ
cooperation. Indeed, in order to attain a fair comparison, the
minimal obtainable latency of both schemes are compared for
the same wT , ET and ϵT . As the feedback latency increases,
the latency performance of both schemes degrades equally,
resulting in a constant performance difference between
the two for varying feedback latency values. Therefore,
all the comparisons are drawn considering zero feedback
latency. We focus on two different transmission parameters
{B = 256, ϵT = 10−5} as these are used in [10] and [11]
and {B = 64, ϵT = 10−9}, which is a more extreme scenario,
aligned with industrial networks [1]. The simulation
parameters are laid out throughout the text, but we have
summarized them in Table 2 for readers’ convenience.
We denote a MSU-HARQ scheme optimized with pro-

cedures [10] and [11] by SU and E[SU ], respectively. Let
us define tMU and tSU as the lowest achievable latency
by the MU-HARQ and SU , given an average energy
budget and a reliability target. Likewise, let E[tSU ] be the
lowest achievable average latency by E[SU ], given the same
conditions.With this second approach, we are able to evaluate
the minimum group size required to achieve the asymptotic
performance discussed in Section IV. It is now possible to
quantify the latency reduction incurred by switching from
MSU-HARQ to MU-HARQ as 1 − tMU

tSU
. Notice that, when

comparingMU-HARQ and SU withE[SU ], the y axis should
be interpreted as the delay budget t2 for the first two,
and as average delay 12 for the latter. We also compare
the resource wastage of SU with our MU-HARQ scheme.
Resource wastage happens when some of the statically
allocated resources are not used. We use ψSU and ψMU to
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FIGURE 4. E⋆(tT ) is strict monotonic decreasing for B = 64 and M = 2.

FIGURE 5. Optimal Algorithm vs Sub-Optimal Algorithm for M = 2,
B = 256 and ϵT = 10−5.

denote the average number of channel uses wasted (unused)
by SU and MU-HARQ, respectively. On the MSU-HARQ
scheme, resources are wasted when the UE achieves early
success and does not need to do the M transmissions Fig. 2.
On the MU-HARQ scheme, there are wasted resources when
at some point, all the G UEs achieved early transmission
success. The resource wastage reduction can be quantified
through 1− ψMU

ψSU
.

In Fig. 4 the function E⋆(tT ) for M = 2 is presented
for several different parameter combinations. We can see
that the function is strictly decreasing. This indicates that
Conjecture 2 is true for M = 2, meaning Problem 1 can
be optimally solved for these parameters by applying the
Brent’s method paired with the optimal energy optimization
algorithm, as previously described. Results for M >

2 were also obtained, whose results reinforced the belief that
Conjecture 2 is indeed true.
Furthermore, it can be observed that both the optimal and

sub-optimal algorithms yield identical solutions for M = 2,
B = 256, and ϵT = 10−5 (the parameterization used in [11]),

FIGURE 6. Comparing MU-HARQ solution M = 2 with SU and E[SU ] for
M = 2, B = 256, ϵT = 10−5.

FIGURE 7. Comparing E[SU ] with MU-HARQ for B = 64, ϵT = 10−9 and
G = 10.

which is evidenced by Fig. 5, thereby attesting to the sub-
optimal algorithm excellent performance.

In Fig. 6 we compare the performance of the optimal
MU-HARQ solution with SU and E[SU ], for M = 2.
It is possible to observe that the MU-HARQ with G =
10 already outperforms E[SU ]. This means that, the MU-
HARQ with a group size of 10 is already able to meet
the SU-HARQ optimal average latency. In fact, for a group
size of G = 50 the MU-HARQ scheme widens the gap
between the optimal average latency and optimal SU-HARQ
average latency. This is justified by the result of Section IV,
which proved that as G increases to infinity it is possible
to reduce the latency to the average latency of any SU-
HARQ scheme. The proof of section Section IV focuses on
the asymptotic case and does not preclude that for finite
G we may get a solution below this limit. Since G =
10 outperforms the proven asymptotically achievable results,
we further investigate the performance of this group size.
In Fig. 7, we observe that even for B = 64 and ϵT = 10−9,
a group size of 10 is enough to reduce the latency down to the
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FIGURE 8. Latency reduction when using MU-HARQ instead of SU [11] for
G = 10.

optimal MSU-HARQ average latency [10], even for different
values ofM .

The latency reduction 1 − tMU
tSU

is represented in the
y-axis of Fig.8, for {B = 64, ϵT = 10−9} and {B =
256, ϵT = 10−5}. We can see that switching from MSU-
HARQ to MU-HARQ entails a latency reduction that can
go as high as 24.5% for {B = 64, ϵT = 10−9} and
13% for {B = 256, ϵT = 10−5} when considering the
same range of target energy per information bit B. This
difference in results is justified by the fact that a higher B
and ϵT the optimal MSU-HARQ solution spends most of
the delay budget on the first transmission, leaving a smaller
margin for MU-HARQ to improve. It should be emphasized
that these results assume zero latency feedback. Indeed,
as the feedback latency increases with respect to the HARQ
round duration, one can expect 1 − tMU

tSU
to diminish while

tSU − tMU stays constant. Nevertheless, for use cases like
factory automation, the propagation times will be extremely
low, being the remaining feedback latency dependent on the
processing time at the BS. As the BS processing power is a
centralized resource, it can be increased in order to keep the
feedback latency under control. The latency reduction means
that it is possible to allocate the original bandwidth wT to a
smaller time interval. Therefore, the amount of preallocated
resources is also reduced by the same percentage as the
latency reduction depicted in Fig. 8. For this case however,
this reduction is independent of the feedback latency.

Since freed resources are used by active group members,
the group allocated resources are only wasted when no group
member is active. On other hand, the SU-HARQ wastes
resources every time an UE does not use all the M pre-
allocated transmissions. As seen in Fig. 9, switching from
SU-HARQ to MU-HARQ can entail a wasted resources
reduction in the interval [90%, 93%], for {B = 256, ϵT =
10−5} and [85%, 88%] for {B = 64, ϵT = 10−9}. Given a
targetM , there are values of ET < Emin to which there are no
possible MU-HARQ solutions in given range, justifying the
format of some of the curves seen in both Fig. 8 and Fig. 9.

FIGURE 9. Wasted resources reduction by switching from SU to
MU-HARQ for G = 10.

One crucial consideration lies in the practicality of the
optimal parameterization. For SU-HARQ, the optimization
reveals that in a wide range of scenarios, approximately 90%
of the delay budget is allocated to the first transmission round.
Consequently, if success is not achieved in this initial round,
there is a very limited time left, and power in the subsequent
rounds has to increase significantly. In contrast, with MU-
HARQ, the resources in the frequency domain aremore likely
to expand after the first round, providing greater degrees
of freedom for optimization and eliminating the need for
extreme values in peak power. Therefore if constant power or
peak limitations are required, the advantages of MU-HARQ
become considerably more evident.

VII. CONCLUSION
In this paper a URLLC distributed cooperative scheme
was devised. The proposed scheme combines group-based
preallocation and IR-HARQ in order to: eliminate dynamic
signalling overhead without collisions and provide improved
latency and resource efficiency performance. In terms of sig-
nalling, these benefits are achievable using only the standard
IR-HARQ signalling. We proved that this group-scheme,
by implicitly making use of the law of large numbers, is able
to reduce the latency to a value as low as the average latency
of any SU-HARQ scheme. For this reason, we formulated a
latency minimization problem, and devised both an optimal
an sub-optimal algorithm to solve it. The optimal algorithm
is suitable for two transmissions since its complexity, that
increases exponentially with the number of transmission,
is still affordable with two transmissions. To cope with this
increase in complexity, we designed a sub-optimal low-
complexity algorithm, suitable for practical implementations
involving a higher number of MU-HARQ transmissions. The
results showed that the proposed MU-HARQ scheme is able
to reduce the latency down to the average SU-HARQ latency.
The amount of preallocated resources is reduced to the
average used resources in the MSU-HARQ. The probability
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that these resources are left unused is also reduced in the
MU-HARQ.

In short, the proposed scheme is able to keep all the benefits
of having persistent scheduled resources while mitigating its
drawbacks and reducing the latency. These results showed
that the proposed scheme can be leveraged in order to
comply with strict URLLC requirements of 5G and beyond
communications.

APPENDIX A
PROOF OF BINOMIAL EXPRESSION
Let us define S(m) = 1 and S(m) = 0 as the event of
transmission sucess and transmission failure of an UE at the
mth round, respectively. Therefore we know that P(S(1) =
0) = ϵ(1) and P(S(1) = 1) = 1 − ϵ(1) where ϵ(m) is the
probability of error on the mth round. Likewise, we know
that P(S(2) = 0, S(1) = 0) = ϵ(2) which generalizes
for P(S(m) = 0, S(m−1) = 0, · · · , S(1) = 0) = ϵ(m). Hence,
we know that

P(S(2) = 0|S(1) = 0) =
P(S(2) = 0, S(1) = 0)

P(S(1) = 0)
=
ϵ(2)

ϵ(1)
,

(36)

which we generalize as follows

P(S(m) = 0|S(m−1) = 0, · · · S(1) = 0)

=
P(S(m) = 0, S(m−1) = 0, · · · , S(1) = 0)

P(S(m−1) = 0, · · · , S(1) = 0)
=

ϵ(m)

ϵ(m−1)
.

(37)

When group of sizeG is at a stateX (m)
= x(m), then it can only

transit to a state X (m+1)
= x(m+1) such that x(m) ≥ x(m+1).

This state transition happens when x(m) UEs failed the first
m transmissions and from these x(m) still active UEs, x(m+1)

fail the (m + 1)th transmission round. The probability one
UE failing the (m+ 1)th round knowing that it already failed
the previous m rounds, is equal to ϵ(m+1)

ϵ(m)
(37). Therefore,

the transition from state X (m)
= x(m+1) to X (m+1) follows

a binomial distribution

X (m+1)
∼ B

(
x(m),

ϵ(m+1)

ϵ(m)

)
(38)

or more generally, the conditional binomial distribution of
X (m+1) given X (m)

X (m+1)
|X (m)

∼ B
(
X (m),

ϵ(m+1)

ϵ(m)

)
. (39)

APPENDIX B
MU-HARQ ASYMPTOTIC BEHAVIOR
We start this proof for a MU-HARQ with M = 2 which
is then generalized for a general M , The Chernoff bound
provides a upper bound on the cumulative distribution of a
binomial RV X = B(n, p),

P(X ≤ x) ≤ e−nD(
x
n ∥p) (40)

being D(a∥b) the Kullback-Leiber divergence,

D(a∥b) = a log
(a
b

)
+ (1− a) log

(
1− a
1− b

)
. (41)

To show limG→∞ P(X (2)
≥

G
R + 1) = 0 where R =

G
x(2)
=

w(2)

w(1) , we introduce the random variable X̃ (2) which
represents the number of non-active group members. Hence,
X̃ (2)
= G − X (2) and limG→∞ P(X (2)

≥
G
R + 1) = 0 ⇔

limG→∞ P(X̃ (2)
≤ G− G

R − 1) = 0 and we get

P(X̃ (2)
≤ G−

G
R
− 1) ≤ e

−GD
(
G−GR −1

G ∥1−ϵ(1)
)
, (42)

as G increases to infinity.
We know that D(a∥b) ≥ 0. When 1

R = ϵ(1),

D
(
1− 1

R∥1− ϵ
(1)

)
= 0, which is its minimum value. On all

the remaining possible values of R ∈ [1,∞] \ { 1
ϵ(1)
}, Z =

D
(
1− 1

R∥1− ϵ
(1)

)
being Z ∈]0,∞[,

lim
G→∞

e
−GD

(
G−GR −1

G ∥1−ϵ(1)
)
= e−∞Z = 0. (43)

This implies that, asymptotically P(X̃ (2)
≤ G − G

R − 1) is
upper bounded by zero (42)(43). Being P(X̃ (2)

≤ G− G
R − 1)

a probability, implies P(X̃ (2)
≤ G − G

R − 1) = 0. Another
thing to note is the following relationship

lim
G→∞

P(X (2)
≤
G
R
− 1) = lim

G→∞
P(X (2)

≥
G
R
+ 1). (44)

Therefore, as the number of group members G grows, the
amount of bandwidth available per UEwill be, with certainty,
equal to w(2)

= Rw(1)
=

w(1)

ϵ(1)
. Hence,

lim
G→∞

P(|W (2)
−
w(1)

ϵ(1)
| < ζ ) = 1. (45)

We can generalize this proof to a general number of
transmissions M by noting that, the state probabilities at the
m − 1th round, only depend on both ϵ(m−1) and the group
size G (39). Hence, one can apply the same two transmission
proof to any transmission round, by assuming that the
current transmission round m is the second transmission
of a two round IR-HARQ, where the first transmission
had a probability of error ϵ(m−1). We can apply this proof
to successive transmissions, since the parameters Px[m−1] ,
Nx[m−1] and Ex[m−1] are kept constant as the proof goes on.
Hence, in general

lim
G→∞

P(|W (m)
−

w(1)

ϵ(m−1)
| < ζ ) = 1 ∀m ∈ [1,M ] (46)

APPENDIX C
PROOF THAT ET = E⋆

2
(T ⋆

2
(ET ))

In this section we want to prove that E⋆2(tT ) = T ⋆2
−1(tT ).

Following Conjecture 2 we know that E⋆2(tT ) > E⋆(tT + 1),
being E0 = E⋆2(tT ) the minimum average energy for delay
budget tT . Similarly, let t0 = T ⋆2(E0), be the minimum
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achievable latency given the energy budget E0. We prove that
t0 equals to tT by showing that the proposition t0 ̸= tT leads to
contradictions. For this consider consider a solution2 where
E⋆2(tT ) = E0, a solution2′ such that t2′ = T ⋆

2′
(E0) = t0 and

a solution2′′ that is optimal energy wise for the delay budget
t0 i.e., E2′′ = E⋆

2′′
(t0). For the case where t0 < tT it follows

from Conjecture 2 that E⋆2(tT ) < E⋆
2′′

(t0) ⇔ E0 < E⋆
2′′

(t0),
however T ⋆

2′
(E0) = t0 states that the solution 2′ complies

with a delay budget t0 by using a lower energy budget,
implying that 2′′ is not optimal, which is a contradiction.
Likewise, if tT < t0 then2′ is not optimal as2would comply
to a lower delay budget with the same energy constraint,
which is also a contradiction. Therefore, t0 has to be equal to
tT , meaning that 2′′ = 2′ = 2 and E⋆2(tT ) = T ⋆2

−1(tT ) ⇔
ET = E⋆2(T

⋆
2(ET )).

APPENDIX D
PROOF OF CONVEXITY
For a two transmission MU-HARQ the average transmission
energy of one UE can be defined as

E = nx[1]px[1] +
∑
x∈S

nx[2]px[2]Pbin(x
(2),G, ϵx[1] )

x(2)

G
(47)

where px[1] is a function of ϵx[1] and nx[1] , px[1]
(
nx[1] , ϵx[1]

)
,

however px[2] is a function of ϵx[2] , nx[1] , and ϵx[1] since TS[2] =

tT − t1. The derivative of (47) relative to ϵx[2] ∀x ∈ S

∂E
∂ϵx[2]

= Pbin(x(2),G, ϵx[1] )
x(2)

G
nx[2]

∂px[2]
∂ϵx[2]

= Pbin(x(2),G, ϵx[1] )
(tT − nx[1] )G

x(2)
x(2)

G
∂px[2]
∂ϵx[2]

. (48)

Since ∂E
∂ϵx[2]

does not depend on any ϵx ′[2] ∀x
′
∈ S \ {x}

means that the if nx[1] and ϵx[1] are kept constant, the Hessian
matrix is diagonal as the cross-derivatives are zero. Since it is
not possible to define the function px[2] (ϵx[1] , nx[1] , ϵx[2] ) [12],
we follow the same approach in [12] and obtain

∂px[2]
∂ϵx[2]

through

the implicit formula theorem [27]. From the PPV bound [6],
one can define Fx[m] (ϵx[1] , . . . , ϵx[m] , nx[1] , . . . , nx[m] ) [12]

Fx[m]
(
2x[m]

)
=

m∑
i=1

nx[i] log(1+ px[i] )

−Q−1
(
ϵx[m]

) √√√√ m∑
i=1

nx[i]px[i]
2+ px[i]

(1+ px[i] )2
− B log(2)

(49)

meaning that Fx[m] = 0∀x. Using the implicit function
theorem and Fx[2] (ϵx[1] , ϵx[2] , nx[1] , nx[2] ) one can obtain

∂px[2]
∂ϵx[2]

with

∂px[2]
∂ϵx[2]

= −
∂Cx[2]
∂ϵx[2]

∂Fx[2]
∂Cx[2]
∂Fx[2]
∂px[2]

, (50)

where Cx[2] = Q−1
(
ϵx[2]

)
. Knowing that

∂ϵx[2]

∂Cx[2]
= lim
1→0

−c
1

∫ Cx[2]+1

Cx[2]
e−

t2
2 dt = −

e−
C
x[2]

2

2
√
2π

< 0,

(51)

the first term of (50) can be obtained since
∂Cx[2]
∂ϵx[2]

=
1

∂ϵ
x[2]

∂C
x[2]

<

0. From (48) we can see that the cross-derivatives are zero,
hence the Hessian H is a diagonal matrix meaning that in
order to prove the convexity property it suffices to prove that
H ⪰ 0,

∂2En
∂ϵx[2]

2 = ϵx[1]Pbin(x
(2),G, ϵx[1] )(tT − n1)

∂2px[2]

∂ϵx[2]
2 . (52)

By inspecting (52), one can see that if
∂2px[2]
∂ϵx[2]

2 > 0 then

∂2En
∂ϵx[2]

2 > 0.

∂2px[2]

∂ϵx[2]
2

=
∂

∂ϵx[2]

(
∂px[2]
∂ϵx[2]

)

= −

 ∂Fx[2]
∂Cx[2]
∂Fx[2]
∂px[2]

×
∂2Cx[2]

∂ϵx[2]
2 +

(
∂Cx[2]
∂ϵx[2]

)2

×
∂

∂Cx[2]

 ∂Fx[2]
∂Cx[2]
∂Fx[2]
∂px[2]


(53)

We are going to analyze the sign of all the four terms of the

expressions (53). Going from left to right we start with

∂F
x[2]

∂C
x[2]

∂F
x[2]

∂p
x[2]

.

From [11, Lenma 1] we know that
∂px[2]
∂ϵx[2]

< 0. Likewise,
∂Fx[2]
∂Cx[2]

< 0 (49) and
∂cx[2]
∂ϵx[2]

< 0 (51), meaning that
∂Fx[2]
∂px[2]

> 0

(50) and

∂F
x[2]

∂C
x[2]

∂F
x[2]

∂p
x[2]

< 0. The second expression on (53) is

∂2Cx[2]

∂ϵx[2]
2 = −

√
2πCx[2]e

C
x[2]

2

2
∂Cx[2]
∂ϵx[2]

. (54)

From (54) is possible to verify that
√
2πe

C
x[2]

2

2
∂Cx[2]
∂ϵx[2]

< 0.

Since Cx[2] ∈ [−∞,+∞], means that
∂2Cx[2]
∂ϵx[2]

2 ≥ 0 ⇐⇒

Cx[2] ≥ 0 ⇐⇒ ϵx[2] ≤ 0.5. The third therm of (53) is a
square of a real number, hence is always positive. The fourth

element ∂
∂Cx[2]

 ∂F
x[2]

∂C
x[2]

∂F
x[2]

∂p
x[2]

 can be expanded as,

∂

∂Cx[2]

 ∂Fx[2]
∂Cx[2]
∂Fx[2]
∂px[2]
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=

∂2Fx[2]
∂Cx[2]

2 ×
∂Fx[2]
∂px[2]

−
∂Fx[2]
∂Cx[2]

×
∂

∂Cx[2]

(
∂Fx[2]
∂px[2]

)
(
∂Fx[2]
∂px[2]

)2 (55)

we verify that
∂2Fx[2]
∂Cx[2]

2 = 0, hence (55) can be further

simplified to

∂

∂Cx[2]

 ∂Fx[2]
∂Cx[2]
∂Fx[2]
∂px[2]

 = − ∂Fx[2]
∂Cx[2]

×
∂

∂Cx[2]

(
∂Fx[2]
∂px[2]

)
(
∂Fx[2]
∂px[2]

)2 , (56)

where
∂Fx[2]
∂Cx[2]

< 0 and ∂
∂Cx[2]

(
∂Fx[2]
∂px[2]

)
< 0

∂

∂Cx[2]

(
∂Fx[2]
∂px[2]

)
= −

nx[2]

(1+ px[2] )3
√
nx[1]px[1]

2+px[1]
(1+px[1] )

2 + nx[2]px[2]
2+px[2]

(1+px[2] )
2

,

(57)

meaning that

∂

∂Cx[2]

 ∂Fx[2]
∂Cx[2]
∂Fx[2]
∂px[2]

 < 0. (58)

Knowing the signs of all the terms in (53) allow us to
determine that

∂2px[2]

∂ϵx[2]
2 > 0 (59)

and that

∂2E
∂ϵx[2]

2 > 0 ∀x ∈ S. (60)

Therefore, the Hessian is a positive definite matrix as it
is a diagonal matrix positive diagonal elements, proving
that the optimization problem is indeed convex as long as
ϵx[2] < 0.5∀x ∈ S.
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