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Abstract
In many e-commerce platforms user communities share product information in the 
form of reviews and ratings to help other consumers to make their choices. This 
study develops a new theoretical framework generating a bipartite network of prod-
ucts sold by Amazon.com in the category “musical instruments”, by linking prod-
ucts through the reviews. We analyze product rating and perceived helpfulness of 
online customer reviews and the relationship between the centrality of reviews, prod-
uct rating and the helpfulness of reviews using Clustering, regression trees, and ran-
dom forests algorithms to, respectively, classify and find patterns in 2214 reviews. 
Results demonstrate: (1) that a high number of reviews do not imply a high product 
rating; (2) when reviews are helpful for consumer decision-making we observe an 
increase on the number of reviews; (3) a clear positive relationship between product 
rating and helpfulness of the reviews; and (4) a weak relationship between the cen-
trality measures (betweenness and eigenvector) giving the importance of the product 
in the network, and the quality measures (product rating and helpfulness of reviews) 
regarding musical instruments. These results suggest that products may be central to 
the network, although with low ratings and with reviews providing little helpfulness 
to consumers. The findings in this study provide several important contributions for 
e-commerce businesses’ improvement of the review service management to support 
customers’ experiences and online customers’ decision-making.

Keywords  Network of products · Reviews · Centrality (betweenness, eigenvector) · 
Quality (rating, helpfulness)

1  Introduction

E-commerce has been booming in the last years. The pandemic drove an enor-
mous uptick in e-commerce’s share of total retail spending around the world. The 
Global Commerce Forecast estimated that by 2025, digital shoppers will spend 
$7.391 trillion online. To put that in context, 10 years ago, total worldwide retail 

Extended author information available on the last page of the article

http://orcid.org/0000-0002-0621-956X
http://crossmark.crossref.org/dialog/?doi=10.1007/s10660-023-09725-1&domain=pdf


	 P. Campos et al.

1 3

spending amounted to just a little over $16 trillion [32]. The pandemic has brought 
new e-commerce opportunities to consumer goods. In e-marketplaces customers are 
increasingly finding and sharing useful information about products, such as photos, 
recommendations, reviews, and opinions to help others make buying decisions.

Sharing information about products and services is one of the greatest poten-
tials of e-commerce, seen as a data driven type of business. Information systems 
provide tools that make suggestions for customized products or services, such as 
books, music, transportation or even people, based on information about prod-
ucts and users. Besides, online reviews are playing an increasingly important role 
in consumers’ online shopping decisions [25]. Reviews and recommendations are 
used in companies that deal with large amounts of information, like Google News, 
Twitter, LinkedIn, Netflix [75], Amazon.com and Alibaba [52], providing results of 
customized recommendations for products of interest based on historical customer 
data. When used effectively, this information provides suggestions to users based on 
matched preferences of other users, on the customer profile built from their previous 
purchases, or on the search history collected from websites.

Research indicates that these systems increase sales and consumer satisfaction 
[35]. Thus, a small improvement in this type of systems can leverage larger rev-
enues [19, 52] and minimize sale risks [54]. However, academics and companies 
keep researching ways to increase their effectiveness to provide users with better 
recommendations [41, 45, 51].

We can delineate two main ways for communicating suggestions in e-market-
places [18]: recommendation systems and reviews (under the form of scores, rat-
ings, etc.). Recommendation systems are important tools in e-commerce as they pro-
vide users with machine generated personalized recommendations and allow them 
to discover new products for the same purpose through simplified search [14, 51]. 
Although recommendation systems usually achieve good results, the core recom-
mendation strategies must also be adapted to deal with unique user tastes, providing 
a personalized recommendation and to deal with trusted peer influence. Moreover, 
Filieri [34] states that consumer involvement and experience, as well as the type of 
website, affects the way consumers assess trustworthiness in online reviews.

Reviews are comments assigned to products posted by users in e-marketplaces 
that have become increasingly important in the consumer’s decision-making pro-
cess. Online product reviews websites, help consumers make informed decisions 
about purchasing new products and has become a major driving force in new prod-
uct sales, making effective e-marketing a critical success factor for new product 
launch [24]. For instance, e-marketplaces, such as Amazon.com allows users to 
comment on the products available on the platform by providing feedback to other 
users about product attributes, quality, or performance [62]. Noticeably, about 93% 
of U.S. adults read reviews before making online purchases, suggesting that the vast 
majority of consumers understand the benefits of reliable reviews and would be 
motivated to write accurate ones themselves [86].

The awareness of the reviews may influence the behavior of the users because 
they assume that the criticisms exposed in the respective products/services are 
written by the consumers themselves [76]. For this reason, users rely on mes-
sages of other users and prefer them to those created commercially [16]. There 
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are a number of reasons why people read reviews, from getting information, to 
building relationships in an online community or, affecting other readers’ behav-
ior [15, 46].

For e-retail managers, consumer reviews are a valuable asset [36], demonstrated 
by the positive relationship between positive consumer reviews and willingness 
to pay [4], as well as increased sales [21, 39], and how they proactively used and 
organized these “free assistants” for marketing initiatives [40], reducing sales costs 
on customer assistance and support.

Literature on rating and the determinants of reviews and utilities have made grad-
ual progress in designing and validating algorithms for calculating review utility 
scores and product ratings [28]. Given the great impact of product reviews on con-
sumer purchases [64] companies can manipulate reviews to increase sales, posting 
favorable reviews and/or eliminating negative reviews [17]. Due to these constraints, 
it is relevant to study the helpfulness of the reviews.

In this research we develop a new theoretical framework to analyze and explain 
product rating and perceived helpfulness—the terms helpfulness and usefulness 
being used interchangeably-, of the online customer reviews, from a social network 
analysis perspective. We consider that the analysis of complex networks is an appro-
priate technique to be used in this context, as it allows for capturing the true amount 
of reviews, not exactly by their absolute number, but by measuring the importance 
(assessed by the centrality measures) of the products reviewed. Centrality measures 
are used to assess the importance of a product in the network, since they help us to 
identify nodes (products) that are important in a network, either because they have 
many connections or because they are located in strategic positions. These nodes 
might be key products in the network or have a disproportionate influence on the 
network’s behavior. In addition, by identifying important products because they are 
central, we can make predictions about how a network might behave under different 
conditions. The more central a product is in the review network, the more important 
it will be. The network is originally a bipartite network [6], containing two types of 
nodes: reviewers and products. By projecting the bipartite network in a one-mode 
network of products it is possible to measure the products’ centrality. Network sci-
ence has been used to deal with reviews and ratings, as we can see in related work 
in Sect. 2.2. However, very little is known about the interplay between product rat-
ing, number of reviews and the helpfulness of the reviews in a network of products 
[83]. Our research aims to fill this gap by analyzing the importance of the products 
through the analysis of network centrality of reviews. So, one of the most innovative 
aspects of this work is the focus on the relationship between centrality and rating/
helpfulness. Our motivation is that centrality may reflect an increase in rating and 
helpfulness of product reviews.

We focus on centrality measures as a way of capturing the importance of the 
products being reviewed and relate centrality to the helpfulness and the rating of 
the products reviewed. For that purpose, we use a data set openly available from 
Amazon.com [42], and generate a network of products of the category “musical 
instruments”, by linking products with posted reviews. The network is based on the 
principle that two products are linked if they are reviewed by the same reviewer. 
More than 2214 reviews that originated 5562 relationships between 717 different 
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products have been analyzed using Machine Learning algorithms, such as Clustering 
and Regression Trees.

The paper is structured as follows: In Section  2, we discuss related work con-
cerning reviews, ratings, and helpfulness and we describe the research questions and 
hypotheses. Section  3 presents the methodology, data set and introduces the first 
concepts of network science and the mathematical formulations of the main metrics 
of network centrality and modularity. Section 4 presents the analysis of the results 
and Sect. 5 contains a final discussion of the main findings with conclusions. The 
limitations of the study and future research challenges are also presented.

2 � Theoretical framework

2.1 � Customer reviews, helpfulness and rating

Most e-platform interactions involve a variety of—often-heterogeneous—entities, 
such as customers, vendors, and public/private institutions that generally have no 
relationship history. These relationships are built in the form of feedback—reviews, 
helpfulness and ratings.

2.1.1 � Reviews

Online customer reviews provide new potential customers with relevant informa-
tion about a product or service [3]. Online consumer reviews are popular sources 
of information about products and services: 72% of consumers aged 25–34 seek 
information for recommendations and opinions before buying goods and services 
(Mintel, 2015). Reviews can be defined as any comment on a product or service 
written by a consumer [34]. It has been empirically shown that the type of online 
consumer reviews assigned to a product significantly impacts its future sales.

According to [1, 2] customer reviews help customers to learn more about the 
product and decide whether it is the right product for them. Consumers rely more 
and more on reviews to assess product quality when making purchasing decisions, 
and the criticisms set forth are an unbiased reflection on product quality. The litera-
ture indicates that the quality, reliability, and helpfulness of reviews are critical fac-
tors on the impact of sales volume and that the negative effect of reviews is greater 
than the positive effect [24].

Thus, a large number of researchers agree that reviews influence decision-making 
processes and affect individuals’ behavior [3, 31, 48, 58]. However, several authors 
[37, 67] found that users give more importance to the criticisms written by real cli-
ents than to statistical summaries [16]. This finding highlights the importance of 
truthful and unbiased peer-to-peer information when consumers rely on reviews to 
make wise buying decisions.

Reviews also have an impact on advertising. Hollenbeck et  al. [47] studied the 
relationship between online reviews and advertising spending in the hotel industry. 
They have combined a data set of TripAdvisor reviews with other data sets describ-
ing these hotels’ advertising expenditures, and show that online ratings have a causal 
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demand-side effect on ad spending. Some researchers also stress that fake reviews 
can result in unfair competition, where a product’s ranking is artificially inflated or 
deflated [43], and the usefulness of online reviews is impeded by false reviews that 
give an untruthful picture of product quality [74].

Therefore, helpful reviews could be a signal of truthful reviews as sincere con-
sumers write reviews to share their experiences, either positive or negative, that 
helped other consumers in their buying decision-making [74]. This suggests that 
helpfulness of reviews measure is of utmost importance in online marketplaces.

More often, decision-making is carried out within a social networking frame-
work, in which individuals rely on the opinions and support of their closest friends 
or people with similar interests. For this purpose, the reviews are published in elec-
tronic portals that are intended to collect opinions to aid decision making [65].

However, the proliferation of reviews and the wealth of information available 
generates a great information overload [60], making it difficult for consumers to 
orient themselves and determine the most useful information for them. As useful 
reviews can increase sales [38], several e-commerce organizations allow consum-
ers to vote on the helpfulness of each review, signaling to other consumers which 
reviews are the most useful for assessing the performance of the product.

Following, we elaborate on the importance of helpfulness of reviews, both from 
the customers and companies point of view.

2.1.2 � Helpfulness

Numerous studies have extensively studied the determinants, outcomes and the 
influencing factors of the helpfulness of online reviews. Kim et al. [51] looked at the 
association of different online product review features (i.e. review valence, length, 
pros and cons, helpfulness, authorship, and product recommendation) with purchase 
probabilities and offer theoretical contributions to the literature on information pro-
cessing, as well as managerial insights regarding how advertisers can use reviews 
and how firms should manage their online recommendation systems to better serve 
existing and potential consumers.

A helpful review reveals the diagnosis, i.e., the ability for other consumers to bet-
ter understand the quality and performance of the product or service [50]. The meas-
ure of helpfulness plays a critical role in the review and recommendation [38], and 
its importance arises from the fact that a popular product usually has many reviews 
for the consumer to read. Therefore, assessments need to be classified and recom-
mended for consumers. For example, Amazon.com asked readers to vote on the 
helpfulness of product reviews, with the ultimate goal of influencing consumer deci-
sions by offering more useful reviews. According to Yang et al. [87], Amazon.com 
raises profits annually by $2.7 billion with this question: “Was this review useful?”.

Therefore, the helpfulness of a review relies on reliable and unbiased customer-
based information, helping consumers in the online buying decision-making pro-
cess. From a business point of view, it is important to implement a scale to classify 
the helpfulness of user assessments to understand their perceptions of products and/
or services [7].
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Other studies have examined how the online consumer review features influ-
ence the level of usefulness or helpfulness (or utility) of online reviews. Mudambi 
and Schuff [65] investigated review helpfulness using data from Amazon.com. The 
authors proved that the extremity and the word count positively affect the consum-
ers’ perceptions of review helpfulness. They also have demonstrated that positive 
outcomes of helpful online customer reviews seems to reduce the fatal impacts of 
malicious reviews for vendors, increasing the reliability and usefulness for consum-
ers, alleviating risk decision and uncertainty, getting the needed information, which 
is time-consuming and energy-consuming. Thus, actively providing helpful reviews 
can benefit consumers for quick purchase decisions and satisfy their shopping expe-
rience. Besides, they also showed that the product type plays a mediated role in 
influencing review helpfulness.

Afterward, more studies focusing on review helpfulness have been contributed 
identifying the determinants of review helpfulness [83], including the severity of 
language used in the review, reviewers’ identities and backgrounds [20], balance and 
presentation order [71], and truthful reviews [72]. Recently, Cui and Wang [25] have 
demonstrated that review presentation format (e.g., product videos and images) is 
also considered an influential factor in the helpfulness of reviews, as it allows con-
sumers to obtain more product details, which are difficult to describe in text-based 
reviews, such as color, movement, and sounds.

The literature on the determinants of the reviews helpfulness has presented grad-
ual developments in designing and validating algorithms to calculate the score of 
the helpfulness of the review and the classification of the product. Some researchers 
start by examining what makes the reviews useful and have found the importance 
of the source of review (e.g., characteristics of the reviewer), to influence the deci-
sion of a consumer to vote on the helpfulness of a review [38, 68]. Moreover, Chua 
& Banerjee [23] found that the relationship between the quality of the information 
and the helpfulness of the review varies according to the product category and the 
review (e.g., favorable, unfavorable, and mixed). These findings indicate that the 
type of product being studied is also an important factor when studying the helpful-
ness indicator of product reviews.

Some authors study how helpfulness may prioritize online product reviews by 
quality. Du et al. [30] proposed a deep neural architecture to learn the explicit con-
tent-rating interaction (ECRI) for automatic helpfulness prediction. Experimental 
results demonstrate that exploiting the explicit content-rating interaction improves 
automatic helpfulness prediction.

2.1.3 � Rating

Rating is defined by Steck [75] as a measure of accuracy of the quality of a product. 
Typically, customers who purchase a product or use a service are invited to leave 
a review or rating based on their experience. These ratings are usually expressed 
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on a scale of 1 to 5, with 1 being the lowest and 5 being the highest. The rating 
system serves several purposes [21, 69, 90]: (i) Provide feedback to the seller,(ii) 
Inform potential buyers that can use the ratings and reviews to make informed deci-
sions about whether to purchase a product or service; (iii) Establish credibility for 
the seller or platform; (iv) Provide a sense of community among buyers and sellers.

According to Bonchi et al. [10], rating is a key measure to ensure the long-term 
success of e-commerce and to manage Customer Relationship Management (CRM) 
activities. In addition to reviews, positive ratings can change people’s attitudes about 
the related product review [48].

In most e-marketplaces, customers can leave comments, feedback, and ratings 
after an order from a third-party. This lets other customers know about experiences 
with products and services. According to Amazon [2], customers can rate third-
party sellers from one to five stars, with five stars being the best. The seller’s aver-
age rating appears beside their name on Amazon’s site.

Some authors explore the relationship between product rating and reviews for 
predicting helpfulness, without introducing network concepts. For example, Dash 
et al. [27] introduced P2R2 (Product feature based Personalized Review Ranking), 
a framework to predict review helpfulness for individual consumers based on their 
preferences in product features using a latent class regression model. Ping et al. [70] 
developed a methodology for enhancing the quality and usefulness of online reviews 
using a machine learning approach. On a different perspective, Lee et al. [56] ana-
lyzed online reviews on Amazon.com to identify review types and key drivers of 
perceived usefulness of reviews.

We will see later on why ratings are important to our research and we will link 
them to centrality of a product in a social network.

2.2 � Network centrality and rating/helpfulness

To define a framework to relate centrality of reviews (an essential metric in network 
science) with rating/helpfulness, it is important to refer to the existing related work.

Other authors introduce and explore networks’ concepts in this context. For 
example, Wang [84] examines the association between centrality and reviews by 
analyzing the differences in reviewer characteristics by network structural positions. 
In other words, the author identified a relationship between the centrality of review-
ers and reviewer characteristics. Lee et  al. [55] studied the relationship between 
the herding effect and ratings, where users’ ratings are influenced by prior ratings 
depending on movie popularity. Wang et al. [82] exploited the temporal sequence of 
social-networking events and ratings. They conclude that rating similarity between 
friends is significantly higher after the formation of the friend relationship, indicat-
ing that with social-networking functions, online rating contributors are socially 
nudged when giving their ratings. Li et al. [57], explored social influence in online 
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restaurant reviews and concluded that prior average review rating exerts a positive 
influence on subsequent review ratings for the same restaurant, although the effect 
is reduced by the variance in existing review ratings. Su et  al. [77] showed that 
complex networks of user relationships could be used with the proposed similarity 
measure to design a rating prediction algorithm for recommender systems (using 
MovieLens and Netflix data). De Meo et al. [62] studied helpfulness-based reputa-
tion (HBR) scores and centrality-based reputation (CBR) scores. As they mention 
in their research, the identification of users featuring large HBR scores is one of the 
most important research issues in the field of Social Networks, as a critical success 
factor of many Web-based platforms. Authors conclude that CBR scores allow for 
predicting HBR ones, and Eigenvector Centrality was found to be the most impor-
tant predictor. So it is important to pull trust relationships to spot those users pro-
ducing the most helpful reviews for the whole community. In Table 1 we summarize 
the main contributions around the links between centrality, rating and helpfulness.

There are also some authors that relate rating and helpfulness, such as Chua and 
Banerjee [22], who review helpfulness as a function of reviewer reputation, review 
rating, and review depth. They conclude that helpfulness is positively related to 
reviewer profile and review depth but is negatively related to review rating.

Although in previous literature, there are some associations between the concepts 
we address in our work, we could not find simultaneous links between centrality, 
rating and helpfulness. Our rationale is that this centrality may reflect an increase 
in rating and helpfulness. In other words, the centrality of a product in a social net-
work of products can lead to a positive feedback loop, where increased visibility and 
exposure lead to higher ratings and perceived helpfulness, which in turn can lead 
to even greater visibility and exposure within the network. We can say that there is 
a relationship found in the literature that goes in the direction of the influence that 
centrality has separately on rating and helpfulness. In Fig. 1 we summarize the most 
important contributions of the literature considering the relationship between cen-
trality, rating and helpfulness.

2.3 � Research questions and hypotheses

As introduced above, the originality of this work lies in the relationship between 
both centrality and rating/helpfulness. We use a network of reviews connecting the 
products to each other. It is therefore a network in which the centrality of a product 
reflects its importance, because the product has been commented on by many users. 
Then, centrality measures obtained from networks of products are used: between-
ness centrality and eigenvector centrality. Modularity is also used to measure the 
strength of division of the network into modules. The other variables of analysis—
the “quality” measures—rating, and helpfulness, are obtained directly as a product’s 
features in the Amazon dataset. The relationship between the centrality measures, 
rating and helpfulness is explored in this work. Our central question is the following: 
do centrality measures improve product rating and helpfulness of reviews? This cen-
tral research question is supported by three research hypotheses:
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H1  Correlation between the centrality of reviews, product rating and the helpfulness 
of reviews is significant.

H2  The centrality of reviews (and the Rating) have an impact on the helpfulness of 
the reviews; and.

H3  The centrality of reviews (and the Helpfulness) has an impact on product rating.

Figure  2 illustrates the research framework and hypotheses and positions our 
work relating Centrality, Rating, and Helpfulness.

To assess H1, we first identify the products with higher levels of centrality in the 
network through a correlation matrix. In order to test H2 and H3, we apply regres-
sion tree models (Breiman, 1984) and Random Forests.

Fig. 1   Most important contributions of the literature on the relationship between centrality, rating and 
helpfulness. Source: the authors

Fig. 2   Research framework and 
hypotheses relating centrality, 
rating and helpfulness
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3 � Methodology

In this section, we introduce the Measures of Centrality in Social Networks, namely 
Eigenvector Centrality and Betweenness Centrality. Afterward, in Sect. 4.3. (Meth-
ods), we introduce Bipartite Networks and explain how a projection of a bipartite 
network into a one–mode network can be used to produce a network of products.

3.1 � Measures of centrality in social networks

Social networks are important systems for spreading flows through edge connec-
tivity. Social Media is based on social networks, and involves publishing flows of 
information and shared content. Different types of flows include products or ser-
vices recommendations, sharing posts about specific issues, or ratings. For example, 
in Spotify, users can recommend songs to their friends, including Facebook friends 
[51].

Generally speaking, a social network is a group of individuals or groups con-
nected by some relationships. Links can be created online or offline [26]. Individu-
als are linked together by social bonds (often called relationships), which may be 
formal or informal [13]. In theory, a simple network or graph (G) is defined as a set 
of discrete social entities (called nodes or vertices), represented by V(G) and links 
(also called edges), represented by E(G). In symbolic terms, we may write a graph 
as a whole entity G, such as a tuple G = (V(G), E(G)). Entities or nodes in a social 
network are often called actors, and these can be individuals, organizations etc. [80]. 
Two nodes (vertices) connected to each other are considered neighbors and the num-
ber of elements of the system correspond to the number of nodes [6].

For example, in Fig.  3 there are eight nodes or verti-
ces, V(G)= {v1, v2, v3, v4, v5, v6, v7, v8} , and eight links or edges: 
E(G)= {e1, e2, e3, e4, e5, e6, e7, e8}.

The information about the existence (or not) of links between the nodes often 
implies the creation of an adjacency matrix A. Let A be an adjacency matrix con-
taining values aij, such that aij = 1 if node i is connected to node j and aij = 0. There-
fore, the adjacency matrix is a square matrix |V|×|V| such as:

(1)aij =

{
1, if node i is connnected to node j

0, otherwise

Fig. 3   Representation of a social 
network G. Source: Adapted 
from Das et al. [26],the enu-
meration of nodes Vi (i = 1,…, 
8) was omitted for simplification 
and i = 1, …, 8, was used instead

1 2

4 3

5 6

8

7Node

Edge
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The diagonal elements of A are zero, since edges from a node to itself (loops) are 
not allowed in simple graphs.

3.2 � Eigenvector centrality and betweenness centrality

One of the most popular measures of centrality is the node or degree centrality. The 
degree centrality of a node is simply its degree—the number of edges it has. The higher 
the degree, the more central the node is. However, degree centrality does not capture 
the real importance of a node in a network. While degree centrality only considers the 
number of connections a node has, eigenvector centrality considers the quality of those 
connections by taking into account the centrality of neighboring nodes. Betweenness 
centrality, on the other hand, focuses on the node’s position in the network and its abil-
ity to control information flow. These measures provide a more nuanced understand-
ing of node importance by considering both local and global network characteristics. 
For these reasons, we think that Eigenvector Centrality and Betweenness Centrality 
are more complete and adequate than node centrality. We will introduce them in the 
following.

Eigenvector centrality is based on notions of influence, ranking, and prestige of the 
neighbors of the node that we intend to analyze [6]. That is to say, the centrality of a 
node is measured by the importance of the neighbors to which the node is connected, 
since they have easy access to the information and sources of influence. This index 
of centrality describes the general influence of a node throughout the network, which 
makes its importance and its impact on the reviews something to be further studied 
[66].

The Bonacich [9] approach is quite adequate for the calculation of centrality, since it 
not only takes into account the centrality of the neighbors, but also their quality. Then, 
the centrality of the vector for node i, xi , is given by:

where ai is 1 or 0 whether there is (or there is not) a link between nodes i and j, 
respectively. Measure xj represents the centrality of node i, and � is a constant. It 
is wise to choose � as the largest eigenvalue in absolute value of matrix A. This 
measure of centrality is based on the fact that a node is important if the neighbor is 
important too. We assume that the cardinality of V(G) is n.

Eigenvector centrality has been used because it proves to be an important measure 
of centrality, since it considers the centrality of the neighbors [9].

The centrality of intermediation, also known as betweenness centrality, measures the 
extent to which a node is an important intermediary between the links of other nodes 
in the network, that is, it reflects the number of shorter paths connecting pairs of nodes 
that pass through a specific node. These nodes have a very high centrality because they 
connect communities that would otherwise not be linked [33]. Betweenness centrality 
(or intermediation) is one of the most used measures of centrality [85]. It measures the 

(2)xi =
1

�

n∑

j=1

aijxj i = 1, 2… n
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extent to which a node is an important intermediary between the links of other nodes in 
the network. The intermediation centrality CB(x) of a vertex x in the network is given 
by:

where �st(x) denotes the number of shortest paths between s and t containing x, and 
�st denotes the number of all the shortest paths between s and t in the network.

3.3 � Bipartite networks

In this research there are two different types of nodes: products and reviewers as 
showed in Fig. 4. 

This is the case of Bipartite networks, or Bipartite graphs whose vertices can 
be divided into two disjoint and independent subsets V1 and V2. In a bipartite 
graph every edge E links one node of V1 and one node of V2 [6]. Mathemati-
cally, the definition can be stated as follows:

Definition 1  (Adapted from Banerjee et al. [5]). G(V1, V2, E) will be called a bipar-
tite graph if V(G) = V1(G) ∪ V2(G) and V1(G) ∩ V2(G) = ∅ , and each edge connects 
two nodes (v1, v2) ∈ E(G). G will be a complete bipartite graph if ∀v1 ∈ V1(G) and 
∀v2 ∈ V2(G), (v1, v2) ∈ E(G).

(3)CB(x) =
∑

s≠t∈V(G)

�st(x)

�st

8(a)

(b)

1 2

4 3

5 6

7Node

Edge

1 2 3 7 8

4 5 6

Fig. 4   a and b—a bipartite or two-mode social network G’. a The solid filled nodes (1,2,3,7 and 8) cor-
respond to one type of nodes (for example the products) and the empty nodes (4,5 and 6) correspond to 
another type (for example the reviewers). Note that there are no links between nodes of the same type. b 
The same network is now represented in a more “conventional” way, where the shapes of the two differ-
ent type nodes are circles (products) and squares (reviewers)
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In the case of a Bipartite Network, assuming that r = #V1(G) and s = #V2(G), 
then the bi-adjacency matrix corresponds to the following:

where B is an r × s matrix, and 0r,r and 0s,s represent the r × r and the s × s zero 
matrices.

3.3.1 � Projection of a bipartite network into a one–mode network

Since we are interested in analyzing the importance of the products, measured 
by the corresponding centrality, we need to project the original bipartite network 
into a one-mode network. Bipartite networks can be transformed into unipartite 
networks through one-mode projections [5, 81, 85]. This means that the resultant 
network contains nodes of only one set: in our case, the products’ network. Appli-
cation of a one-mode projection to a bipartite network generates two unipartite 
networks, one for each layer, G1 and G2, so that vertices with common neighbors 
are connected by edges in their respective projection.

Definition 2  (Adapted from Banerjee et  al. [5]). Let G(V1, V2, E) be a bipartite 
graph with #V1(G) or |V1(G)|= r, and #V2(G) or |V2(G)|= s and #E(G) or |E(G)|= m. 
Projection of the bipartite graph G for the vertex set V1 with respect to the vertex 
set V2 is the same as to construct a unipartite or one-mode network G1 (V1, E′) 
where V(G) = V1 and (v1iv1j) ∈ E(G1) if N(V1i) ∩ N(V1j) ≠ ∅. The same applies for 
the projection of the bipartite graph G for the vertex set V2 with respect to the ver-
tex set V1: it is to construct a unipartite or one-mode network G2 (V2, E’’) where 
V(G) = V2 and (v2iv2j) ∈ E(G2) if N(V2i) ∩ N(V2j) ≠ ∅.

Where cardinality of neighborhood of a vertex (the degree of the vertex) is 
denoted by deg(vi) =|V1(vi)|. Figure  5a and b show, respectively, the one mode 
projections of V1 (i.e., G1) and V2 (i.e., G2), taken from the same example of 
Fig. 3, based on the two types of nodes of the dataset used in this work.

(4)A =

(
0rr

BT

B

0ss

)

Fig. 5   a One mode projection of 
G1 (ex. products). b One mode 
projection of G2 (ex. reviewers)

4 6

5
1 2

3

7

8

(a) (b)
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3.4 � Modeling and analysis

3.4.1 � Centrality measures

To identify the most important products in terms of centrality, the two measures 
of centrality are used: betweenness centrality and eigenvector centrality. To this 
end, a projected, one mode network, the network of products has been created 
to help calculate centrality, where the products (network nodes) are connected 
(through edges) when the same reviewer comments on these products, two or 
more. It is important to note that the projected network of products is also the pro-
jected network of reviews, because it is based on the reviewers. In this sense, the 
names “network of products” and “network of reviews” are used interchangeably.

To test the research hypotheses identified in Chapter 2, we first identify the prod-
ucts with higher levels of centrality in the network, using the Gephi software [8]. A 
correlation matrix and linear dependency models are used to test H1.

To identify the most important products in terms of centrality, the two measures 
of centrality are used: betweenness centrality and eigenvector centrality. To this end, 
a projected, one mode network, the network of products has been created to help cal-
culate centrality, where the products (network nodes) are connected (through edges) 
when the same reviewer comments on these products, two or more. It is important to 
note that the projected network of products is also the projected network of reviews, 
because it is based on the reviewers. In this sense, the names “network of products” 
and “network of reviews” are used interchangeably.

3.4.2 � Cluster analysis

A cluster analysis is performed to find patterns of nodes in the data. Detecting pat-
terns of nodes based on their connectivity provides an idea of how node communi-
ties emerge in the network. On the other hand, it is also important to detect patterns 
of nodes based on their attributes. In network science, clustering is related to the 
consistency of certain patterns based on the similarity of the nodes. A cluster is a 
subset of nodes where the products are identical to each other, and distinct to the 
other products’ clusters. In this work we started by computing the number of clus-
ters that are appropriate for our data, using the elbow rule and the scree plot—that 
takes into account the variance (within-group sum of squares): as the number of 
clusters increases, the variance decreases. The elbow at five clusters represents the 
most parsimonious balance between minimizing the number of clusters and mini-
mizing the variance within each cluster. It is important to consider coherent sizes for 
the clusters, since a larger cluster increases redundancy, which makes each loop less 
important and compromises network conciseness [66].

For this purpose, we used K-means [59], a method for quantitative variables that 
iteratively groups n observations in k clusters, where each observation belongs to 
the cluster with the closest centroid. The objective is to minimize the sum of the 
quadratic error of the several groups generated, that is, the smaller the sum, the more 
homogeneous the groups will be. This method implies a previous choice of the num-
ber of initial points (centroids), giving rise to a number of groups predefined by the 
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analyst [44]. After selecting the five initial centroids, the program repeats the algo-
rithm until it reaches the minimum of the established criterion: (a) to form five clus-
ters, associating each new product with the nearest centroid,and (b) recalculate the 
centroid of each cluster. The variables chosen for analysis are: Betweenness Cen-
trality, Eigenvector Centrality, Rating and Helpfulness. Modularity was not included 
since it is a measure of the global interconnectedness, not providing important infor-
mation at the level of individual nodes (except, for the modularity class, which is a 
qualitative variable).

3.4.3 � Regression trees and random forests

In order to test H2 and H3, we applied Regression Trees and Random and Forests 
algorithms to study the impact of centrality on the other variables under study (rat-
ing and helpfulness).

Regression trees are increasingly used today as one of the predictive modeling 
approaches used in statistics, data mining and machine learning. They are super-
vised learning algorithms that use a tree nature in which each internal (non-leaf) 
node is labeled with an input feature and a target variable is predicted. The algo-
rithm we use is CART (Classification And Regression Tree), first introduced by 
Breiman et al. [11]. Regression trees, including the CART algorithm, do not directly 
measure causality effects. Regression trees are primarily used for predictive mod-
eling and identifying relationships between predictor variables and the target vari-
able, although they may suggest some sort of causality effects.

The difference between trees used for regression and trees used for classifica-
tion is the type of target variable (quantitative or qualitative, respectively). In this 
work, we use regression trees, as the variables to be predicted are quantitative. This 
research uses four variables: two centrality measures (Betweenness and Eigenvec-
tor) and two quality measures (Rating and Helpfulness). The latter will be used as 
dependent in the models to be presented later on.

3.5 � Data set

To build the products’ network, we used a data set containing information about 
products, reviews, and reviewers (users) provided by Amazon.com. The data set is 
openly available [42] and contains a great number of reviews in several product cat-
egories [61]. Being considered one of the Big Five companies in the U.S. informa-
tion technology industry, Amazon is an American multinational technology com-
pany focusing on e-commerce, cloud computing, digital streaming, and artificial 
intelligence.

The data set contains more than 150 million reviews on products in various cat-
egories, ranging from “books and technology” to “beauty articles”, registered from 
May 1996 to July 2014. For the sake of practicality, we selected the category of 
musical instruments. The selection of this category is due to the fact that it includes 
several subcategories of products with technical characteristics that require previous 
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information to assist buying decisions, and consequently, the reviews are likely to be 
very useful for the future buyers to make their choices.

At the time of this study, there are 15 subcategories of musical instruments 
on the platform, among which we can find guitars, bass guitars, ukuleles, key-
boards, microphones, strings, and accessories, among others. The category 
musical instruments, accounts for about 10,261 reviews and 500,176 ratings, the 
equivalent of 717 products and in each review the data set provides the informa-
tion of the data set attributes described in Table 2.

Initial data set includes about 10,261 product reviews (see Table  3). After 
the data cleansing step, some missing values have been removed (e.g., “helpful” 
non-information, “undefined” fields generating errors to the imported data base), 

Table 2   Attributes of the data 
set

a Amazon’s default identification number (ASIN) is a unique 
10-character alphanumeric identifier assigned by Amazon.com to 
identify the product within the organization

Reviewer ID User ID (for example, A1RSDE90N6RSZF)

Product ID ASINa

Review/user name Name of reviewer
Helpful Fraction of users found the review helpful
Review/text Review text
Rating Product rating—metric displayed [1 (bad); 5 

(very good)]
Summary Review summary
Review/time Review date

Table 3   Data set summary

Data set name Amazon product data (a smaller subset of musical instru-
ments has been considered)

Extracted from https://​jmcau​ley.​ucsd.​edu/​data/​amazon/
Description This dataset contains product reviews and metadata from 

Amazon
Period 2010–2014
Number of reviews (musical instruments) 10,261
Number of reviews (musical instruments—

after data cleansing)
2214

Ratings 500,176
Relations among products 5562
Products (musical instruments) 717

https://jmcauley.ucsd.edu/data/amazon/
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as such, the effective sample accounts for 2214 reviews.1 A primary analysis of 
these reviews generates 5562 relations of 717 different products, between 2010 
and 2014.

4 � Results

In this section, we present the main results, namely the centrality measures, 
cluster analysis and classification.

4.1 � Network and centrality analysis

The original bipartite network contains the links between the reviews and the 
products and has been compressed into a one-mode projection. A new data set 
was created for further analysis, with aggregate data of network measures by 
product/review, as well as the rating and helpfulness. The network measures 
(Betweenness Centrality and Eigenvalue centrality) give us complementary per-
spectives of the importance of each product. Eigenvector centrality measures the 
transitive influence of nodes. Therefore, a node with higher Eigenvector centrality 
is connected to many nodes who themselves have high scores. On the other hand, 
Betweenness centrality measures the extent to which a node is an important inter-
mediary between the links of other nodes in the network. Both centrality meas-
ures have been operationalized using igraph, a popular R package for network 
analysis and visualization.

As we will see in Regression Tree’s results and in the conclusions, Eigenvalue 
Centrality will be much more important than Betweenness Centrality for explaining 
Rating and Helpfulness. The reason for this to happen is that more connected prod-
ucts, measured by the importance of the neighbors to which nodes are connected, 

Table 4   Clusters’ means (final centroids) obtained with original variables—before normalization-, after 
applying K-means

Cluster Betweenness centrality Eigenvector 
centrality

Rating Helpfulness Cluster size

1 1164.442 0.065 4.818 0.967 347
2 10,676.256 0.449 4.328 0.918 54
3 479.8875 0.039 2.513 0.545 40
4 1413.113 0.069 3.626 0.936 150
5 1251.541 0.070 4.478 0.670 26

1   The difference is due to the exclusion of the product reviews for which there is null data for “helpful” 
indicator, before year 2010, originating errors and "undefined" fields when importing data.
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tend to have a higher impact on Rating and Helpfulness. Betweenness Centrality 
does not have the same impact in these quality measures.

Based on the one-mode projection network, it is possible to proceed with further 
analyses: a Cluster analysis and Regression-based analysis to establish relationships 
between Helpfulness, Rating and Centrality, that we present in the next sections.

4.2 � Cluster analysis

Software R, [73] and kmeans, the function used to perform cluster analysis in R 
have been used for this task. Data has been standardized previously, since otherwise 
machine learning algorithms such as clustering will be dominated by the variables 
that use a larger scale, adversely affecting model performance. We used a normaliza-
tion procedure in R (function scale that transforms original values into a [0,1] range 
interval. At the end, each cluster can be described by the corresponding means of 
the different attributes (see Table 4). 

Products in Cluster 1 have the highest average Rating and Helpfulness values. 
Cluster 2 contains the highest Betweenness and Eigenvector Centrality means, 
together with higher Rating and Helpfulness. Cluster 3 contains mean values that 
are relatively low for all attributes. Cluster 4 contains higher means values for Help-
fulness and Betweenness Centrality. Cluster 5 seems to be residual, as there is no 
attribute to stand out compared to the other clusters (with exception for Rating).

Attribute “Rating” is well represented in all clusters. Betweenness centrality and 
Helpfulness are combined to form clusters 2 and 4. Higher values of Rating and 
Helpfulness also emerge together in the clustering process, namely in clusters 1 and 
2.

4.3 � Testing research hypotheses

4.3.1 � Relationship between helpfulness, rating and centrality

We start by computing correlation between variables in order to capture the strength 
of the relationship between Helpfulness, Rating and Centrality. Values are shown in 
Table 5.

Table 5   Correlation matrix (p-values in brackets—most significant values are in bold))

Betweenness centrality Eigenvector centrality Rating Helpfulness

Betweenness centrality 1 0.63 (0.00)  − 0.01 (0.88) 0.05 (0.18)
Eigenvector centrality 0.63 (0.00) 1 0.01 (0.72) 0.05 (0.20)
Rating  − 0.01 (0.88) 0.01 (0.72) 1 0.35 (0.00)
Helpfulness 0.05 (0.18) 0.05 (0.20) 0.35 (0.00) 1
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The highest correlation (0.63) stands between the two measures of central-
ity: Betweenness and Eigenvector. Additionally, the correlation between Helpful-
ness and Rating is also relatively high (0.35) when compared to the other values of 
the correlation matrix. It means that these two attributes are associated, providing 
insights that the reviews of higher rated products are also the most useful ones. On 
the other hand, the correlation between the centrality measures (Betweenness and 
Eigenvector), and the quality measures (Rating and Helpfulness) is very low.

1) root 717 440.13780 4.343625
2) Helpful< 0.7377976 101 107.98530 3.772760

4) Helpful< 0.3541667 8 10.46875 2.312500 *

5) Helpful>=0.3541667 93 78.99027 3.898374
10) Eigencentrality< 0.005753 7 15.21429 3.071429 *
11) Eigencentrality>=0.005753 86 58.59948 3.965684 *

3) Helpful>=0.7377976 616 293.84120 4.437225
6) Helpful< 0.9357876 242 110.84130 4.320890
12) Eigencentrality< 0.0179405 32 42.37360 4.032813

24) Eigencentrality>=0.014097 7 13.54857 3.114286 *
25) Eigencentrality< 0.014097 25 21.26556 4.290000 *

13) Eigencentrality>=0.0179405 210 65.40736 4.364787 *

7) Helpful>=0.9357876 374 177.60550 4.512501 *

(a)

(b)

Fig. 6   a Text-based regression tree using rating as dependent variable and b tree plot
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Previous research (Landherr et al., 2010), also finds the existence of a weak rela-
tionship between the centrality of reviews and the rating reveals empirical evidence 
that the users publish reviews, no matter whether products obtain high or low rat-
ings. However, what is revealed is that more reviews—corresponding to higher cen-
trality—are not synonymous with better quality. Products may be central in the net-
work, although with low ratings.

As discussed in the literature review, the question: “Was this review useful?” has 
been playing an increasingly important role in helping consumer decision-making, so 
that the user receives information from someone who has already used the product and 
decided to share their experience spontaneously and free of charge. However, from our 
results products may have high centrality rates, although providing little helpfulness 
reviews to users.

4.3.2 � Using regression trees and random forests to assess the impact 
of the centrality measures on the rating and helpfulness.

To answer hypotheses H2 and H3, we have developed a regression tree using the Rpart 
implementation of the CART algorithm available in R package Rpart [79]. The algo-
rithm rpart (recursive partitioning and regression trees) of R is an implementation of 
CART by Breiman et  al. [11]. Although the algorithm rpart is not exactly the same 
as CART, they share similarities in their methodology and purpose. Both rpart and 
CART share the same underlying principles of recursive binary splitting, building deci-
sion trees, and pruning to balance model complexity and prediction accuracy. Package 
Rpart.plot has been used for the plots.

4.3.2.1  Rating  We start by measuring the impact of the Centrality variables on Rating. 
For that purpose, all variables have been used as explanatory and Rating has been used 
as dependent.

In Fig.  6a, we can see from rows (4) and (5) that when Helpfulness is higher 
(>= 0.3541667), then Rating is also higher, on average (78.99027). It is also possible to 
see that when Eigenvector Centrality is higher, then it has a positive impact on Rating. 
This means that more connected products, measured by the importance of the neigh-
bors to which nodes are connected, tend to have a higher Rating. We also computed 
the feature importance measure provided by rpart, based on the mean decrease in node 
impurity (Gini index or deviance) caused by a particular predictor variable.

Higher values indicate greater importance, suggesting that the variable has a 
stronger impact on the target variable within the tree. Eigenvector Centrality is the most 
important variable to predict Rating, followed by Helpfulness.

A pruning procedure has been used with the prune() function, as a way to reduce 
complexity and the size of the tree by removing parts (branches) that do not provide 
power to classify instances. The tree was indeed very much reduced but, as a conse-
quence, the outcome is almost uninterpretable. We then calculated model accuracy by 
creating a procedure based on the Holdout Method. Model evaluation aims to estimate 
the generalization accuracy of a model on future (unseen/out-of-sample) data. We 
took the usual procedure of splitting the data using 70% of the original data as training 
data and the remaining as test data. Test data has been used to get predictions from the 
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model trained on the training data. To evaluate the differences between the predictions 
from the model and the original data, we compute two measures of accuracy: mean 
absolute error (MAE) and root mean square error (RMSE).

where n is the dimension of the test data, Pi is the i-th predicted value of the test 
data and Ti is the i-th original value. After 100 model iterations, we got an average 
MAE of 0.522 and a RMSE of 0.707.

In order to explore an alternative to Regression Trees, we tested Random For-
ests [12]. This is a type of ensemble learning method also used for regression and 
other tasks that work by creating many regression trees at training time and out-
putting the mean/average prediction of the individual tree.

We used R package RandomForests and ran the model 100 times, for which 
we obtained an average accuracy of: MAE = 0.366 and RMSE = 0.522. Ran-
dom Forest also helps to understand how much the accuracy increases when an 
explanatory (independent) variable is included in terms of its Mean Square Error 
(%Increase MSE). A second measure of accuracy is based on the decrease of the 

(5)MAE =
1

n

n∑

j=1

|
|Pi − Ti

|
| i = 1, 2… n

(6)RMSE =
1

n

√√√
√

n∑

j=1

(
Pi − Ti

)2
i = 1, 2… n

Table 6   Variable importance in 
the regression tree for predicting 
rating

Variable Variable importance

Between centrality 0.07234884
Eigencentrality 0.46557609
Helpful 0.34035365

Table 7   Accuracy measures 
of random forest algorithm 
performance taking rating as 
dependent variable

%IncMSE IncNodePurity

Helpful 0.13 66.18
Betweenness.Centrality 0.02 33.70
Eigencentrality  − 0.01 76.25

Table 8   Variable importance in 
the regression tree for predicting 
helpfulness

Variable Variable importance

Betweeness.Centrality 0.04606193
Eigencentrality 0.46365274
Helpful 0.24280989
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residual sum of squares of impurity when a variable is chosen to split a node 
(IncNodePurity).

Therefore, we can state from the results that Helpfulness can be a (weak) pre-
dictor of Rating, as it increases by 0.13% the corresponding predicting capacity. 
Betweenness is a poorer predictor of Rating, and Eigenvector centrality does not 
work well as a predictor at all, since the increase in prediction is negative.

4.3.2.2  Helpfulness  We ran the model again, but now taking all variables as explana-
tory and Helpfulness as dependent.

Using the regression tree above we learn that when Rating is higher than 3.3., 
then Helpfulness is also higher on average. The same type of relationship (though 
weaker), occurs with Eigencentrality, from which we can conclude that these varia-
bles have a positive association. After running the evaluation procedure, we obtained 
MAE = 3.458 and RMSE = 3.535.

Again, we computed the variable importance provided by rpart based on the 
mean decrease in node impurity (Gini index or deviance) caused by a particular pre-
dictor variable.

Eigenvector Centrality is once more the most important variable to predict Rat-
ing, followed by Helpfulness.

Using Random Forests, we obtained an average accuracy of: MAE = 3.460 and 
RMSE = 3.537.

The impact of both centrality measures (Betweenness and Eigenvector) on Help-
fulness, seen from the perspective of the mean increase in accuracy is very low 
(see Tables 6, 7, 8, 9). A summary of the accuracy measures (MAE and RMSE) for 
Regression Trees and Random Forests is presented in Table 10.    

When Rating is used as a target (dependent) variable, the accuracy is higher than 
with Helpfulness. On the other hand, Random Forests are more accurate (MAE and 
RMSE are smaller) than CART for predicting Rating but not for predicting Helpful-
ness.(Fig. 7). 

Table 9   Accuracy measures 
of random forest algorithm 
performance taking helpful as 
dependent variable

%IncMSE IncNodePurity

Rating 0.01 2.36
Betweenness.Centrality 0.00 1.60
Eigencentrality 0.00 3.00

Table 10   Summary of accuracy measures (MAE and RMSE) for regression trees and random forests

Algorithm Dep. variable: rating Dep. variable: helpful

MAE (mean 
absolute error)

RMSE (root mean 
square error)

MAE (mean 
absolute error)

RMSE (root 
mean square 
error)

Regression trees (CART) 0.529 0.710 0.105 0.138
Random forests 0.366 0.522 0.075 0.103
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4.3.3 � Hypotheses outcomes

Having reached this stage, and after checking the research hypotheses, we are able to 
recapitulate the following conclusions:

H1  Our results present significant evidence that there is a clear relationship between 
product Rating and the Helpfulness of the reviews. That is, the higher the Rating 
of a product, the higher the Helpfulness of the corresponding review. In addition, 
there is also a strong association between the two measures of centrality, Between-
ness and Eigenvector centrality, meaning that influence, ranking, and prestige of the 

1) root 717 17.3980700 0.8850544

2) Rating< 3.291667 66 4.1089960 0.7361076
4) Eigencentrality< 0.0035505 8 0.8809419 0.5497450 *
5) Eigencentrality>=0.0035505 58 2.9118830 0.7618128

10) Eigencentrality>=0.015601 43 2.2583210 0.7219689
20) Eigencentrality< 0.098456 34 1.9029970 0.6838112

40) Eigencentrality>=0.06873 8 0.2201318 0.5100379 *

41) Eigencentrality< 0.06873 26 1.3669560 0.7372799 *
21) Eigencentrality>=0.098456 9 0.1188026 0.8661204 *

11) Eigencentrality< 0.015601 15 0.3896085 0.8760317 *

3) Rating>=3.291667 651 11.6764100 0.9001550
6) Rating< 4.207143 180 4.4597990 0.8529247 *
7) Rating>=4.207143 471 6.6616330 0.9182047 *

(a)

(b)

Fig. 7   a Text-based regression tree using helpfulness as dependent variable, and b tree plot
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neighbors of a product are also important in placing it as an intermediary between 
the links of other products in the network. We could not find any significant correla-
tion between centrality measures and quality measures.

H2  Although Betweenness Centrality has low impact on the Rating, it may be how-
ever a predictor of Rating. Eigenvector centrality has a positive impact on Rating but 
cannot be considered a predictor of Rating.

H3  Measures of centrality (Betweenness Centrality and Eigenvector Centrality) 
have a positive (weak) impact on Helpfulness, although they cannot be considered 
good predictors of Helpfulness.

5 � Discussion and conclusions

Online customer reviews provide new potential customers with relevant infor-
mation about a product or service, helping them in complex and risky buying 
decisions. In this research, we used an original bipartite network containing the 
links between the reviews and the products that have been compressed into a one-
mode projection, corresponding to a single mode network of products linked by 
the respective reviewers. We used centrality measures to assess the amount of 
reviews, not exactly by their number, but by measuring their importance in the 
network—measured by the centrality—of the products reviewed.

Our results present significant evidence that there is a clear relationship 
between product Rating and the Helpfulness of the reviews. That is, the higher 
the Rating of a product, the higher the Helpfulness of the corresponding review. 
This relationship operates in both ways, meaning the Helpfulness and Rating can 
both be used for predicting each other. This result is in line with previous research 
that identifies a similar positive relationship regarding the impact of review rat-
ing on review helpfulness. More specifically, those reviews with two-star ratings 
are the most helpful, while helpfulness drops dramatically for three-star reviews 
and increases slightly again for those four- and five-star ones Ping et al., [70]. Lee 
et al. [56] has shown that reviews with both higher star ratings and longer reviews 
are usually perceived to be more helpful to potential customers and therefore have 
positive impacts on the purchase decision, particularly of experience goods.

Furthermore, we also found that Betweenness and Eigenvector centrality are 
also correlated, meaning that influence, ranking, and prestige of the neighbors of 
a product are also important in placing it as an intermediary between the links of 
other products in the network.

On the other hand, our results also show significant evidence that there is no 
clear relationship between the measures of centrality (Betweenness and Eigenvec-
tor) and product quality (Rating and Helpfulness). In other words, it is concluded 
that consumers comment on a product, regardless of its quality. Therefore, a high 
centrality of reviews does not imply a high rated product, for several potential 
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reasons, such as customer dissatisfaction about product performance, or hetero-
geneous customer value expectancy. Additionally, Ping et  al. [70] indicate that 
review volume for the product becomes much less important to the review help-
fulness after some initial reviews have been accumulated. And not all customer 
reviews provide valuable and credible feedback and the sheer volume of online 
reviews also creates the problem of information overload.

Despite the relationship between the herding effect and ratings our results do 
not show a similar effect of reviews centrality on quality measures: rating and 
review helpfulness. This finding might suggest that products may be central (e.g. 
most popular) to the network, although providing little review ratings or review 
helpfulness, offering no valuable information and credible feedback to help con-
sumer decision making.

Even so, measures of centrality can be used as predictors of the helpfulness of 
the reviews. This means that the more central the products stand in the network of 
reviews, the more useful they can be. This does not mean that Betweenness Central-
ity and Eigenvector Centrality are good predictors of Helpfulness—which they are 
not-, but in the way the relationship exists, which is confirmed by the positive cor-
relation and the patterns that have been found in the cluster analysis. For Rating, the 
particular influence of Betweenness Centrality is interesting: the power of interme-
diation of the product reviews are somewhat connected to higher rated products. We 
know this relationship is weak and not significant, but it opens up the exploration of 
new possibilities of seeking relationships between centrality and quality measures.

5.1 � Theoretical contributions

In this research we develop a new theoretical framework to analyze product rating 
and perceived helpfulness of the online customer reviews. The study provides a one-
mode projection-based approach of a bipartite network of products sold by the Ama-
zon.com e-Marketplace in the category “musical instruments”, by linking products 
through the reviews, simultaneously containing two types of nodes: reviewers and 
products. The results of this study contribute to the current understanding of reviews 
centrality measures (betweenness and eigenvector), and the quality measures (rat-
ing and helpfulness) within a network of product reviews. The main findings are 
the existence of a clear relationship between product rating and the helpfulness of 
the reviews and a weak relationship between the centrality measures (betweenness 
and eigenvector), and the quality measures (rating and helpfulness). It explains that 
a high number of reviews do not necessarily imply a high product rating. On the 
other hand, when reviews are helpful for consumer decision-making, we observe an 
increase in the number of reviews. In other words, products may be central to the 
network, although with low ratings and with reviews providing little usefulness to 
consumers.
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5.2 � Practical contributions

The findings in this study have many important implications for e-commerce busi-
nesses’ improvement of the review service management to support customers’ expe-
riences and online customers’ decision-making.

First, online firms need to facilitate the most pertinent reviews to help ensure 
that customers find the most relevant information to meet their needs. Thus, provid-
ing review helpfulness is the way potential consumers perceive other consumers’ 
reviews as more informative and helpful, being an important factor to assist consum-
ers’ decision-making and to mitigate the information overload problem [70].

It is important to leverage product rating as this measure is considered the best 
way to exhibit product quality information, grab consumer attention, reduce risk 
decision-making and persuade consumption and, actively providing helpful reviews 
can benefit consumers for quick purchase decisions and satisfy their shopping 
experiences.

Second, motivating and rewarding reviewers to post credible ratings, long 
reviews, which contain clear definitions, specific explanations, and more precise 
descriptions about the reviewers’ experiences with the product, are of great help to 
potential customers of experience products in making their purchase decisions.

Most e-commerce websites today provide reviewers the opportunity to post prod-
uct videos and images, consumers can obtain more product details, which are dif-
ficult to describe in text-based reviews, such as color, movement, and sounds [88], 
being of critical relevance for assisting buying decision-making of experimental 
products when compared with search products [25].

Online vendors may encourage and reward their consumers in different ways (e.g., 
cashback, vouchers, and member points) to write reviews with images or videos 
for marketing. This suggestion is in line with Woolley and Sharif [86] which con-
clude that “Simply knowing you’ll receive a reward for writing a review makes the 
process more enjoyable, which makes you more likely to write a positive review”. 
Therefore, offering incentives can be an effective strategy for improving customers’ 
review-writing experience and increasing the positive and helpful content in product 
reviews. Additionally, review helpfulness can be used to monitor reviewer qualifica-
tions, conferring a badge to top quality reviewers.

Third, it suggests redesigning review sorting interfaces and displaying the con-
sumer rating distribution by helpfulness on the product page, resulting in consumer 
trust which is of instrumental support for consumer decision making. Therefore, 
such a service design is especially vital for online retailers, such as, Amazon market-
place, where online customer reviews are extremely voluminous and overwhelming.

Finally, this study might inspire online businesses providing diverse review tools 
while understanding the impact of online reviews and social networks, on the brand 
reputation and reliability of the seller. They can generate a customer reviewer com-
munity to develop effective strategies to help build and strengthen their relationships 
with customers, having long-term effects on revisits to the site and the product/ser-
vice repurchases [56].



	 P. Campos et al.

1 3

5.3 � Limitations and future research

Although this research is yet another step in the review of reviews, we recognize that 
this approach has some limitations. First, the main one concerns the unique analy-
sis of a specific product category and not the product range available on the Ama-
zon e-Marketplace. Therefore, as a challenge for future work, we suggest analyzing 
a different category of “search products”—such as music or books—to see if they 
show similar results to those obtained in this research and how these relationships 
vary between search products and experience products. Noticeably, Mudambi and 
Schuff [65] showed that the product type plays a mediated role in influencing review 
helpfulness.

Second, this study examined only online reviews posted on Amazon.com. This 
limitation provides opportunities for future research to explore other factors includ-
ing online/offline retailers advertising and specific situations faced by potential cus-
tomers, which can affect the helpfulness of online reviews. For example, future stud-
ies can investigate the dominant determinants of review helpfulness and examine 
its implicit dependency on various review tools (e.g. text/description length, photos, 
video), reviewer characteristics (e.g. cultural, technical) and product/service cat-
egory (e.g. search versus experience goods).

Another limitation relates to the focus of our study: it does not distinguish true 
and false reviews. We do not approach fake reviews and false scores, although we 
assume they may exist. A lot of research highlights the importance of truthful and 
unbiased peer-to-peer information when consumers rely on reviews to make wise 
buying decisions. However, malicious consumer reviews and fake reviews provided 
by vendors-disguised “consumers” become the major problems that interfere with 
consumers making the right choices [72]. This is a future research area calling for 
using Machine Learning algorithms to detect both computer- and human-generated 
fake reviews.
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