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Palavras-chave

Resumo

Observatério Espacial da Pampilhosa da Serra (PASO), Space Surveillance and
Tracking (SST), Pipeline de processamento de dados, satélites; Orbita Média Ter-
restre (MEO), Orbita Geosincrona Terrestre (GEO), lixo espacial

Os detritos orbitais tornaram-se numa das maiores ameacas para os satélites ativos.
Com um aumento nos lancamentos de satélites, o nimero de pequenos objetos em
Orbita estd aumentando a uma ritmo nunca antes visto. Isto criou a necessidade
de rastrear e pesquisar esses objetos no espago para proteger as missoes espaciais
presentes e futuras. No d&mbito do SST, Portugal estd a criar o PASO (PAmpilhosa
da Serra Observatory) com a missdo principal de monitorizar objetos em todas as
6rbitas. J4 se encontra equipado com um radar capaz de rastrear objetos em LEO e
um telescépio dptico capaz de pesquisar e rastrear objetos em MEO e GEO. Nesta
tese cridmos SPADE, a nova pipeline de dados espaciais que estad serd usada com
o novo sistema de telescépio duplo que estd a ser implementado no PASO. Esta
pipeline contém todas as etapas necessdrias para analisar uma imagem bruta desde
a sua reducdo, deteccdo das fontes, astrometria, com possibilidades adicionais de
fotometria e identificacdo dos satélites. O SPADE estd atualmente pronto para
analisar objetos em MEO e GEO, atingindo a precisdo necessiria de 2 segundos
de arco pelo SST e continuard a ser trabalhado com o objetivo final de analisar
objetos em LEO. SPADE foi construido de modo a poder ser utilizado em tempo
real sem a criagdo de filas de processamento de imagens através da utilizagdo de
multi-threading. O SPADE também foi construido para ser facilmente adaptavel a
qualquer telescépio e observatério. Cada parte do pipeline pode ser facilmente con-
trolada no arquivo de configuracdo sem a necessidade de conhecimento profundo
do cédigo.
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Abstract

PAmpilhosa da Serra space Observatory (PASO), Space Surveillance and Tracking
(SST), Data Processing Pipeline, satellites, Medium Earth orbit (MEO), Geosyn-
chronous Earth Orbit (GEO), space debris

Orbital debris have become one of the biggest threats for operational satellites.
With an increase in satellite launches the number of small objects in orbit is in-
creasing at a never seen rate. This has created the need to track and survey these
objects in order to protect present and future space missions. As part of the SST,
Portugal is creating PASO (PAmpilhosa da Serra Observatory) with the main mis-
sion of monitoring objects in all orbits. It is already equipped with a radar telescope
capable of tracking LEO objects and a optical telescope capable of surveying and
tracking MEO and GEO objects. In this thesis we developed SPADE, the new
space data pipeline that will be used for the new double telescope system being
now implemented in PASO. This pipeline consists of all the steps necessary to anal-
yse a raw image: image reduction, source detection, plate solving with additional
possibility of photometry and satellite identification. SPADE is presently ready to
analyse MEO and GEO orbits reaching the necessary 2 arcsec precision required by
the SST and will continue to be worked on with the final goal of analysing LEO
objects. SPADE was built with the goal of providing real-time analysis without
the creation of image queues. This was achieved by the usage of multi-threading.
SPADE was also built to be easily adaptable to any telescope and observatory.
Every part of the pipeline can be easily controlled in the configuration file without
the need of in-depth knowledge of the code.



Contents

Contents

1__Introduction|
[1.1 Double Telescope setup| . . . . ... ... ... ... .. ... 0L
1.2 agnitude System| . . . . . ...
[1.3  Angular distance| . . . . . . ..o

3 Image Analysis|
B I _Source detection - Sextractorl . . . . . . ot e
3.2 Plate solving - Astrometry.net|. . . . . . . . ... ... ... . oL
3.3 Photometry - PSFEx|. . . . . . . .. . ...
B.4 Debris Classificationl . . . . . . . . . . . . e

[3.4.1 Image Cross-referencing| . . . . . . . . .. ... ... ... ... ... ... .

3.4.2 Catalog Comparison| . . . . . . . . .. . . ... ... ..
3.5 Sattelite Identificationl . . . . . . . . . . ...
8.6 Time Analysis|. . . . . . . . . .
I;i,!i.l :‘!!!lllg:s l!s ls:s ll!!lll .................................

[3.6.2 Plate Solving| . . . . . ... ... .. oo

3.6.3 Photometry] . . . . . . ...
3.6. atalogue Comparison| . . . . . . . . . . .. Lo
13.6.5  Image Cross-Referencing|. . . . . . . . . .. ... ... ... ... ......

8.6.7 Full Pipelinel . . . .. ...
4_Conclusion|
[A_SPADE folder chart




ADC | [Analog-to-Digital Converter|

BST | [Back-Side IMluminated

[Charge-Coupled Devices|

[Complementary Metal Oxide Semiconductors|
[Dec 1 [Declination|

[EUropean - Space Surveillance and Tracking]
FoV____1lField of View]

[EST 1 [Eront-Side Tuminated

[Full Width Halft Maximuml
|Geosynchronous Earth Orbit]

[Global Positioning System|

[GPZF 1[GEO Protected Zone Plus

USS | [nternational Space Station|

LEO  1[Low Earth orbiil

[Medium Farth orbif]

[NoC | |National Operation Center|

[North American Aerospace Defense Command]
[Observatorio Pico dos Diasl

[PAmpilhosa da serra Space Observatory]|
[Point Spread Function|

[Portuguese Ministry of Defence]

[RA | [Right Ascension|

[Random Access Memory]

[Resident Space Objects]

[Simplified General Perturbations 4]

|Signal to Noise Ratiol

[SPAce Debris dEtection pipeling]

[Space Surveillance and Tracking]

MLE ] [Two Line Elementl

[USA___ |[United States of Americal

ii



Chapter 1

Introduction

Humanity desire for improvement led throughout history to technological development. One
interest that was out of grasp was the vastness of outer space, with numerous great minds across
time such as Galileu Galilei and Johannes Keppler in the XVII century, but going as far back as
the Greeks with Hipparcos and many more. With modern technology, this old dream has finally
become a possibility, leading to an enormous boom in space missions during the last century. This
effect was increased during the Cold War when the United States of America (USA]) and Soviet
Union competed for “space domination”. As always, there is always a great amount of funding in
the military area which led to many feats of engineering such as the first satellite launch (Sputnik)
in 1957 or the more known first man on the Moon (Neil Armstrong) in 1969. Every year since
Sputnik the number of satellite launches and space missions has been increasing. Today’s immense
network of satellites gives us access to many tools that have shaped the world, such as the Global
Positioning System (GP3S)) system or the communication sector (Evans, [2010]).

Space missions were initially performed with no plan to safely remove satellites from orbit after
their mission was complete. This led to the eventual creation of guidelines to safely dispose of
satellites after use, with controlled reentries for low orbits, or moved to “graveyard” orbits in the
Geosynchronous Earth Orbit (GEQ]) case. This has been a major success for the orbits,
with near-perfect adherence to the guidelines, even though it is not a perfect solution. Increased
mission costs led to the guidelines being ignored for more than 80% of the Low Earth orbit (CEQ))
cases, and the objects were just abandoned to their fate. Even today, a practical solution to
remove objects from space has yet to be created after we have lost control. Guidelines need to be
more strict in order to preserve valuable orbits for future missions (ESA, [2022).

This has led to a growing accumulation of space debris in orbit as can be seen in figure
especially in LEO orbits. Even though space is infinite, the volume where we can place orbits is
not, which is why this is a problem that has been thought about for a long time, going as far
back as 1978 when Donald Kessler predicted that this problem would escalate so much that it
would make all orbits unusable. This is now known as the Kessler Syndrome (Kessler & Cour-
Palais, [1978). In the next decade, this problem is expected to quickly escalate, like in recent
years, as there has been a great number of companies with plans to create mega-constellations
of satellites such as SpaceX, OneWeb, and Amazon, with likely others to follow. Another very
important problem that appeared in the last few years is the weaponizing of space. Testing of
satellite-destroying weapons by various countries like Russia, India, [USA] and China has resulted
in a significant increase in space debris (ESA, |2022; Sheetz, 2022)).

In today’s world, we can already notice some of the visible consequences caused by the over-
population of space, with infamous cases such as the 2009 Iridium-Cosmos collision, various
cases of space debris colliding or having very close encounters, with active satellites and even
the International Space Station ([SS]). This caused damage to the equipment or implied maneu-
vering the equipment out of way, greatly increasing the cost of operation and decreasing the life
expectancy of the mission (Mark Rigby, 2021). With the ever-growing concern that bigger dam-
ages may come in the future, there has been a great effort to create solutions that would allow



tracking and survey of space debris in orbit to protect present and future space missions, while
there isn’t a viable solution to remove these debris from space.
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Figure 1.1: Evolution of number of objects in geocentric orbit by orbit class, taken from 2022 ESA’s
Annual Space Environment Report (ESA, [2022).

As part of this effort the European Union is creating EUropean - Space Surveillance and
Tracking ([EU-SST)Y} a network of ground-based and space-based sensors capable of surveying
and tracking space debris to provide information on space objects in orbit. Within the country’s
contribution to the consortium, Portugal is creating a new space observatory equipped with both
radar and optical telescopes, called PAmpilhosa da serra Space Observatory (PASQ)), located in
the center of the continental Portuguese territory, in the heart of a certified Dark Sky area. There is
already one optical telescope installed by the Portuguese Ministry of Defence (PT-MoD)) with the
main objective of surveying Medium Earth orbit (MEQ]) and objects as well as monostatic
radar focused on tracking. The new double telescope main mission is to be able to survey
and track objects in the future, while still be able to operate in the [MEQI and orbits
(Pandeirada et al., 2021)).

In terms of ground stations, both types of sensors have their advantages and disadvantages.
Radars can observe throughout the entire day, but they can only detect debris on [LEQ] orbits due
to their 2000 km range limit. Optical telescopes are best suited for surveillance of high-orbit debris
such as [MEQ] or [GEQ], as there is no issue with range but they can only operate during the night.
Consequently in order to properly observe space debris, both sensors types are important because
they complement each other. There is an ever-growing interest on utilizing optical systems to
complement radar data with other informations such as magnitudes. The main difficulty with this
is the need for high-speed mounts and high Field of View (FoV]) telescopes, due to the enormous
speeds of [LEQ] objects (Virtanen et al., [2016)).

In July 2022, a new double optical telescope was installed in PASO with a maximum [FoV] of
4.3° x 2.3°. Its main objective is to track objects in to complement the already installed
radar but it can also be used to track and survey objects in [MEQ] and and for scientific
research in astronomy. Optical systems are typically used in [MEQ] and but as the demand
for objects in[LEQlhas been increasing significantly and is expected to continue for the near future,
a solution for this type of orbit needs to be created. The problem is that the regime will be
the most challenging to monitor with an optical system due to two difficulties: the fast speed at
which the objects cross the sky and the fact that they are only visible right after and before the

Thttps://www.eusst.eu/



sunset, greatly reducing the window of observation. Therefore this set of objects will only start
being observed after the system has been thoroughly tested with and objects.

In this work we discuss the current version of SPAce Debris dEtection pipeline (SPADE]) which
is being developed for the double telescope system in order to create an autonomous solution
capable of processing the large amount of data captured every night by the system. The full
scheme of the pipeline can be seen in figure It can be divided in three main parts: the
first being the Reduction Process with dark, gain, flat, background, crosstalking and cosmic ray
corrections which works to improve our raw data to the best possible conditions, a second part
of Source Detection and characterization in terms of photometry and astrometry which works to
obtain all the information that can be taken from each image, and a third part of Resident Space
Objects (BRSQ) identification and classification of satellite/debris from detected sources with the
assistance of Two Line Element (TLE)s which works to analyse all the data obtained to reach
the final goal of debris detection which will then be given to the costumer. The folder setup of
[SPADE] can be visible in figure

Given the necessity for these type of solutions, there are a great number of institutions that
are working on creating different solutions. One important factor is that there is a great interest
in the private sector which means that not all information will be publicly available Added to the
fact that there are various methods such as radar or space-based sensors that do not serve for this
purpose. Still there is a great amount of literature about detection with innovative methods
which gave us ideas on how to tackle the problem. There are a great number of studies about
the usage of machine-learning methods such as Jordan et al. (2022} |2023)). These methods would
require a large data-set of solved images which we do not have, meaning that they could not be
immediately used with the new telescope. There are also studies which could be implemented such
as Zuehlke et al. (2021) and Sun et al. (2015 which work solely with computer vision methods.
The main worry about these studies were the number of false detections that we desperately want
to avoid and the time needed as we found those to be quite large to ensure real-time analysis. For
these reasons, we decided on attempting to create our own solution. In the future we can attempt
to incorporate these different type of solutions, especially machine-learning to see if we can further
improve

1.1 Double Telescope setup

The new double optical telescope installed in is a wide-field system that can be remotely
accessed and controlled. The goal is to develop a completely automatic system, with the assistance
of additional equipment such as a meteorological station and a cloud monitoring system to avoid
the need of human intervention during observation process (Gongalves, 2022; Gongalves L. et al.,
2023)).

The telescope is equipped with an equatorial mount, that allows the telescope to accompany
Earth’s rotation and has a maximum slewing speed of 40°, which enables the use for LEO tracking
operations, with a 10-arcsecond positioning precision and a 1-arcsecond tracking precision. Each
telescope has a 2.3° x 2.3° [[QVl The system setup enables two different configurations: the first
where both telescopes point at the same area of the sky and two different 2.3° x 2.3° images of the
same field are obtained simultaneously, and the second where both telescopes work as one unit
with a slight overlap of 0.3° in Declination (Ded) resulting in a total [FoV] of 4.3° x 2.3°, used to
maximize the sky survey speed. The cameras installed in the telescopes are SBIG Aluma AC4040
from DIFFRACTION with has a 4096 x 4096 image resolution and a 9 pm sensor size, resulting in
a 2.02 arcsecond /pixel scale. It comes with the possibility of binning 2 x 2 by hardware, to increase
processing speed in SPADE] which would result in a 4.04 arcseconds/pixel scale. The response
function of the sensor is known and can be seen in figure (left, FSI), having a peak efficiency
of 74%. The Complementary Metal Oxide Semiconductors ([CMOS) is read at 100 MHz, resulting
in a 0.16 seconds read-out time allowing us to take low-exposure images, which is essential for
tracking. The minimum exposure time possible is 0.001 seconds, going up to 3600 seconds.
With these characteristics, we may use both telescopes to capture videos with more than 10 fps,
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Figure 1.2: SPADE flowchart

allowing us to implement novel solutions such as in Piergentili et al. (2021]). The sensor also has
the possibility of being cooled to 40° below ambient temperature, with minimal vibration, with
a Peltier cooling device to decrease the dark current. Both telescopes also come equipped with a
filter wheel with the Johnson-Cousins/Bessel system (BVRI) filters, as well as narrow-band filters,
for the [OIII], and Hea lines with the possibility of the usage of [SII] for future work. These will
be used to explore the utility of different color filters in the classification and characterization of
space debris in the near future. The sensor also comes with an automatic built-in image stacking
system to maximize Signal to Noise Ratio (SNR]) in our images. The equipment is protected by
a clamshell dome, with 3 shutters and a 3 m diameter, capable of opening/closing in 80 seconds.
Every component can be controlled remotely.

Initially, the telescope will be used for tracking and surveying satellites and space debris in[MEQ]
and [GEQ] orbits, because these possess smaller angular velocities enabling us to better characterize
the system. With time and development, the system will then be used for tracking objects in [LEQ]
orbits, as that is the final goal. All information about detected debris will be forwarded to National
Operation Center (NoC)) for further analysis. Due to the amount of data that can be generated
in a single night in Space Surveillance and Tracking (SST]) usage, the telescope needs a fast,
efficient and automatic image-processing software for real-time usage, which will be the purpose
for SPADE] In the future there are plans to pair the optical telescopes with the radio telescope,
following the example of the MeerLICHT /MeerKAT project used for transient detection, with



information such as debris magnitude (Coelho, 2022; Paterson, 2017)).

Figure 1.3: PASO (PAmpilhosa da Serra Observatory) on the left and the new double optical telescope
on the right.
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Figure 1.4: Response function for Back Side Illuminated (red), Front Side Illuminated (blue) and GAIA
G filter for telescope sensor (green) on the left. Johnson-Cousins filters response functions on the right,
image taken from Tawalbeh and Al-Wardat (2018)

1.2 Magnitude System

When we look into the night sky, we can see a large number of stars, with different brightness.
The system that is used to characterize the brightness of space objects, the magnitude scale, is
one of the oldest scientific standards of measurement, that is still being used today. The system
creation dates back all the way to 130 BC, when the Greek astronomer Hipparchus performed his
astronomical observations. In order to record the brightness of each object, he established a scale
of apparent brightness ranging form 1 (brightest) to 6 (faintest) (Evans, . That explains
why the average human observer can only see up to the 6* magnitude with the naked eye. With
the development of better telescopes and better technology, astronomers started to observe fainter
objects, that would no longer fit in Hipparchus scale. In 1856, Norman Pogson created a fit in

order to extend the magnitude scale to higher values, obtaining the logarithm scale that is used
nowadays,

I
m — Myeyr = —2.512 logyo . (1.1)
Iref

The magnitude of an object is a unitless measure, defined in a relative scale to other objects.
Each step of magnitude (m) means a change in intensity (I) of about 2.512 in brightness.

There are two main types, the apparent magnitude which relates to how the object appears
in the sky and the absolute magnitude which is the magnitude of the object if it where at a fixed



distance from the observer, usually 10 parsec for stars or 1000 km for [LEQ] orbits. The utility of
this system is due to the fact that the apparent magnitude of objects can differ significantly due
to atmospheric effects or the movement of the object. This does not create a problem for stars, at
a first approximation for small [FQV], as they are so far away that their light travels approximately
through the same atmosphere, so the effect is automatically removed when calibration is performed
as all stars suffer the same effect. The main problem comes when observing satellites. Because
they are in low orbits, normal approximations can no longer be used since when a satellite/debris
moves through the sky, the distance to the observer changes greatly. This effect changes not only
the magnitude but also the satellites’ illumination. For this reason, one needs to calculate the
absolute magnitude in order to compare different observations of objects in order to find if they
are the same object.

The next category for magnitudes is the type of filter used for the measurement or bolometric
in the case where the entire spectrum is analysed. There is one last point to take into account
when talking about magnitudes. With today’s technology, we can control which part of the visible
spectrum we want to observe with the use of color filters. Every star emits light but not all
stars are at the same temperature which means that different stars will have different emission
spectrums, resulting in different magnitudes when observed with a filter even though they may
have the same bolometric magnitude. There are two main filter systems used in astronomy, the
Johnson-Cousins UBVRI system, and the Sloan system. The most usual is the Vegasystem where
the star Vega is used to calibrate magnitudes and is considered as having zero magnitude. All
other star magnitudes are calculated according to equation For comparison, the Sun has an
apparent bolometric magnitude of -26.8, while the full moon has a value of -12. The brightest star
in the sky (other than the sun) is Sirius with a magnitude of -1.5 (Gasdia, 2016).

In optical images the magnitude that is calculated is designed instrumental magnitude since it
is related to the pixel counts and it will change in different sensors. To calibrate the magnitude
of optical images catalogue stars are used with the corresponding magnitude. Since the scale is
relative, the difference between the two magnitudes will be a number normally called zero-point.
To properly calibrate the magnitude of our image we need to make sure we correctly calculate the
distance between two points to be sure of our match with the catalogue.

1.3 Angular distance

We need to calculate the distance between two points in order to measure the proximity of
two different points. To do this we can’t simply calculate the euclidean distance with Right
Ascension (RA]) and [Ded we need to calculate the angular difference between the two points. The
equation gives the smallest arc (d) between 2 points on a sphere with coordinates (a1, 01) and
(a2, 02). This formula is the exact solution but it becomes computationally hard to calculate when
using with very small values of d, or close to 180° (£ 10 arcmins). Since we will be calculating
distances in the order of arcseconds, there is an alternative solution given by equation which
allows us to save time in our processing. This approximation is similar to the euclidean distance
but with a correction due to the fact that the length of the[RAlcircles will depend on the[Dedvalue.
Both options are available in with the choice given to the user, with the approximation
being the default.

d = cos ™ (sin(6;) sin(da) + cos(81) cos(da) cos(ar — az)) (1.2)

d = +/cos2(6,) x Aa2 + A2 (1.3)

This equation is derived with a geocentric view which is not a problem for stars as their distance
to Earth is significantly bigger than Earth radius and so it is possible to neglect this factor. This is
no longer the case when we apply to artificial satellites, especially in orbits, since the Earth
radius (~6400km) is bigger than the altitude of the orbit (<2000km). For [GEOQ] and [MEQ] orbits



this effect is much smaller which makes it applicable but still originates some error that needs to
be taken into account

1.4 TLE orbit prediction model

An orbital prediction model for satellite positions is a necessary tool to keep up with all debris
already observed in space. There are a multitude of methods to predict the orbit of objects in space,
each with its own advantages and disadvantages. Today’s most common model for satellites or
space debris is the North American Aerospace Defense Command (NORADI)’s Simplified General
Perturbations 4 ([SGP4) which uses [TLEF created from telescope observations, not depending on
satellite sensors data. This allows it to be used for deactivated satellites.

This technique has been in use for decades proving how valuable it is as a tool. But like every-
thing it has limitations that need to be understood to correctly use them. The[SGP4model created
in the 1960s had to cope with severe limitations on both software and hardware components, when
compared with today’s technology. To compensate for this the method was made quite simple
with several effects ignored which are present in more recent methods. This simplicity originates
very important limitations for [TLEk that may even render them useless for some applications such
as the fact that they do not have into account manoeuvres and it does not originate a covariance
matrix which makes them hard to use for conjunction operations which is the main concern for
missions. Due to how long and how much it has been in use there are already been made
intensive tests to determine the reliability of [[LEl predictions, reaching a general conclusion that
it only lasts a few days. This requires a continuous operation to keep an active debris catalogue
with a risk of loss when manoeuvres occur that greatly change the orbit (Vallado & Cefola,|2012).

In [SPADE] we do not create our own [TLEk as that data processing part is done posteriorly. To
obtain the most up-to-date [TLEk possible, daily downloads the available information from
CelesTrakEI, a website that works to maintain a public[TLEl catalogue. To then propagate the orbit
and make predictions for the time of our images, [SPADFE] uses the package SkyField, the standard
for the astronomical community that allows us to generate high-precision research-grade positions
for Earth satellites (Rhodes, [2019)). To test SPADE] other tools were also used as references such
as GPredict and Stellarium. To confirm our results, we compared our predictions, with the same
[TLE] with the result given in both software and observed an almost perfect match.

1.5 Available Data

We tested with three different data-set of images. The first one was taken in the
Observatério Pico dos Dias (OPD]) and is comprised by 20 images from an old mission of scientific
research. These images have a small [FgV] and a large magnitude depth. Even though these are
quite different from the images that we expect to obtain, this set comes with flat and dark frames
meaning they could be used to test the reduction process. All information about this data-set of
files can be seen in table The second data-set was provided by and is composed
by 60 images from survey operations obtained with the deployable telescope currently installed
in [PASOl These images are very similar to the ones we will be processing in the future and are
grouped in sets of 4 which allowed us to better develop the detection part. These do not
come with any set of dark or flat frames. All information about this set of files can be seen in
table [[.2 There is an additional data-set provided by the 26 images taken at [RA] =
12h25m20.00s and [Ded = 12°25m20.00s. These are neither at an area of the sky of interest nor it
is the expected strategy that will be used but they could be used to test the initial steps until the
debris classification process begins.

There are some effects that are present in the data-set that need to be discussed.
These effects will cause some difficulties for SPADE] and compromise our results. The advantage is

2https://celestrak.org/NORAD /elements/



Table 1.1: Number of files from the data-set provided by [OPDl per exposure time and color filters. These
images were taken beginning at 22:31:46 of 28/05/2014 at Lat=-22.534831° and Long=-45.58302°.

) Exposure time (s)
Tmage Type | Filters 5565765 T 100 [ 105 | 240
Dark - 10 10 10
B 30
Image B > .
g R 4 4

Table 1.2: Available files from the data-set provided by the [PT-MoDI and respective coordinates of the
observed fields taken beginning at 19:59:56 UTC of 28/02/2023 at Lat=40.182416° and Long=-7.874175°.
All images have an exposure time of 1.2s and are taken with 5 seconds intervals.

Field 1 2 3 4 5 6 7 8 9
Ra (h:m:s) | 08:07:00 | 08:07:00 | 04:23:47 | 04:23:47 | 04:23:47 | 04:23:47 | 04:23:47 | 08:07:00 | 08:07:00
Dec (dim:s) | -05:11:42 | 02:24:52 | -3:13:45 | 06:55:00 | 00:41:33 | 01:50:37 | -08:18:07 | -07:43:53 | 04:57:03

Sets 1 2 3,5 4,6,8,10 7,9 11,13 12 14 15

that these images already serve as a case study for SPADE] to be able to work around if it happens
in our future images.

The biggest problem is that all images provided by the are unfocused and badly
collimated. These problems make it so that stars do not appear as points sources but as “donuts”
shaped in the center of the image and “beans” shaped on the top corners, deteriorating the Point
Spread Function (PSE)) of all sources in the image. These problems are visible in figure

Figure 1.5: Zoom of two areas from set 1 of the images from data-set 2 given by the [PT-MoD] where the
bad quality in the focus is visible (left) and where the non-alignment of collimation of the system (right).
The scale is provided by the small while line which corresponds to 150 arcsec.

The second problem that is also due to operation is the start of exposure before the telescope
stops stretching all sources in the first image of the set. This deteriorates the quality of the
astrometry as will be seen in section This effect is shown in figure [I.6] We need to take these
effects into account when analysing the results provided by We expect not to make the
same mistake when we obtain our own images in the future.



Figure 1.6: Zoom of the same area from all images of set 15 from the data-set given by the [P'T-MoDlwhere
the slight elongation of sources is visible in the first image when compared with the remaining images of
the same set. The scale is provided by the small while line which corresponds to 100 arcsec.

Seeing that for usage the telescope can be operating in less than ideal conditions, some
disturbance such as high speed wind can affect the quality of the image. We have already tackled
this problem in the setup of our double telescope as the dome foundation is separated from the
telescopes’ which will greatly minimize this effect. This isn’t the case for the system
which will result in less resistance to windy conditions. In the data-set provided this can be seen
in one image showcased in figure (left). Strong winds will shake the sensor which will give the
impression of duplicate sources. Seeing that every source will duplicate the number of detected
sources will greatly increase when compared with the rest of the set. For this reason, we can
immediately remove the damaged image.

Figure 1.7: Examples of two reduced images from the data-set given by the [PT-MoDl On the left image
we can see the case where turbulence originated duplicated sources in the image and on the right case we
can see the increase in the background brightness due to outside illumination. The scale is provided by
the small while line in each image which corresponds to 150 arcsec.

One important factor is the position of the moon during these nights especially when a very
large number of fields are observed such as our case. In figure [1.8] we can observe the night sky
for the beginning of the exposures. We can immediately see that the moon was visible with
coordinates of [RA] = 5h44m46.87s and [Ded = 27°08'52.6” meaning that it can have an effect in



our images. In figure (right) we can see the effect on some of our images, where the background
is much brighter than usual. This will decrease the number of detections that we can detect with
the same threshold. It will also worsen the problem originated by the vignetting of the optical
system already visible in our images. With the usage of flats this problem should decrease but
that test can not be performed with the current data-set as there are no flats available.

6 UTC+00:00

Figure 1.8: Stellarium’s Night sky at 19:59:56 UTC of 28/02/2023 at Lat=40.182416° and Long=-
7.874175°. The celestial grid is superimposed in the image. The celestial North pole is visible and
consecutive and [Ded lines are 10° apart. We can immediately observe that the moon was visible
during that night illuminated 64.4%.

1.6 Catalog Choice

We analyzed four catalogues: Hipparcos, Tycho2, UCAC5, and GAIA. The biggest difference
between these catalogues is their number of stars. Hipparcos contains around 118000 objects
up to magnitude 11 (Perryman et al., |1997). Comparatively, Tycho-2 is the continuation of
the Hipparcos mission and contains the 2.5 million brightest objects. It is much more complete
compared to Hipparcos reaching 99 % completeness up to magnitude 11 (V) and 90 % up to
magnitude 11.5 (V) (Hog et al., [2000). The UCACS, created by the U.S. Naval Observatory, also
contains the stars from the previous catalogues and adds more to reach more than 100 million
objects to magnitudes 16. Lastly, there is the GAIA catalogue. It has information on over 1 billion
objects and is currently the most complete catalogue, reaching magnitudes as big as 21 (Gavras
et al., 2022).

Even though a catalogue with more objects and a higher magnitude level decreases the number
of false negatives and enables us to analyze deeper images, it also comes with the downside of
an increase in file size. For instance, the Hipparcos and Tycho-2 catalogues sizes are in the MB
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range, around 5 and 500 respectively. The UCACA4 increases to about 6GB in space and the GATA
reaches about 10 TB! This originates a big strain on the hardware of the observatory needed to
store bigger data and significantly slows down the processing speed of algorithms, as it needs to
check a larger number of stars.

Initially, the Hipparcos and the GAIA catalogues were immediately discarded as the Hipparcos
had too few stars for the intended purpose and the GAIA catalog was too big for usage with our
current capabilities. Further analysis was only done on the Tycho-2 and the UCAC4 catalogues.

The size of the Tycho-2 catalogue enables it to be easily stored in memory, not creating a big
strain on the hardware. This is not the case for the UCAC4 catalogue, as it would consume too big
a portion of our Random Access Memory (RAM)) possibly requiring the upgrade of the equipment.
This effect can be minimized by only reading a portion of the catalogue, either the portion of the
sky of interest to the image or the portion of interest for the specific night. However, the UCAC4
catalogue would decrease the number of false negatives and would allow [SPADE] to be used for
deeper images.

To analyze which would be the best choice for the pipeline, we tested with data-sets 2 and
3 given by the In table we can see the percentage of detections that were found
in the catalogue for the Hipparcos, Tycho2 and UCACS5 catalogs. The test wasn’t performed for
the GAIA catalogue due to the fact that it was removed since it was too big for implementation.
As we can see, only the UCACS5 reaches a percentage of matching sufficient for implementation.
This was expected seeing that Hipparcos and Tycho2 have a small number of sources, not being
suitable for the levels of magnitudes that we desire.

Table 1.3: Catalogues and their properties, number of objects, completed magnitude, file size, available
filters and astronomical precision.

Catalog N° objects | Mageompicted Size Filters Precision (Ra,Dec)

Hipparcos 118k 9 4.7 MB \Y 0.77/0.64 mas
Tycho2 2.5M 11 528 MB BT,VT 7 mas
UCAC5 107M 16 6.5 GB | G,UR,J,H.K 8-60 mas
GAIA 1.46B 21 10 TB G,GBP,GRP Has

Table 1.4: Average percentage of matches for detections with a 5o threshold, a Full Width Halft Maximum
(EWHM]) threshold for maximum separation and a maximum magnitude of 16 for each tested catalog.

Catalogue | Percentage of Matches
Hipparcos 2.5%

Tycho2 21.1%

UCAC5H 97.6%

A decision needed to be done for the maximum value allowed for the separation between
our calculated coordinates and the ones given in the catalogue. This value needs to be chosen
according to the biggest error that we have in our values. Since the catalogue has very good
astrometric precision, the limiting factor is given by our image. We decided on using the median
[FWHM] of all detections in the image as our criteria for the maximum distance. The median was
chosen, instead of the mean, due to the fact that some extreme values of [EWHMI may occur due
to some wrong detections. In these cases the mean is greatly affected while the median has a
reduced effect, protecting our comparison from outliers. This thought process was the same for
all cross-references in which will occur later.

There is one last point that needs to be taken into account in [SPADE] which is the epoch of
the information. This is because star coordinates change in the celestial coordinate system. Two
effects cause this: the first dominant factor is due to Earth’s procession, which has a period of
around 26000 years and the second much smaller due to the motion of stars in relation to Earth.
The first factor will affect the position of the equinox which is used as the origin of the [RA] axis.
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This means that this will originate a movement of around 50 arcsec/year for every object. For
this reason and to more easily compare information taken in different years, the astronomical
community decided on a common date to save the coordinates of the stars. It was decided that
the catalogues would be updated every 50 years starting in 1900. This means that today, in 2023,
we use the J2000 epoch for catalogue coordinates. The second and much smaller factor is due to
the proper motion of the star, the motion of the star in relation to Earth which is most dominant
for objects closer to us. There are stars that have very big values of proper motion such as the
Barnard Star which has the biggest value at 10.3 arcsec/year. For most cases though this value is
much smaller, in the mas range. This effect could become important if a significant amount of time
passed between the measurements taken. To have an understanding, an error of 1 arcsec after 23
years requires a proper motion of 43.5 miliarsec/year. For it to extend to a pixel it would increase
to 200 miliarcsec/year. At a first glance, this might seem a problem that needs to be corrected
but by analysing the UCAC5 catalogue we discover that these cases happen for only 2.5% and
0.02% respectively. These percentages are so small that they aren’t statistically significant in the
entire field.
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Chapter 2

Data Reduction

Before analysing the image to detect [RSOB, corrections may be applied to correct for instru-
mental effects. This correction process is widely called reduction in astronomy. In this chapter,
we will discuss some effects that are present and how they are corrected in [SPADE]

2.1 CMOS Detector Principle

One of the most important parts of an optical system is the detector. The way that the telescope
captures photons and transforms them into a digital form varies from detector to detector and
may cause specific defects that need to be corrected.

There are two main types of detectors used in telescopes: the older and more established
Charge-Coupled Devices ([CCDI) and the They have more similarities than not, both
being made from silicon chips which will result in similar response functions. In both cases
they are composed of an array of photo-active capacitors that accumulate charge due to electron
excitation from photons that hit each pixel. The main difference between the two comes in how
the information is read. On the when the exposure is complete the charge is transferred
from row to row until it reaches the bottom and is read as a serial register. The signal is then
fed into an amplifier before it passes through an Analog-to-Digital Converter (ADC]) for the final
value that we see in the image file. On the this process occurs in each individual pixel
(Gasdia, [2016; Patterson, 2018). This small difference causes the [CMOS| to have considerably
faster reading times while still requiring less power when compared to the Because of
this massive advantage, are widely chosen for many mobile applications such as phones
or webcams where battery life and equipment size is critical. Consequently have been
widely studied in the last decades which in turn has has driven the production price down and
created improvements in comparison with the disadvantages are that due to the
extra circuitry present in each pixel the fill factor, the percentage of the light-sensitive area on
each pixel is reduced, reducing the overall photons collected and the sensitivity. This effect is now
corrected with small microlenses above each pixel that focus all light that would hit the non-light-
sensitive area onto the active region. Still, it is not a perfect solution and the sensor usually
has a bigger SNR] than the (Gasdia, [2016; Patterson, [2018)).

One of the biggest contributors to losses is the electronics present in each pixel. These
electronic layers can cause the light to be scattered or even absorbed, reducing the amount of
light that actually reaches the active area. This problem divides the into two main types,
depending on how the light reaches the sensor: Back-Side Illuminated (BSI) and Front-Side Illu-
minated (ESI) sensors. The more common type of sensor is the [ESIl type which has the
electronics between the lens and the photoactive area, an easier option that reduces costs but it
means that not all photons can be absorbed by the sensor. With innovation in technology and
to increase sensor efficiency, the electronics layer can now be placed behind the photoactive area
(BSI). This position eliminates the problem created by the absorption of this layer but the caveat
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is that it increases the dark current produced which increases the overall noise of the sensor. Dark
current is created because any object above 0K emits radiation that leads to some electrons being
excited and originate counts in our detector even if no photons are actually hitting the photoactive
area. Overall, the sensors capture more photons, which ultimately results in better images
even taking into consideration the noise. The main disadvantage is that due to this technology
novelty, the increase in price is significant which can be detrimental for certain projects (Gasdia,
Patterson, [2018). For this reason, we chose the [FSI for the double telescope as the
advantages did not compensate enough.

|

. Read Out Pixel ‘ Current / Voltage

Circuitry

Figure 2.1: Illustration of the difference in the circuitry between the [CCDI (left) and the [CMOSY (right).
Image adapted from Vision and Robotics (2020)).

2.2 Data Reduction

The reduction applied in the [SPADE] pipeline consists of the following steps: dark frame, flat
field, crosstalk, gain, cosmic rays, and background correction. Each step is independent and can
be enabled/disabled easily for personal use, visually displayed in figure

2.2.1 Dark

The first step of the reduction process is dark field correction. This current will accumulate
charge throughout the exposure which will create an offset from the real value. The radiation
spectrum emitted by an object depends on its temperature, so this effect can be minimized by
cooling the cameras. The main difficulty in this correction is that dark current accumulates at
different rates for different pixels, usually called “hot” and “cold” for the ones that accumulate
more or less respectively. To correct this effect, an image with the same exposure time as our
image is taken with the shutter closed, removing electron excitation due to external sources. This
is called a dark frame. Since every pixel is consistent with the dark current that it produces for
a given temperature, we can subtract the dark frame from our image to remove the fixed pattern
created. Unfortunately, this accumulation of charge is a random process so the effect can never
be fully removed and this correction can even add more noise. To minimize the addition of noise
to our data, a few dark frames are taken for each exposure time and a master frame is created
with the median of all dark frames. This will decrease the noise originating from this process by
a factor of 2 every time we quadruple the number of dark frames (Gasdia, Patterson, .
An example of a master dark from our images can be seen in figure (left). Master darks are
applied both to images and flats, always chosen the one with the closest exposure time and always
shorter.
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2.2.2 Flat Field

The second step is the flat-field correction. Since not all pixels are built equally, not all pixels
will have the same sensitivity. Adding to this, they will also not be illuminated in the same way
due to vignetting of the optical system. This will create a difference in counts between different
pixels even in cases where they are observing objects with the same light intensity. To correct
this effect, an image is taken by illuminating the sensor with an uniform light. This is called a
flat frame. This is done either by pointing the telescope to an area of the sky with uniform light,
normally in twilight conditions to avoid stars, or by illuminating a white screen inside the dome
with a bright light. The advantage of the last method is that it does not depend on natural effects
so it is more reliable, the disadvantage is that it requires the installation of additional equipment.
The flat frame exposure time is chosen to obtain the maximum possible[SNRlvalue while the sensor
has a linear response. This frame is also corrected for dark current. This effect varies for different
color filters. For this reason one flat frame needs to be taken for each color filter. For the same
reason as the master dark, a master flat is created by taking the median of multiple flat frames
and in this case the final pixel values are normalized with respect to the maximum (Gasdia,
Patterson, . FEach image is then divided by the master flat to perform the correction. An
example of a master flat can be seen in figure (right).

.x 1

Figure 2.2: Master files examples, Dark on the left and Flat on the right. The vignetting effect is clear in
the flat frame and the presence of patterns created by dark current in the dark frame.

2.2.3 Crosstalk

The third step is crosstalk correction. Due to non-perfect insulation between pixels, electrical
interference between neighbouring pixels occurs, especially in high-contrast zones. This results
in charge being transferred, changing the final readout count in each pixel. This happens with
stars in astronomical images. According to McCullough , this effect can be corrected by
using a convolution filter to produce the opposite effect. Even though this effect is not critical
for general use cases, but in applications where extremely high precision is required, this option
is implemented and can be enabled to improve results.

2.2.4 Cosmic Rays

The fourth correction applied to our images is cosmic rays removal. Due to the high energy
of a cosmic ray, when it hits a pixel in the detector it will excite a large number of electrons in
our sensor, leading to high counts in the output image. Depending on the angle that the cosmic
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ray hits the sensor, it can create high counts on a single pixel (perpendicular) or a line of pixels
(diagonal), so it becomes a bigger problem than removing isolated pixels. Because we want to
detect space debris in orbit, we will need to analyse slightly stretched sources which should not
be present. The appearance of cosmic rays in our image may create a false positive in our image
analysis algorithm that we want to avoid. To do this, we first need to remove all possible cosmic
rays. Objects in our image will have a known [PSE| whereas cosmic rays will have only a peak in
a pixel or set of pixels. By analyzing the shape of these peaks, we can understand whether it is
a point source or a cosmic ray. To do this step, [SPADE| uses “astroscrappy”, a python library
already build for this purpose (McCully et al., .

2.2.5 Background

The fifth correction is background removal. Like in most applications, there is an amount of
signal that is due to effects not important to the case study. In this case, an immense number
of objects in space may not be strong enough to be visible with our detector but some of their
photons will eventually reach it. The sum of all these sources will create a background signal in
our image not due to the point source that we are viewing. This background level is not constant
in the entire sky, so a close analysis needs to be performed. This can be removed by analysing the
entire image as the background pixels should greatly outnumber the stars. This is a good solution
for small [FQV] but not a good approximation for bigger [FoVl like ours due to significant variations
across the image. To solve that issue, in the image is divided into multiple subregions
to work both in cases where the background is generally consistent in the entire image as well as
cases where the background may differ throughout the image. This low-resolution map is then
resized to fit the full image. This step is done with the help of “photutils”, a python library.

2.2.6 Gain

The last step is gain correction which corrects the counts according to the gain used for the
image. This correction is optional and is useful to compare different images of the same field that
have been taken with different gain levels. This can occur when comparing images of the same
field taken in different days or with images taken from different telescopes which can happen in
the double telescope setup in

Figure 2.3: Original (left) and corrected (right) images. The disappearance of the dark current patterns,
and the correction of vignetting are easily noticeable.

16



2.3 Time Analysis

A very important step in a real-time processing algorithm is the speed at which it can operate
so we can know what are the its limits and if we can push further. In this section we will study
how much time is required for each step in the reduction process and the effect of incorporating
multi-threading. These values can help us decide which steps should be removed or improved first
if needs to operate faster. We used the available data-sets for this analysis and the time
results can be seen in table 2.1l for data-set 1 and table 2.2] for the data-sets 2 and 3. Calculations
were performed in a virtual machine created on my personal computer with 10GB of [RAM] and 8
cores with a AMD Ryzen 5 4600H with Radeon Graphics 3.00 GHz processor.

The first thing that jumps out when we look at these tables is the clear domination of the
cosmic ray removal step in the time taken for the reduction process. It surpasses by almost 10x
the second slowest step which is background removal. This makes it seem that this should be the
first step to be considered for removal in case that [SPADE] needs to be sped up. The problem is
that this might be the most important step to prevent false positives in our final results which
is vital. For that reason a careful balance should be done before this step is removed. Another
factor to notice is that the Gain, Background and Crosstalk correction times are similar in both
data-sets. This is expected as both data-sets have images with the same 2048 x 2048 resolution and
2 bytes per pixel. The same can not be said for the Cosmic Ray correction which is visibly slower
in the second data-set. This can be explained by the fact that the second data-set is composed by
images with a significantly higher number of detections which slows down this step. This is a sign
that denser fields will originate problems to the cosmic ray correction but not on the other steps.

Looking at the multi-threading factor we notice that as we increase the number of threads
available to [SPADE] we see an increase in the time taken for each individual images. This is
expected as the computer needs to divide its resources across all threads. But the overall time taken
for the entire data-set decreases as we increase the number of threads. According to Subramaniam
(2011) the number of optimal threads depends on the type of problem. In the case where all tasks
are computationally intensive like in the case of SPADE] the optimal number of threads will be
the number of cores available to the machine.

On the first data-set we can see that this does not hold given that we have 8 cores in the
machine and the best case is the 4 threads option. This can be explained due to the fact that
we only have 20 images in the data-set, which will mean that with 8 threads 8 images will be
processed, then another 8, and then only 4 will be left for the 8 threads. This leaves 4 out of 8
useless in the final part. This does not happen for the 4 threads case as all threads are always
used. Given that we do not have additional images of this data-set we can not test this theory.
But we can look at the results from data-set of images given by the which has more
images. In this data-set the 8 threads produces the best results. This supports the expected that
in usual cases this is the best option. But this also creates another question. How many images
do we expect to be in queue to be analysed at a given time? The answer to that question may
influence the number of threads chosen for SPADEl If we don’t expect to have a sufficient number
of images to occupy all threads, then lower threads options that match the number of expected
images may end up being faster. This discussion will be further looked into in section [3.6.7}

The third important aspect we can take from table is the time taken for the dark and flat
field corrections. As we can see, these corrections take less time than the cosmic ray removal by
a factor of 100. For this reason we can assume that these steps do not slow down the pipeline a
considerable amount. The does not currently utilize flat field or dark corrections. Seeing
that the time taken for these corrections is small in comparison with the rest, the only setback is
on the preparation of the master files required, taking into account both the time taken to actually
acquire the dark and flat frames and the time to create the masters. In fact, this also does not
pose a problem as it can be done prior to the sky conditions required for the telescope observation
as dark frames are obtained with the telescope shut and the flat frames may be acquired before or
after the night observation. To make sure, we analysed the time taken to create the master files.
We discovered that this process required 29.83 seconds for 5 master files, around 6 seconds per
master file. This value does not really pose a problem to the normal operation of the telescope
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as it can easily be done prior to the start. The only problem that may arise is needing someone
to take these prior to the observations but the process can be automatized. For these reasons, we
will be using flat and dark field corrections to improve results.

Table 2.1: Average time in seconds for each step in the reduction process for the set of 20 images from
for different number of threads used in multi-threading. Table also presents the total time required
by to process the entire set of images. Calculations were performed in a virtual machine with
10GB of RAM] and 8 cores.

Reduction Process Average Time per Image (s)

Number of Threads 1 2 4 8 10
Dark Field 0.044 | 0.058 | 0.107 | 0.262 | 0.360
Flat Field 0.078 | 0.087 | 0.163 | 0.440 | 0.481
Gain 0.005 | 0.007 | 0.012 | 0.036 | 0.039
Background 0.513 0.586 0.997 1.983 2.612
Crosstalk 0.017 | 0.020 | 0.044 | 0.087 | 0.136
Cosmic Rays 3.498 5.939 9.861 18.97 | 23.724
Total Time per Image 4.155 6.697 | 11.184 | 21.778 | 27.352
Total Time for entire set | 84.049 | 66.216 | 56.408 | 59.754 | 58.536

Table 2.2: Average time in seconds for each step in the reduction process for 86 images provided by the
IPT-MoD¥ for different number of threads used in multi-threading. There is also available the total time
required by to process the entire set of images. Calculations were performed in a virtual machine
with 10GB of [RAM] and 8 cores.

Reduction Process Average Time per Image (s)
Number of Threads 1 2 4 8 10
Gain 0.005 0.008 0.012 0.019 0.041
Background 0.482 0.569 1.008 1.691 2.559
Crosstalk 0.017 0.021 0.042 0.082 0.125
Cosmic Rays 4.406 7.296 12.176 24.111 29.648
Total Time per Image 4.910 7.894 13.238 25.829 32.372
Total Time for entire set | 426.702 | 342.273 | 289.770 | 285.913 | 289.001
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Chapter 3

Image Analysis

In this chapter we will discuss the image analysis steps from the detection of point sources
up to the identification of space debris. The algorithm is capable of performing astrometry with
the 2 arcsec accuracy required by the in the and [MEQ] region (European Comission,
2022]). makes use of the known software Sextractor, Astrometry.net and PSFEx as well
as common packages such as numpy and astropy (Bertin & Arnouts, 1996; Bertin, 2013; Lang
et al.,|2010)). Due to the high number of images that can be generated every night by the double
telescope, [SPADE] was designed to use multi-threading to significantly speed up several steps of
the algorithm in order to avoid clogging the pipeline during operation and to ensure real-time
analysis.

3.1 Source detection - Sextractor

The first and probably the most important step is to accurately detect all sources in the
image. To do this, SPADE] takes advantage of the Sextractor software (Bertin & Arnouts, [1996]).
Its widespread use in optical telescope images in the last couple of decades has shown its reliability
and the quality of the results obtained. The software can detect both point and extended sources.
[SPADE] will then have the flexibility of working in both cases. This is why it was chosen over
others such as DAOFIND (Stetson, [1987)). Even though only point sources will be studied in our
specific application, there are plans to use the telescopes for science imaging in the future which
may involve extended sources such as galaxies.

The most important parameter for source detection is the detection threshold. In the astronomy
community this threshold is commonly calculated based on the background signal distribution.
The standard deviation of this distribution is calculated, usually denoted by the letter o. The
thresholds are then calculated in multiples of this value. The higher the value, the greater the
confidence level that the detection is not due to a random effect. The usual accepted values for
detection thresholds in astronomical literature are 3o, where there is a 0.3 % chance that the
observed result is due to a random effect or 50 where there is less than a a 6x107° % chance
(Abbott et al., 2021} Schlafly et al., [2018). In [SPADE] we ended up choosing 3o for the value
for the threshold detection. In simpler terms, the signal must be at least 3 times the standard
deviation of the background signal to be considered a detection.

Lower values of 1o and 20 were also considered as not all were detected with the selected
threshold value due to the presence of some faint sources. By analysing the images given to us by
the we found that with these thresholds the number of detections increased significantly
when compared to 30 and 50. The visual comparison between these threshold and 20 can be seen
in This not only increases the computational cost of the pipeline but we also found that there
was a great increase in false positives which propagated all the way to the end. As avoiding false
positives is crucially important in this work, we decided that it was not worth to sacrifice releasing
wrong information in order to detect all debris present in the image, choosing 30. We also note
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that we did not have flat and dark frames available which did not let us correct the vignetting.
This effect worsened the quality of detection in the corners for the same threshold value. Seeing
that the center performed well we expect that with the full reduction process this problem will be
eliminated.

In Sextractor this is controlled by changing DETECT_ THRESH and ANALYSIS_THRESH.
The first controls the threshold for a detection to actually be made and the properties calculated.
The second only controls if some specific parameters are calculated such as the Since we
want to obtain information from all the sources detected, we set them equal.

Figure 3.1: Image detail with extracted sources marked as red circles from [SPADEI for threshold values of
20, 30 and 50, from left to right respectively. The image used was given by the PT=-MoDl at the coordinate
[RAE8:07:00 (h:m:s) and Dec = -5:11:42 (d:m:s), starting at 2023-02-28 20:20:18.075 UTC. We can easily
notice that for smaller thresholds the number of detections increases significantly. At 50 we observe many
faint sources that are not detected. On the 20 we observe many detections that are not present in the
image. The scale is provided by the small while line which corresponds to 150 arcsec.

Another very important parameter that should not be overlooked is the DETECT_MINAREA
setting. This controls the minimum number of connected pixels above the threshold to be consid-
ered a detection. This value depends on the instrument used. For this reason instead of picking a
number that matched most of other cases in the literature, we tested different values to detect the
maximum number of sources while avoiding false positives. We found that when this value was
lower than 6, the number of detections increased greatly with the majority being false positives.
For that reason we ended up choosing that value even if it meant losing some real but faint sources.

The parameters chosen for output were those necessary for analysis such as X_ IMAGE,
Y_IMAGE and MAG_ISOCOR with the corresponding error MAGERR_ISOCOR. These parame-
ters of position are the baricenter of the source. This option was preferable over the brightest pixel
as that allows us to have a precision superior to the pixel scale. The choice for the MAG_ISOCOR
is explained in section [3.3

Apart from that we also output the information required by PSFEz. These are the
FLUX_RADIUS which corresponds to the radius that contains half the flux, FLUX_APER which is
the flux calculated with a fixed aperture and FLUXERR_APER the corresponding error. There are
also other quality parameters such as SNR_WIN which gives the[SNR]of the object, ELONGATION
which is the elongation of the object and FLAGS which give information about certain problems
that might have occurred with the object . This might be saturation or being too close to the
border. The final parameter is VIGNET(15,15) which is the one we can change. This value controls
the size of the sub-image, in pixels, that is saved for each detection. In[SPADE] we chose 15. This
decision was made following PSFFEz documentation as it is neither too small to not encompass
all of the [PSE] but is not large enough that it generates too big of an output file and slows down
significantly the processing speed or have a high risk of contamination from a near object. It
serves as the default for this pipeline but it can be easily changed manually in the configuration
file. Another aspect to take into account is that if a source is so close to the border that this
sub-image can not be saved, will eliminate it. This is another incentive to decrease the
value as much as possible to avoid eliminating debris that appear very close to the border. This
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discussion is looked further into in subsection [3.6.3] All these parameters can be easily seen in

table B.1l

Table 3.1: Sextractor configuration file settings changed from the default file (left) and output parameters
(right).

- Output parameters
Setting }/?ITHSQ o7 NUMBER FLUX_ISOCOR
CATALOGTYPE | pro iy o MAG_ISOCOR | MAGERR.ISOCOR
- FLUX_APER | FLUXERR_APER
DETECT.TYPE CCD
XIMAGE Y IMAGE
DETECT MINAREA | 6
FLAGS FWIM_IMAGE
DETECT TORESH | 3
o THEE T ELONGATION | FLUX_RADIUS
- SNR_WIN VIGNET(15,15)

3.2 Plate solving - Astrometry.net

The most important information for purposes is astrometic measurements of sources.
Precision in this parameter is not only vital to make sure the correct object is detected but also
for validation of collision avoidance algorithms between space debris and active satellites. It also
enables the use of different techniques such as image stacking or differencing which can lead to
improvements in various parameters such as the [SNR] and magnitude or even the detection of
transient objects (Patterson, [2018)).

To perform this vital step in the widely known Astrometry.net was used (Lang et al.,
2010). The widespread use of this software in the astronomical area is proof of the consistency
and reliability of its results. This software makes use of index files built from catalogues such as
the 2MASS and the Tycho2 to discover the area of the sky that better matches with our images.
This software uses pattern recognition. It compares the shape of sets of 4 stars (quads) with the
ones saved in the indexes to find the best match in the sky. It then corrects for image distortion by
using a 3" order polynomial correction, vital for big[FEoV]like ours where linear approximations do
not work as well. This process can be assisted by supplying the software with information about
the telescope and the images such as [FoV] center coordinates and image scale. This can greatly
decrease the processing time for this step. All these parameters can be easily controlled in the
configuration file to fit different telescopes.

Depending on the area of the sky observed and the threshold value used the number of detected
sources in each image can, as previously seen, increase significantly. This will naturally lead to an
increase in the time needed for plate solving, possibly clogging the pipeline or reaching the point
where no solution is found in the allocated time. This would mean that a given set of images would
not be analysed leading to the loss of information and useful night time. To avoid this, [SPADFE]
limits the number of sources fed to Astrometry.net to 500. We decided to select the sources with
the highest [SNR] in the image. This was the parameter chosen because we expect these objects
to have a better defined [PSF which will lead to a better precision of the source position. Of
course, [SPADE] also eliminates all saturated sources. This selection potentially allows for lower
threshold levels to be used and analyse denser star fields without the need to sacrifice having long
computational times. We have decided not to do so to avoid false positives in other steps. This
decision is further discussed in subsection [3.6.21

To analyse the quality of this step in our pipeline, we compared our coordinates with their
match in the UCACS5 catalogue. We calculated both the angular difference between them given by
equation [I.3] as well as the difference in the [RA]and [Ded values. This was done both for all images
given by the [PT=MoDl (figures and [3.3)) as well as for each individual set of 4 images (figures
and . We decided to use the F'WHMI as the precision parameter of our detections. Since
this value is much larger than the catalogue objects precision, this was the maximum distance to
consider a match.
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Figure 3.2: Angular distance between calculated coordinates and their match in the UCAC5 catalogue for
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Figure 3.3: Difference between Calculated coordinates and their match in the UCACS5 catalogue for all
images given by the given in arcseconds with Declination on the Y axis and Right Ascension
on the X axis. The mean values and standard deviation of both axis are marked with black and orange
lines respectively. Images were analysed with a 3o threshold value.

Analysing figure[3.2] we can see that angular distances are mostly (85.2%) below the pixel size
(=~ 4.6 arcsec). The required precision in astrometry for SST usage in the and region
is 2 arcsec (European Comission, . A majority of detections (65.9%) follow this requirement
with the median value situated at 1.450 arcsec. This is a good indicator of the results obtained.
To make sure, will be tested with calibration objects when the double telescope setup
becomes fully operational.
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When looking at the [RAl and [Ded values separately in figure [3.3] we can observe that the
distribution is similar in both axis. When analysing these distributions in detail we obtain mean
values of (0.2258 4+ 0.0006) and (0.1932 £+ 0.0005) arcsec, and standard deviations of 4.3701 and
4.6694 arsec for [Ded and [RA] respectively.

We expected the mean values to be 0. The difference can either be due to a bias, or simply
the instrument limit. The standard deviations were expected to be nearly equal. There is a
slight increase in the [RAl direction which can be due to an image factor or simply limited by the
instrument. A possible explanation for the difference in standard deviations could be due to the
fact that the length of [RAl circles decreases as we increase the value of [Ded This means that
each pixel will represent a bigger angular portion of the sky. This effect varies with the cos(Ded),
which at the declination that is being observed in this data-set (GEQI belt) can be disregarded.
Another aspect that is visible in figure [3.3]is the appearance of two disperse groups of detections
with an offset in declination both positive and negative. To be able to correctly understand what
originates these problems we analysed every set of 4 images individually which can be seen in
figures and From both figures we can immediately understand that there are some sets
with very different behaviours.
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Figure 3.4: Angular distance between calculated coordinates and their match in the UCACS5 catalogue for
all 15 images sets given by the [PT-MoD] in arcseconds. Image sets are organized from left to right and
from top to bottom.

The set that stands out the most is set 14. In figures and we can observe a second
distribution appearing nearly at a 40 arcsec difference from the center. This is due to the effect
visible in figure (left) (in page E[) where every source appears duplicated. This effect was
probably caused by the sensor shaking due to the wind. This means that we will have a group
centered near (0,0) and another group centered at the difference due to the shaking. Even though
it affects both coordinates, this difference happens to be bigger in the [RAldirection. This explains
why the standard deviation is bigger and why the mean value is not as closer to 0. This only
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Figure 3.5: Difference between Calculated coordinates and their match in the UCAC5 catalogue for all
images sets given by the given in arcseconds with Declination on the Y axis and Right Ascension
on the X axis. The mean values and standard deviation of both axis are marked with black and orange
lines respectively. Image sets are organized from left to right and from top to bottom. Set 14 has a zoomed
out view so that the second group created by the sensor shaking is visible.

occurred for 1 image out of the entire data-set so it isn’t a recurring problem but still needs to
be thought of. The telescope is made to be mobile and is built in a container where the
foundation of the sensor is the same as the dome. This does not protect it from winds effects.
In our double telescope setup, the foundation of the sensor is separated from the foundation of
the dome to reduce these exact situations. Removing this image from consideration, the standard
deviation of the rest of the data-set drops to 3.721 and 3.351 arcsec, and the mean values change
to (0.396 £+ 0.001) and (-0.0738 =+ 0.0002) arcsec for [Ded and [RAl respectively.

Even though the values improve significantly for [RA] the mean value of [Ded increases and
now the [Ded standard deviation is the one visibly bigger. From figure [3:3] we can notice that the
formation of two groups with an offset in declination happens for all sets. This effect may result
from the appearance of “donut” and ‘bean” shaped sources in the images visible in figure [1.5
(in page . These are caused by the optical system not being correctly focused and collimated
respectively. These effects worsen in the top right corner of every image as can be seen in figure
The first effect should be the least problematic as it is expected to be symmetric in all
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directions which should keep the photo-center close to the same. This will only slightly increase
the distribution’s standard deviation in both directions as the [PSH will be deteriorated. The
second effect is more problematic as the effect is larger on the vertical axis, which is aligned with
the declination, and is not symmetrical. This will originate an offset both downwards and upwards,
with a prevalence of the second as can be seen in figure The effect on the [PSE] of the image
will be seen in figure [3.8]in page 28 With that view, it is clearer how this offset originates.

Figure 3.6: Detections with a difference in[Ded bigger than 3 arsec are marked as blue and detections with a
difference smaller than -3 arcsec are marked as red. We can also notice that the effect happens throughout
the image as expected from a distribution but it is clear that the declination bias is predominant in the
top right corner where the collimating effect is stronger, with a prevalence for positive bias over negative
bias cases.

There is one last effect which is harder to see but happens in a majority of the sets, appearing
in sets 3,4, 7,9, 11, 12, 13 and 15. In figure we can notice that there is a visible elongation
in the declination axis in these sets, especially in sets 7 and 13. This is caused by the sources
stretching during the exposure in some images, like a in movement. This effect can be seen
in figure [L.6]in page[d] Since this only happens for the first image of each set, we can not conclude
that it is due to wind like the first effect as that would happen randomly. The hypothesis is that
this effect is originated by the sensor beginning its exposure before the telescope completely stops
on the target. This leads to the source stretching during the small time in which the telescope is
still in motion. The first thought might be that the telescope has a fixed time between fields and
it is not able to move to the next field in time. This is not true as the time difference between
different sets varies from set to set. The next reason might be that the telescope needs to move
in both axis (RAl and [Ded) and slows down more than expected. This is not true as it happens
for both cases where only [Ded movement is performed (ex: set 4) and where both movements are
perfomed (ex: set 3). Another reason might be that this can happen if the distance travelled by
the telescope between fields is too big. This is not true as it does not happen for set 14 which
changes to a completely different area, but happens for set 3 that has less than a 5° change in
[Ded We can not find a pattern to explain this appearance so our hypothesis is that the time
control is too tight not taking into account the variance in the time needed for the movement.
This will lead to this effect happening in half the sets. This effect only happens in the vertical
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axis. As we do not operate the telescope, we can not know for certain but we hypothesise that the
setup firstly moves in the [RA] axis and then in the [Ded axis. By starting the acquisition early, the
telescope will still be moving only in this axis which will result in no effect in the [RAl direction.

Even though good information can still be taken from these sets, it can be looked into to make
sure these effects are completely removed so we can obtain the best possible results in the future
operation of the double telescope. Even though these effects are negative to the images, they have
a positive influence as they served as a good test for [SPADE] as even in these conditions, some
sets have standard deviations smaller than 2 in both axis, as needed for

There is one last piece of information that we can take from analysing these figures. If we look
at set 14 in figure [3.5] which has a zoomed out view, we can see that there is a formation of a
perfect circle of green dots which marks the threshold (FWHM)]) used for the accepted distance in
the catalogue comparison step explained in section It is immediately visible that this value is
much larger than the standard deviation observed discussed previously. This leads us to conclude
that this value may be lowered.

There are two options to decide this value: a fixed value based on a parameter such as the
maximum error allowed by the for [GEQ] positions (2 arcsec) or a variable scale such as a
selection of a percentile of the distance distribution. The first option would seem as a very good
option as the distribution seen in our images is situated almost perfectly in that range and it
would also seem to eliminate the problems previously discussed. But choosing a fixed value would
not guarantee that we would end up with a good distribution. This means that we could be lead
to wrong conclusions based on a flawed distribution. A percentile approach would have the major
advantage of adjusting to every image, protecting from bad images advancing further.
The difficulty comes with the definition of what percentile to keep. We calculated the percentage
of detections inside a 3 arcsec distance radius for each set of images. We found that to be the
average radius observed in figure [3.5] that preserved the majority of detections while removing the
effects that were discussed. From those values we calculated the median in order to lessen the
effect from the worst cases and obtained a value of 85%, which is the percentage used in [SPADEL

With this correction and without the first image from set 14, the standard deviation of the
data-set drops to 1.178 and 1.174 arcsec for [Ded and [RAl respectively. The mean values do not
change significantly with (0.382 + 0.001) and (0.0815 + 0.0002) for [Ded and [RA] respectively.
These values show that while the effect is worsened for the corners it also applies to the center
sources. This leads to the standard deviation decreasing while keeping the bias in the [Ded value.
A visual representation of this can be seen in the asymmetry of the average [PSH in figure[3.8] page
The two peaks in the [PSE] formed due to the focus and collimation effects, are aligned with
the y axis, or the [Decl This effect is not symmetrical, the peak which is largest in declination is
higher in value. This will move the source barycenter to bigger [Ded values and thus creating the
bias.

This process can now be used as quality control for the individual sets by analysing the dis-
tance that corresponds to that percentile. From the sets available from [PT-MoDl two jump out
immediately with values much larger than the rest: set 2 with 4.648 and set 14 with 7.993 pixels in
comparison with the median value of 2.673 pixels. In figure we can see the new distributions,
with set 2 and 14 in comparison with set 3, a typical set. We can immediately see that they are
completely different and that the distributions are more problematic.

3.3 Photometry - PSFEx

Photometry is the measurement of an object’s brightness. Astronomers have long used this
property to make determinations such as distance or temperature of celestial objects like stars,
asteroids or galaxies. This property was quickly thought to be used for satellite observations to
test in order to obtain important parameters such as their rotational speed from the variation in
brightness with time or the determination of the object composition with the observation with
different color filters (Gasdia et al., |2017; Zhao et al., 2021)). This is more easily said than done
but there is an intensive study within the space debris community to quickly develop different
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Figure 3.7: Difference between calculated coordinates and their match in the UCACS5 catalogue for image
sets 2, 3 and 14 given by the [PT-MoDI [Ded on the Y axis and [RAl on the X axis are in arcsec. The mean
values and standard deviation of both axis are marked with black and orange lines, respectively. Only the
85% sources with the smallest distance are marked in this graph.

tools such as light curve time analysis in Piergentili et al. and different filter and phase
angle analysis in Zigo et al. (2019). Even though photometry is not requested by the an
implementation in could help future applications.

In order to correctly perform photometry on our sources, we need to calibrate our instrumental
magnitudes. There are a number of possible solutions for this calibration process. One could
be observing standard calibration stars such as Vega and study the relationships between image
counts, exposure time, air-mass and star magnitude. In this way, we could completely characterize
the instrument and enable a faster processing speed for our pipeline. The disadvantage of this
method is that it requires a long time to observe a number of calibration stars that would cover
the magnitude range observed within the telescope lifetime. Another problem is that this method
would be extremely vulnerable to atmospheric changes. This could be avoided for science images
as they would only be taken in good conditions. Seeing that the telescope can be used in relatively
harsh conditions (for operation) this possibility can not be used. For the double telescope we
decided that the calibration would be made for every single image by comparing the instrumental
magnitudes of our image to the magnitude of the matched stars from a catalogue. This creates a
solution that can be used immediately at the start of the operation of the double telescope.

Since the scale of magnitudes is a relative system we expect that the variation in the instrumen-
tal magnitudes will be the same as the real magnitudes. This means that the difference between
these two values will be constant in the image, usually known as the zero-point. An important
note is that we need a catalogue with magnitudes of the same filter as the one used in our images
as not all stars will have the same spectral energy distribution. In our case, we have the common
Johnson-Cousins filters. For white light (no filter), we use the Gaia magnitude (G) available in
the UCACS5 catalogue, as the filter used in this mission is similar to the light curve of our sensor,
figure [[.4] in page [§

Sextractor has the ability to perform photometry with various options. The main ones are
isophotal and aperture photometry. The isophotal method calculates the flux by summing all pixels
which are above the threshold, changing the number of pixels for different detections. Aperture
instead uses a fixed circular aperture and adds all pixels within that zone, being fixed independent
of the source being strong or weak. We decided on using the isophotal method as that would better
adapt to the different zones in our large[FoVl This method is also more resilient to possible effects
that may affect our images like the ones seen in our data-set. The isophotal method disadvantage
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is that it loses a fraction of the flux on the tail of the distribution. Sextractor corrects this effect
by assuming that the distribution are Gaussian, working best for point-sources Holwerda, [2005|
This new magnitude is called MAG_ISOCOR, which is the one chosen in

These methods were created to optimize photometry for extended sources which was the main
purpose for the creation of Sextractor (Holwerda, 2005). According to Annunziatella et al. (2013)
these methods lack precision when applied to point sources such as stars or which are the
focus of this work. To solve this issue, a new tool was developed to assist Seztractor, called PSFEx
(Bertin, [2013). This software calculates the average [PSE]in the image, which can be fed back to
Sextractor to perform [PSEHitting photometry, decreasing the error for point sources. We plan to
develop a new tool in the near future to characterize space debris based on the analysis of their
light curve. For this to be possible we want to be able to be able to observe the minimum possible
variation in an object magnitude over time. If we increase the precision of our photometry, we
will be able to study a larger number of debris. An example of an image [PSE| obtained from
can be seen in figure As we can see, the [PSE] is significantly deformed, even forming
two peaks. This is due to the effects previously discussed about the focus and collimation of the
optical system. We can also note that the two peaks are not balanced, as one if higher than the
other and alligned with the vertical axis. This explains the bias we observed in the [Ded direction
in the section [3.2] For this reason, the [PSEHitting photometry does not provide the best results
in our images. This result does not let us truly test this method with [SPADE] leaving it to future
work. The rest of the analysis will be done with MAG_ISOCOR magnitudes.

In figure[3.9] we can see two examples of the catalogue magnitudes as function of the instrumen-
tal magnitudes for the image with the highest number of sources and the image with the lowest
number.

Arbitrary Unit

Figure 3.8: Average Point Spread Function (PSF) of the first image from set 1 given by the [PT-MoDI
with a (45x45) vignet. Sources with unusual [[WHM]values, low [SNR] and saturated sources are excluded
from this calculation.

As the sensor used in the telescope is linear we expect the instrumental magnitude
and the true magnitude to be perfectly correlated. In fact, the sensor becomes non-linear
before saturation, which will slowly increase the slope for lower magnitudes (stronger sources),
as can be seen in figure [3.9] For this reason, we will not use this zone for the fit. On the other
hand, we can observe that for higher magnitudes (fainter sources) there is an increase in the
spread of the function, decreasing the quality of the fit. On the left of figure we can observe
that the sources with smaller distances have smaller dispersion. This immediately jumps out as
a possible parameter to select the sources in order to improve the calibration process. For this
reason [SPADE] maintains only the 85% percentile selected in section The new distributions
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can be seen on the right of figure [3.9] It is visible that while some dispersion remains it is much
smaller. The zeropoint for both distributions are (22.53 & 0.09) and (22.8 £ 0.1) respectively. We
expect to improve these results with PSFEx but are a good sign for future applications. With
these calibration values the maximum magnitude observed was 15.12 mag from image 1 of set 1.
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Figure 3.9: Catalogued Magnitude and Instrumental Magnituded difference (Y axis) vs Instrumental
Magnitude (X axis) for two different images from the PT-MoDl The top figures are from image 1 from set
1 and the bottom figures are from image 2 from set 13. These were chosen because they are the images
with the highest (4713) and the lowest (1443) number of sources respectively. The left figures are the
total detections and the right figures only the sources selected with the 85% percentile of distance to the
catalogue match. These figures have a colormap to show the distance between the detected source and
the catalogue match, going from dark (small distances) to bright (bigger distances). The colormaps are
shared for both figures of the same image.

3.4 Debris Classification

There are a multitude of studies investigating different ways on how to identify in optical
images. Most methods attempt to take advantage of the ever-present technology of machine-
learning such as Jordan et al. (2022] [2023) while others try to find innovative and clever ways to
tackle the problem such as Zuehlke et al. (2021) with the use of optical flow. We wanted to create
a solution that could be used immediately in [PASO] as well as in other future sites. This led us
away from machine-learning methods which require a large amount of data at the beginning to
train our models which would delay even further our acquisition process, and led us onto computer
vision methods which are also common in examples such as Cegarra Polo et al. .

The telescope will compensate for Earth’s rotation keeping stars as point sources. Satellites
however, move differently than stars. The result will be that will move from image to image
and the [PSF will elongate during the exposure. For that reason, one possible method to separate
stars from artificial satellites in our images is to check if there is movement in a set of images taken
in sequence with a small interval. The expected movement will depend on the type of orbit we
are observing, mainly [LEQ] [MEQ] and [GEQ] as they will differ in angular speeds and direction.

In orbits we expect a 24h period which will translate into 15 arcsec/second movement
in our images, or 3.26 pixels/second with a 4.6 arcsec/pixel scale. We also expect them to have
a constant value of declination for active satellites over time. The and orbits have a
larger altitude interval which implies a difference in the angular velocities between different objects
in the same type of orbit. These orbits can also move in every direction. On average, have
an angular velocity of around 1000 arcsec/second or 217 pixels/second. In [MEO] orbits the large
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altitude interval, 2000 km to 35786 km, leads to a wide range of angular velocities. If we look
at specific cases like the system, they have an angular velocity of around 30 arcsec/second
or 6.5 pixels/second (Silha et al., 2014). With short exposure times, [TEO] and detections
can be approximately considered as point sources, as the values are comparable to the [FWHM]
produced by the optical system. On the other hand, faster angular velocities in will make
appear as lines in our images instead of point sources. This makes it easier to identify
visually in our images but it will also add a level of complexity to the debris detection. To avoid
false positives and to be able to properly create an orbit prediction, we require a minimum of 3
consecutive detections according to the expected movement. Due to how fast a [LEQ] passes our
[FoVl it may become hard to obtain three consecutive detections on the same field. Not only that,
it also forces the implementation of line detection tools in

At the present SPADF] is focused on analysing the [GEQ] and where we can assume point
sources in our images. The main method used in [SPADE] relies on image cross-referencing where
we compare different images taken from the same field with a small time gap in between. There
is an additional method also implemented which is catalogue comparison. In this second method
we compare our detections with a star catalogue and assume that the additional detections are
This method is much worse and will only be used as a possibly safety tool in the case that
only one or two images are available for some special reason. These methods will be explained in
the following subsections.

3.4.1 Image Cross-referencing

In the main debris detection method is based on detection cross-referencing between
consecutive images to separate objects that remain in the same place (stars) from objects that
move from image to image (BSOk). The usual operation will involve taking sets of 4 or 6 images
for each field.

In theory by cross-referencing detections from all images of the same set we will be left with
“unique” detections which should be [RSOk. In practice not all objects that “move” from consec-
utive images are as false positives may occur in cases such as cosmic rays that were not
properly removed in the reduction process, faint sources that only appear in one image due to
atmospherical effects or simply false detections from the pipeline that may occur. For this reason
we advise higher thresholds for the source detection step of SPADE] to lower the chance of false
positives in the end of this step. Seeing that we are comparing objects detected in our images, we
used half the highest median of the 2 images as the maximum distance. We find that this
is the minimum distance to differentiate between two distributions. The decision made in sections
and to lower the threshold in the comparison method was not made again as that could
easily cause the appearance of false positives.

For SPADE] to identify an a 3 tests setup was implemented. The first test requires a
minimum of 3 detections in different images which can be consecutive (ex: 1, 2, 3) or missing an
intermediate value (ex: 1, 2, 4). Seeing that our data-set involves sets of 4, there can only be one
error before the is discarded.

[SPADE] then checks for the angular distance travelled between images in celestial coordinates
(RAl and [Ded). This was not done in image coordinates (X and Y) to protect [SPADE from
misalignments that may occur with the telescope during operation. We expect an to have
constant speed in the time-frame of our images so we expect a similar change in position in each
frame. Seeing that there is always some error in our position value, there will always be some
slight variation between images. From analysing images given to us by the we noticed
that would always have less than a 5% difference between the highest and lowest distance
between consecutive images so we chose that as our threshold parameter. With more and more
images, this parameter can be fine tuned if it is shown that it is too strict and we can loosen it
to capture more debris or it is causing too much false positives and we need to tighten it up even
if it means to lose some detections. We also need to take into account the effects present in the
images that were offered to us by the which could allow us to reduce this value with our
own future images.
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The third and final test analyses direction and order of “unique” detections. A normal
will cross our [FQV] approximately in a straight line. calculates the angle corresponding
to the change of direction between consecutive images. This parameter is quite sensitive to small
changes so it needs to be looser. To decide the value to define as default we followed the thought
process for the distance parameter and chose a value of 8° as we found that value was the limit
until we started to observe false positives in the available images. Like the previous one, this
parameter will evolve as the pipeline is used to perfect the system. The points also need to be in
order for to accept them.

Every test and parameter in this verification step can be enabled or disabled and controlled
easily in our configuration file to better suit the operator needs. These conditions can be visually

seen in figure 3:10]

Conclusion of
movement

No Conclusion
of movement

Figure 3.10: Conditions for RSO detection. There must be a minimum of 3 Detections that follow a
straight path, in the direction expected from each orbit in the correct order. We allow an intermediate
detection to be lost which can happen due in specials cases such as due to atmospheric effects or mixing
with a star in its path, if the sources are in the correct position.

3.4.2 Catalog Comparison

The second method studied was the comparison of our detections with a star catalogue to check
which unexpected objects are appearing in our images. To have good results we need to have a
complete catalogue up to the magnitude that our telescope can observe to avoid false negatives in
fainter sources and good astrometric precision for each source so that it does not limit [SPADEls
precision. As seen in section[I.6] uses the UCACS5 catalogue for this match which fits both
requirements. This solution is going to be used when we only have a single image of a given field.
The available images originated too many false detections to make this method viable
so it could not be tested thoroughly. When the double telescope starts operating this option will
be looked into again with the possibility of using multivariate statistics.

3.5 Sattelite Identification

After detecting a[RSQlin our images, the next step is to try and match it with a known object.
This is done by propagating [TLEk from a catalogue of objects to see which should be visible in our
image and if they are close to our detection. We update our [TLEk everyday from the Celestrak
website, a standard for the community. In figure we can see the predicted position for
every object in the GEO Protected Zone Plus (GPZH]) from the beginning of the first image to the
end of the last. The active line is clearly visible near [Ded = -5° as well as the ring of inactive
satellites. We can also see that the survey could have been optimized to detect more debris, as
some fields do not have any in the region while there are some regions with a larger amount. This
image could be a tool to assist the telescope’s operation in the future.
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Figure 3.11: Satellite predicted position with the [TLEb from the [GPZE] made available by Celestrak for
day 2023-02-28 between the beginning of the first exposure and end of the last are marked as blue dots.
The fields observed in the images given by the [P’T-MoD| are marked as red.

This step is very important to help us to refine our pipeline during this initial stage as there
may be objects that although present in the image are not detected as well as enable us to possibly
give more information to the client. In figure [3.12] we can see an example of this where only 2
out of the 5 expected objects were detected. We noticed that from the three missing satellite only
the bottom one was visible at a very faint level whereas the other two were not present in the
images. This result shows a pipeline limit by not detecting very faint sources in order to increase
trust in our results. We also searched an explanation about these two missing objects. Our first
thought was that the [TLEk for these were old, originating a large error when propagated.
The oldest of the two was just 4 days old, which is not very significant for a orbit and for
the [EQV] that we are observing. The second hypothesis was that there was some problem in the
propagation software implemented in But after comparing with other softwares such as
Stellarium and GPredict they matched our results. We concluded that they are just too faint, not
showing in the short exposure used in these images.

When analysing the entire data-set we obtained the results presented in table [3.2] We observe
that performs poorly detecting only 7/21 of the expected debris, a 33% efficiency. When
observed individually we can find an explanation for this low value. In 7 cases the debris is so
dim that it is not observed in the image with the exposure time used, which means that
will never be able to detect them. We also noticed that there is one case where the debris is just
at the border of the image which was eliminated to increase precision. The last reason is due to
the debris passing by a star in its trajectory which happened in 2 cases. does not detect
the debris as it mixes with the star. As we have discussed, the minimum number of detections
is 3. If this effect happens twice in our 4-images sets or simultaneously with another problem
such as sensor trembling, the debris becomes unidentified. For this reason, we propose to in