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palavras-chave 

 

Multimorbilidade, cancro do estômago, comorbilidades de Charlson, padrões, 
outcomes, mortalidade, tempo de internamento 

resumo 
 

 

O envelhecimento da população tem sido um grande desafio para os sistemas de 
saúde, devido ao aumento de pacientes com multimorbidade, que, por sua vez, 
necessitam de cuidados mais complexos e visitas regulares aos serviços de 
saúde. O cancro de estômago é uma das neoplasias mais comuns em todo o 
mundo, portanto, as pesquisas têm vindo a centrar-se em comorbidades 
específicas e respetivos efeitos na trajetória clínica de um paciente multimórbido 
com essa doença. Assim, novos insights sobre diagnóstico, tratamento e 
vigilância do cancro serão fornecidos, a longo prazo. Entre os padrões de 
multimorbidade obtidos por algoritmos de Machine Learning não supervisionados, 
os Diabetes sem complicações, a Doença Pulmonar Obstrutiva Crónica e a 
Insuficiência Cardíaca Congestiva foram a combinação mais comum de 
comorbilidades de Charlson obtidas tanto no clustering, como no agrupamento, 
entre 2011 e 2015. Na visualização em rede, também foi destacada a elevada 
correlação de cada uma destas comorbilidades com as restantes utilizadas neste 
trabalho. Em relação à mortalidade, o cancro de estômago do tipo piloro/antro 
pilórico apresentou menor risco de morte (OR 0,88, IC 95% 0,79 – 0,98) em 
comparação com os tipos cárdia, fundo e corpo. Além disso, pacientes com 
cancro de estômago expostos a tumores metastáticos e com quatro ou mais 
comorbidades revelaram um risco significativamente maior de morte. A região 
superior do estômago apresentou taxas de mortalidade significativamente 
maiores na presença de tumor sólido metastático (OR 2,95, IC 95% 2,41 – 3,62) 
e na presença de quatro ou mais comorbidades (OR 1,62, IC 95% 0,95 – 2,77), 
enquanto para a região superior do estômago, esses fatores também 
desempenharam um papel importante na mortalidade [(OR 2,64, IC 95% 2,18 – 
3,20) e (OR 3,63, IC 95% 2,14 – 6,16), respetivamente]. Em particular, a região 
superior do estômago apresentou risco significativamente maior de morte para 
pacientes com mais de 75 anos (OR 1,69, IC 95% 1,21 – 2,35). Por outro lado, as 
neoplasias malignas do piloro/antro pilórico do estômago (IRR 1,07, IC 95% 1,06 
– 1,08) apresentaram-se intimamente relacionadas a internações mais longas em 
comparação com as neoplasias malignas do cárdia/fundo/corpo. Outros fatores 
que contribuíram para o aumento do tempo de internamento incluíram a presença 
de três comorbidades (IRR 1,38, IC 95% 1,32 – 1,44), duas comorbidades (IRR 
1,36, IC 95% 1,32 – 1,40) e envelhecimento (IRR 1,11, 95% IC 1,07 – 1,16), 
considerando internações para região cancro da região superior do estômago. A 
principal diferença entre as regiões do estômago é que a região inferior 
apresentou internações mais longas em pacientes com a presença de três (IRR 
1,25, IC 95% 1,20 – 1,30) e quatro ou mais comorbidades (IRR 1,25, IC 95% 1,17 
– 1,34) ). Resumidamente, nos próximos anos, os cuidadores de saúde em 
Portugal devem focar-se na presença de duas ou mais comorbilidades, em 
doentes com cancro do estômago, especificamente no sexo masculino e em 
estágios avançadas do cancro do estômago (metástase tumoral), uma vez que 
estes fatores aumentam as probabilidades de morte. Explicitamente, doenças 
como Diabetes Não Complicado, Insuficiência Cardíaca Congestiva e Doença 
Pulmonar Obstrutiva Crônica requerem especial atenção na presença de 
neoplasia maligna de estômago. Além disso, é notável a necessidade de reforçar 
a gestão de recursos hospitalares para pacientes multimórbidos com cancro de 
estômago do tipo pilórico/antro, pilórico, uma vez que está associado ao aumento 
do tempo de internamento (proxy do uso de recursos), bem como um melhor 
diagnóstico, prevenção e tratamento de pacientes multimórbidos com neoplasma 
maligno da cardia do estômago, que está associado ao aumento da mortalidade. 
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abstract 

 

The aging of the population has been a major challenge for health systems, due 
to the increase in patients with multimorbidity, who require more complex 
treatments and extensive use of health services. Stomach cancer is one of the 
most common neoplasms worldwide, so research has focused on specific 
comorbidities and their effects on the clinical trajectory of a patient with this 
disease. Hence, new insights into optimal diagnosis, treatment, and surveillance 
of cancer patients with comorbid disease will be generated in long-term period. 
Among patterns of multimorbidity obtained by unsupervised Machine Learning 
algorithms, uncomplicated diabetes, Chronic Obstructive Pulmonary Disease, 
and Congestive Heart Failure were the most common combination of Charlson’ 
comorbidities obtained in both clustering and association rules, between 2011 
and 2015. For network visualization, the high correlation of each of these 
comorbidities with the others used in this work was also highlighted. Regarding 
death outcomes, pylorus/pyloric antrum stomach cancer showed a lower risk of 
death (OR 0.88, 95% CI 0.79 – 0.98) in comparison to malignant neoplasms of 
cardia, fundus and body of stomach. Also, stomach cancer patients exposed to 
metastatic tumors and four or more comorbidities revealed a significantly higher 
risk of death. The upper region of the stomach presented significantly higher 
odds of death rate under the presence of metastatic solid tumor (OR 2.95, 95% 
CI 2.41 – 3.62) and the presence of four or more comorbidities (OR 1.62, 95% 
CI 0.95 – 2.77), whereas for the upper region of the stomach, these factors also 
a played a major role in the odds of death [(OR 2.64, 95% CI 2.18 – 3.20) and 
(OR 3.63, 95% CI 2.14 – 6.16), respectively]. In particular, the upper region of 
the stomach also presented a significantly higher risk of death for people over 
75 years (OR 1.69, 95% CI 1.21 – 2.35). On the other hand, cancers affecting 
pylorus/pyloric antrum (IRR 1.07, 95% CI 1.06 – 1.08) were related to longer 
hospitalizations in comparison with cardia/fundus/body. Other factors 
contributing with the increase of length of stay included the presence of three 
comorbidities (IRR 1.38, 95% CI 1.32 – 1.44), two comorbidities (IRR 1.36, 95% 
CI 1.32 – 1.40), and aging (IRR 1.11, 95% CI 1.07 – 1.16), considering 
hospitalizations in which cancer affected the upper stomach region. The main 
difference between regions of the stomach is that the lower region presented 
longer hospitalizations in patients with the presence of three (IRR 1.25, 95% CI 
1.20 – 1.30), and four or more comorbidities (IRR 1.25, 95% CI 1.17 – 1.34 ). 
Briefly, in the next years, Portugal’ health care stakeholders need to focus on 
presence of two or more comorbidities in stomach cancer patients, specifically 
on male sex and in advanced stage of cancer (tumor metastasis) as these 
factors increases the odds of death. Explicitly, diseases such diabetes, CHF and 
COPD require special attention in the presence of malignant neoplasm of 
stomach. Also, is notable a demand for a reinforced hospital’ resources 
management for multimorbid Pyloric/antrum stomach cancer patients, which is 
associated with increased length of stay (a proxy of resource use), and for a 
better diagnosis, prevention and treatment for multimorbid Cardia stomach 
cancer, which is associated with increased mortality. 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Contents 
List of tables ...................................................................................................................................................... 1 

List of figures ..................................................................................................................................................... 2 

1. Introduction .............................................................................................................................................. 3 

1.1. Contextualization ............................................................................................................................. 3 

1.2. Cancer of the stomach ..................................................................................................................... 3 

1.3. Multimorbidity ....................................................................................................................................... 6 

1.3.1. Definition of multimorbidity ........................................................................................................... 6 

1.3.2. Measuring multimorbidity and functional limitation ..................................................................... 6 

1.3.3. Prevalence and patterns of multimorbidity .................................................................................... 8 

1.3.4. Burden of diseases and healthcare services ................................................................................... 9 

1.4. Machine Learning and Healthcare ................................................................................................. 10 

1.4.1. Clustering .............................................................................................................................. 12 

1.4.2. Association mining ................................................................................................................ 14 

1.3. State of art ..................................................................................................................................... 15 

1.4. Main aim and objectives ................................................................................................................ 17 

2. Materials and Methods ............................................................................................................................... 17 

2.1. Study population, sample selection and definition of variables .......................................................... 17 

2.2. Software ............................................................................................................................................... 18 

2.3. Data treatment..................................................................................................................................... 18 

2.4. Frequency and relative frequency of socio-demographic variables and Charlson comorbidities ....... 18 

2.5. Prevalence of multimorbidity in study population .............................................................................. 19 

2.6. Prevalence of socio-demographics conditions for each malignant neoplasm of stomach in 

multimorbid patients .................................................................................................................................. 19 

2.7. Dissimilarity matrix .............................................................................................................................. 19 

2.8. Clustering ............................................................................................................................................. 19 

2.8.1. Clustering implementation ........................................................................................................... 20 

2.8.2. Determining the optimal number of clusters ............................................................................... 20 

2.8.3. Validation measures ..................................................................................................................... 21 

2.9. Association Rules ........................................................................................................................... 22 

2.10. Patterns visualization by Networks analysis ...................................................................................... 22 

2.11. Estimation of impact of socio-demographic determinants and other conditions on outcomes ....... 23 

3. Results ......................................................................................................................................................... 25 

3.1.  Frequency and proportion of relevant variables in ACSS database .................................................... 25 

3.2. Overall prevalence of multimorbidity for socio-demographic characteristics ..................................... 26 

3.3. Influence of socio-demographic characteristics in stomach cancer types ........................................... 27 

3.4. Clustering ............................................................................................................................................. 29 



3.4.1. Optimal number of clusters and internal validation ..................................................................... 29 

3.4.2. Clinically Meaningful Multimorbidity Clusters .............................................................................. 31 

3.5. Association Rules ................................................................................................................................. 32 

3.4. Network Analysis .................................................................................................................................. 35 

3.5. Generalized Mixed Linear models to analyse Mortality and LOS .................................................. 40 

4.Discussion of results ..................................................................................................................................... 43 

4.1.  Relationship with Existing Literature .................................................................................................. 43 

4.2. Limitations of the study ................................................................................................................. 44 

5. Conclusion ................................................................................................................................................... 45 

6. References ................................................................................................................................................... 46 

 

 

 

 

 

 

 

 

 

 

 

 

 



1 
 

List of tables 
 

Table 1-Comparative table of Multimorbidity indices [20], [22] ,[28], [35] ...................................................... 8 

Table 2 – Common measures of similarities [26]-[29],[74]. ............................................................................ 13 

Table 3 - ICD-9-CM Coding Algorithms for cancer of stomach ........................................................................ 18 

Table 4 - Frequency and proportion of relevant variables categorical variables sex, age group, and Charlson's 

comorbidities for original database ................................................................................................................ 25 

Table 5 - Counted number and proportion of Charlson’ comorbidities (0CHD: 0 comorbidities; 1CHD: 1 

comorbidity; 2CHD: 2 comorbidities; 3CHD: 3 comorbidities; 4CHD: 4 comorbidities;   5ChD: 5 or more 

comorbidities) of stomach cancer patient for sex variable (“Male” and “Female”) ....................................... 26 

Table 6 - Counted number and proportion of Charlson’ comorbidities (0CHD: 0 comorbidities; 1CHD: 1 

comorbidity; 2CHD: 2 comorbidities; 3CHD: 3 comorbidities; 4CHD: 4 comorbidities;   5ChD: 5 or more 

comorbidities) of stomach cancer patient for age variable(“[0-49] years”, “[50-74] years” and “[>75] years 26 

Table 7 – Results of optimal number of clusters and clustering algorithm for each malignant neoplasm of 

stomach cancer and anatomic groups, by using cluster.stats() and clValid() functions .................................. 30 

Table 8 – Meaningful groupings obtained for each type of stomach cancer and anatomical groups, with 

reference to the most prevalent chronic diseases in each one ...................................................................... 31 

Table 9 – Top association rules of chronic Charlson’ comorbidities for each malignant neoplasm of stomach, 

with a cut off of six rules “(…)” ........................................................................................................................ 32 

Table 10 – Odds ratio and confidence interval of each predictors for mortality outcome ............................. 40 

Table 11 - Incidence rate ratios and confidence interval of each predictors for hospital' length of stay 

outcome .......................................................................................................................................................... 41 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2 
 

List of figures 
 

Figure 1 – Representation of different stomach structures. It contains four parts: cardia, Fundus., Body and 

Pyloric, two ends: Cardiac and pyloric and two curvatures: Lesser and greater. Image extracted from[3] ..... 4 

Figure 2 – (a)Mean vs (b)medoid in 2-D space. In both, the red point represents the centre. Image extracted 

from [74] .......................................................................................................................................................... 14 

Figure 3– Prevalence of sex, Male or Female, for each type of malignant neoplasm of stomach .................. 27 

Figure 4– Prevalence of age, [0-49] years, [50-74] years and [>75] years for each type of malignant 

neoplasm of stomach ...................................................................................................................................... 28 

Figure 5 - Elbow method representation of the number k of clusters as a function of the sum of squared 

distances, with no discrimination elbow point identification in the squared area. ........................................ 29 

Figure 6– (a) Network representation for malignant neoplasm of comorbities of Charlson for patients with 

body’ stomach; (b)correlogram with Pearson correlation values for pairs of chronic Charlson Diseases ...... 35 

Figure 7 - Network representation for malignant neoplasm of the pyloric antrum of the stomach .............. 36 

Figure 8- Network representation for malignant neoplasm of the lesser curvature of stomach, unspecified 36 

Figure 9 - Network representation for malignant neoplasm of the cardia of the stomach ............................ 37 

Figure 10 - Network representation for malignant neoplasm of the pylorus of the stomach ........................ 37 

Figure 11 - Network representation for malignant neoplasm of the fundus of the stomach ......................... 38 

Figure 12- Network representation for malignant neoplasm of the greater curvature of stomach, 

unspecified ...................................................................................................................................................... 38 

Figure 13 - Network representation for anatomical groups (a)Upper stomach (b) Lower stomach............... 39 

 

 

 

 

 

 

file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134758
file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134759
file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134760
file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134761
file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134762
file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134763
file:///C:/Users/Utilizador/Desktop/Engenharia%20Biomédica/Tese/Tese_BeatrizR_QuaseFinal.docx%23_Toc118134763


3 
 

 

1. Introduction 
 

1.1. Contextualization 
 

Currently, health services in most countries recognize that a patient with more than one health problem, 
the so-called multimorbid patients, need personalized treatment, in which chronic diseases should not be 
treated in isolation. With the improvement in life expectancy, the population tends to accumulate several 
diseases in recent decades, so the prevalence of multimorbidity, worldwide, has increased dramatically. 
Cancer patients have a very poor prognosis, especially in advanced stages. In this sense, the presence of 
multimorbidity in this condition urgently requires well-oriented health planning, which will refine hospital 
management and policymakers to provide services that can effectively reduce the cancer burden in the 
coming years. 

In this sense, the present work suggests an approach to the analysis of multimorbidity patterns in 
patients with stomach cancer, the fifth most common cancer worldwide, and the consequent relationship 
and impact of multimorbidity on health outcomes in those patients. 

Furthermore, in the context of my Biomedical Engineering Master, this dissertation allowed deepening 
my knowledge of data mining, such as machine learning, learned throughout my academic path, and to apply 
this knowledge in healthcare situations to help professionals in decision-making and provide guidance for 
further investigations on the burden of stomach cancer in clinical practice. 

 

1.2. Cancer of the stomach 
 

Functional Anatomy 

The stomach constitutes an important organ and the most distensible portion of the digestive 
system, in which the early phases of food digestion begin, by acid enzyme secretion. After being initiated, the 
stomach will deliver ingested nutrients via rhythmic motion to the small intestine[1],[2].  

Anatomically, it is divided into five regions, the cardia, fundus, corpus, antrum, and pylorus, each of 
which with distinctive structures that promote specific functions (Figure 1)[3]. Across them, a protective layer 
of columnar epithelial cells covers the lining. The stomach wall is constituted by 4 different layers, in 
descending order of profundity: mucosa, submucosa, muscularis propria and serosa. The mucosa on the 
lesser curve and in transition zones (antrum-body, cardia-body) is commonly thinner than on the greater 
curve[1],[2].  

The cardia is the junction between the lower oesophagus and the stomach and is where the food 
first enters. The fundus is a dome on the left, which results from the extension of the cardia. The body is the 
largest portion of the stomach, where the food is mixed, and extends from the fundus to the incisura 
angularis. The gastric antrum serves to grind food into smaller particles that are sieved into the duodenum. 
The pylorus connects the stomach directly to the duodenum, which forms the first segment of the small 
intestine. Also, pylorus contains pyloric sphincter that prevents the reflux of duodenal content back into the 

stomach transporting small portions of acidic chyme to pass into it[1],[2].  
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Figure 1 – Representation of different stomach structures. It contains four parts: cardia, Fundus., Body and Pyloric, two 
ends: Cardiac and pyloric and two curvatures: Lesser and greater. Image extracted from[3] 

 

 

Etiology 

Gastric carcinogenesis involves a cascade of occurrences (Correa gastric carcinogenesis cascade) that 
can be modulated by various factors. The first occurrence is normally potentiated by Helicobacter pylori 
infection, a Gram-negative bacteria that colonises gastric mucosa and cause chronic gastritis virtually in all 
infected individuals and peptic ulceration in a subset of patients. Specifically, it directs the  cag gene, positive 
to inflammation in the stomach, and VacA cytotoxin generates epithelial cell damage[4]. Other distinctive 
risk factors for gastric cancer are diet, smoking, alcohol intake, environmental agents, and genetic 
background.  Related to the diet, high sodium intake acts directly on the stomach lining, destroying the 
mucosal barrier and causing gastritis, while lack of intake of fresh fruits and vegetables reduces the presence 
of antioxidants and, consequently, the protection against oxidative damage. Tobacco smoke carcinogens 
affect gastric cancer risk directly through contact with the stomach mucosa or indirectly through the blood 
flow[5]. Additionally, alcohol consumption results in the formation of acetaldehyde, a carcinogen that can 
directly damage the gastric mucosa. Related to the environment, some chemical agents or radiation exposure 
have been linked to the development of stomach cancer. Finally, hereditary stomach cancer takes only 1–3% 
of all this cancer, but having access to detailed family history and tumours' histological classification to 
identify stomach cancer predisposition from birth remains an important matter regarding prevention 
[4],[6],[7].  

The long-term consequence of H. pylori chronic gastritis is the development of precancerous 
conditions (gastric atrophy and/or intestinal metaplasia) in a subset of infected individuals. Indeed, most 
cases of gastric adenocarcinoma of intestinal-type (the most common form) develop on gastric mucosa with 
multifocal atrophic gastritis (loss of gastric glands) and /or extensive intestinal metaplasia (substitution of 
gastric epithelium by intestinal glands), suggesting that both are premalignant conditions of the stomach. 
Atrophic mucosal changes usually develops first in the antrum and progress to the corpus along the lesser 
curvature[8]. 

The different types of stomach cancer vary on epidemiologic relationships, associated risk factors, 
and prognosis. The majority of stomach cancer cases (90–95%) are gastric carcinomas (malignant epithelial 
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neoplasms), and adenocarcinomas are the overwhelming majority of them[9]. The remaining 5% are 
composed of lymphoma, carcinoid, leiomyosarcoma, and squamous cell carcinoma[10]. 

Gastric adenocarcinomas are classified anatomically as proximal (cardia) and distal (non-cardia), 
both with different molecular pathogenesis, biologic behaviour, and clinical outcomes. The proximity of 
cardia to esophagogastric junction (EGJ) implies some shared etiologies with distal oesophageal 
adenocarcinomas[9].  In this sense, the main cause for cardia adenocarcinoma is gastroesophageal reflux 
disease and obesity, while 90% of non-cardia cancers are attributable to Helicobacter pylori (H. pylori) 
infection[11]. 

Epidemiology and Pathology  

Despite a reduction in mortality during the last years, stomach cancer is the third cause of cancer 
death worldwide and the fifth most common cancer[11]. Stomach cancer resulted in 1.3 million (1.2–1.4 
million) incident cases, 9.5 hundred thousand (8.7–10.4 hundred thousand) deaths, and 22.2 million (20.3–
24.1 million) DALYs (Disability-adjusted life years) in 2019[12].  Also, global patterns of gastric cancer in 2020 
revealed about 1.1 million new cases and 770,000 deaths[11]. In order to forecast the future progress of this 
disease, the annual burden of gastric cancer suggested an increase of approximately 1.8 million new cases 
and 1.3 million deaths by 2040[11].  

According to several studies, stomach cancer mostly affects older people, with an average age of 68 
years. Although it is considered a rare disease in young individuals, recent reports have shown that 2-15% of 
gastric cancer cases are diagnosed in individuals 50 years old or less, particularly for non-cardia tumours in 
wealthier populations[11]. A more detailed analysis by DALYs publicised the highest percentages in the 65–
69 year age group for smoking and the 50–54 year age group for a high-sodium diet, and they were the lowest 
in the 30–34 year age group for smoking and in the 95 and over group for a high-sodium diet[11]. 

Worldwide, the distribution is uneven, considering that more than 70% of the cases occur in 
developing countries, and half of the worldwide total cases occurs in eastern Asia. Eastern Asian and Eastern 
European regions showed the highest incidence rates in both males and females and globally about two thirds 
of all cases occur in men [10].  Other reports suggest the highest incidence among all cancers for males in 
which, for gastric cardia carcinomas, men are affected five times more than women [6],[12]. Moreover, North 
America and most countries in Africa and Southeast Asia are problematic[13]. The highest survival rate in 
Europe belongs to Iceland, which reports a 42% 5-year survival rate among women [7].  In contrast, Portugal 
admits the highest gastric cancer mortality rates in Western Europe, due to the increasing prevalence of 
Helicobacter pylori infection[14]. 

In recent years, rates of distal gastric cancers have declined, coinciding with the widespread 
treatment of H. pylori, improved sanitation, refrigeration leading to less smoking and salt preservation of 
food, and more varied diets of fresh fruits and vegetables. Also, a prevention process for decreasing the risk 
of gastric cancer in infected individuals without premalignant lesions, includes H. pylori eradication [14].  
Unfortunately, low-incidence countries still admit higher rates of cancers of the proximal stomach and 
esophagogastric junction (OGJ)[7]. However, non-cardia stomach cancer continues to be diagnosed twice as 
often as cardia[7]. Also, it was suggested more prevalence of cancers of the antrum and pylorus in regions of 
high incidence[8]. 

Instead, the cost associated with stomach cancer management per patient remains higher, so that a 
consistent and systematic analysis of the global long-term trends and patterns of stomach cancer is essential 
to guide policymakers for proper decision-makers [11]. 

 

Diagnosis  

 Carcinoma of the stomach may be detected either in an early stage or in an advanced stage, but the 
majority of patients with early gastric cancer are asymptomatic. Upper endoscopy is a common primary non-
invasive test usually applied for screening and diagnosis[11]. 
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Considering symptomatic patients, some signs are described such as nausea, vomiting, dysphagia, 
abdominal pain, difficulty swallowing, unexplained weight loss, and gastrointestinal bleeding. If detected 
early stages, with low risk of lymph node metastasis, early gastric cancer can be removed by endoscopic 
submucosal dissection with advantages of lower costs and morbidity and a lower impact in health-related 
quality of life[8]. In that sense, these patients are associated with favourable prognosis, with a 5-year survival 
rate higher than 85% [7]. 

Nonetheless, and since there are no established screening programs in Portugal, most gastric cancers 
are diagnosed in an advanced stage, with lymph-node metastases and vascular invasion. The vast majority of 
H pylori-infected individuals remain asymptomatic without any clinical sequelae [14],[15]. 

Unfortunately, lymphatic and vascular invasion, often seen in advanced cases, specifically carries a 
poor prognosis [13]. In fact, with 5-years survival <50% even when treated with multimodal therapy (surgery 
± chemotherapy ± radiotherapy) [1],[4]. 

 

1.3. Multimorbidity  

1.3.1. Definition of multimorbidity  

  

The rising of longevity is one of the main causes of the aging population[16]. An important aspect of 
this scenario is the accumulation of multiple diseases in one individual, which has been a common 
phenomenon in clinical and community settings[17], [18]. The term comorbidity was proposed in 1970 to 
describe the co-occurrence of additional conditions alongside a primary or index condition[19]. For years, 
etiologic interventions designed for comorbidity have made it possible to assess the influence of the 
coexistence of one or more disorders on a primary disease of interest. In this sense, the concept of 
comorbidity is best applied to secondary and tertiary care[20],[21]. However, the evolution of health systems 
required the exploration of potentially causal associations between all coexisting conditions at once. This 
allows to create a map of common patterns and the groups of concomitant diseases[22].  

In that manner, a new definition comes out, that considers health-related characteristics but also 
socioeconomic, cultural, environmental, and behaviour factors[23]. Multimorbidity was firstly defined by the 
World Health Organization (WHO) (2008), as the presence of multiple chronic health conditions (i.e., physical 
and mental) treated to consider all conditions in one individual that could affect his global health status[18]. 
In 2018, a new definition was presented by the Academy of Medical Science, as a standardized one to clear 
the classification and try to make different research findings more comparable [18]. The multimorbidity 
condition was presented as the existence of two or more ‘long-term’ or ‘chronic’ conditions, at the same 
time, which can be 1) a physical non-communicable disease of long duration; 2) a mental health condition of 
long duration; or 3) an infectious disease of long duration. In that manner, it constitutes a really concerning 
situation because of the negative impact on the person's life, such as reduced quality of life, increased frailty 
and inability to perform daily tasks and manage medication, the rise of hospital admissions and permanent 
care[19],[21],[23].  

Unfortunately, there isn´t a current consensus about multimorbidity designation in the context of 
clinical care, epidemiological research, or health service planning [21]. Therefore, their measurements are 
complex as they are dependent on the population studied, outcome of interest and the context in which it is 
used[16]. Detailed information is presented in following section. 

1.3.2. Measuring multimorbidity and functional limitation 
 

Despite the growing interest in multimorbidity, his access constitutes a challenge for clinical 
management. This is explained by the lack of methodological measure standardisation, such as operational 
definitions, choice of study populations and data sources[18], [21].  
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Concretely, there is a large variation in the number of conditions included in multimorbidity 
measures, and which conditions were included [16]. Following [24] the most chronic conditions included in 
studies are diabetes, stroke, cancer, chronic obstructive pulmonary disease, hypertension, coronary heart 
disease, chronic kidney disease, and heart failure. However, the number can range up to 185 different 
diseases[25]. 

Furthermore, methods to collect the information differ between clinical records in hospitals or 
primary care units, while others collected information through self-report[19]. 

Regular multimorbidity data sources include clinical administrative databases, self-administered 
surveys, and interview-based surveys. In these databases, the chronic conditions are preferably coded, to be 
distinguished from functional deficits or disabilities, frailty, or other states of poor health [26], [27]. 

The worldwide classification and clinical coding system is the International Classification of Diseases 
(ICD), developed by the World Health Organization (WHO), defined as “the standard diagnostic tool for 
epidemiology, health management, and clinical purposes” including “the analysis of the general health 
situation of population groups”. This classification system arranges health conditions into a hierarchical 
structure that can be used by many countries [27],[28]. 

Measures of multimorbidity broadly fall into 2 types: simple counts of diseases, in each individual, 
and weighted index [29]. During the years, multimorbidity was commonly assessed by counting the number 
of morbidities, based on patient self-report or clinician assessment, particularly, for estimating its 
prevalence[30],[31]. However, self-reported information does not reflect patients’ experience or the effects 
of different combinations or severity of diseases [19],[16]. Given this inadequacy, weighted indexes evolved 
to assess the severity or level of impairment caused by a disease, called the burden of disease [19],[32]. They 
can predict relevant outcomes, such as daily functioning and quality of life, mortality risk, health service use 
and postoperative complications, when considered as a dependent variable in different models [33],[34]. 

The Charlson Comorbidity Index (CCI) is the most widely used scoring system for comorbidities used 
by researchers and clinicians, as a short and long-term outcome such as function, hospital length of stay and 
mortality rates. It has been adapted to administrative databases, such as the International Classification of 
Diseases, 9th (ICD-9) and 10th (ICD-10) codes, medical procedures, and medication[30]. An adaptation of CCI 
is Elixhauser Comorbidity Index, with additional versatility (covering acute and chronic conditions) to predict 
outcomes[35]. In 1968, a new measure was developed, the Cumulative Disease Rating Scale (CIRS), differing 
from the previous ones by assessing the severity of disability in 13 areas grouped by body systems[21]. Later, 
with the growing need to monitor healthcare usage and costs, Adjusted Clinical Groups (ACG) emerged as a 
system capable of combining data from a variety of sources and generating insights beyond mortality and 
quality of life[29]. A more detailed comparison is made in Table 1. 

Further, an overview of the number of diseases included in some multimorbidity indices revealed 
that Diabetes mellitus is the most frequent single diagnosis listed in multimorbidity indices, followed by 
stroke, cardiovascular diseases, hypertension, cancer, chronic obstructive pulmonary disease (COPD), and 
(osteo)arthritis. Less common conditions include kidney diseases, heart failure, myocardial infarction, and 
depression [36].  
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Table 1-Comparative table of Multimorbidity indices [20], [22] ,[28], [35] 

 

1.3.3. Prevalence and patterns of multimorbidity 
Prevalence 

A prevalent disease is defined as a specific disease in a subject that had been diagnosed by a doctor 
and was being treated at the time of the survey. To understand disparities among multimorbid populations, 
it requires the consistent monitoring of the populations by age, gender, race and ethnicity, geographic 
factors, socioeconomic status, and physical environment [37]. 

Once again by virtue of the lack of generalization across studies, investigating the prevalence of 
multimorbidity becomes, also, a difficult task. Specifically, variability encompasses the method of recruitment 
and sample size, data collection, sociodemographic settings, and the number of diagnoses considered in the 
definition of multimorbidity [32],[38].  

According to a revision of 193 studies of prevalence analysis [39], a consensual prevalence value of 
multimorbidity was 42.4% , with high heterogeneity, by differences between studies. A wind up was a strong 
association between older age and a larger number of conditions with a higher prevalence of multimorbidity. 
For real, the global prevalence of multimorbidity is expected to increase through the 21st century, as a result 
of increased life expectancy and population aging [21], [40]. Thus, it is expected that the prevalence of 
multimorbidity is higher when the number of conditions eligible for inclusion in the definition is higher. 
Instead, sociodemographic factors such as sex did not reveal significant differences in prevalence, although 
in some studies the prevalence is greater in women. 

In low- and middle-income countries, compassed by social disadvantages and fragile healthcare 
systems, the condition of multimorbidity is rising and impacts younger people too[41]. Families with lower 
socioeconomic levels and predominance of non-communicable chronic diseases produce rapid shifts in 
deleterious effects on health in many low-income nations[42],[41].  In parallel, T J Bolyky et al. reported 
cancers, diabetes, cardiovascular diseases and chronic respiratory illnesses as continuously rising chronic 
diseases in that countries [43]. 

Tran et al. [44] reveals that, across Europe, many countries have seen 40–60% of those aged 50 years 
or older living with multimorbidity. Another European analysis, during the period 2004–2017, found 
Cardiometabolic and musculoskeletal diseases were more prevalent while cancer and neurodegenerative 

 Disease count 
 

Charlson 
Index 

Elixhauser 
index 

ACG system The Cumulative 
Illness Rating 
Score (CIRS) 

Description 
Derived from 

medical records or 
clinician diagnosis 

Self-reported disease 
counts based on 

questionnaires or 
interviews 

19 chronic 
conditions 

weighted 1, 2, 4, 
or 

6 based on 
outcome 

Similar system 
of Charlson, but 

includes 30 
conditions, 

each weighted 
1 point 

Stratify the 
population in 

groups by medical 
records with 

similar clinical 
diagnosis, age, 

and sex 

Score system applied to 
each of 14 independent 

body systems, rated from 1 
(no impairment to that 

organ/ system) to 5 
(impairment is life 

threatening). 
 

Outcome 

Quality of life 

Quality of life 
and hospital 

mortality within 
1 year of 

hospitalization 

Hospital 
mortality, 

length of stay 
and adverse 

events   
 

Future morbidity 
and 

health resources' 
utilization 

Medical burden of chronic 
illness 

Limitations Variety of disease’ 
lists in different 

studies and a difficult 
assess due to limited 

data   

Requires specific 
ICD coding 

(beyond 3 digits) 
for accuracy 

Comorbidities 
limited to ICD 

codes recorded 
for index 

admission only 

Non transparent 
scoring systems 

which often 
consider costs to 

end-users 

The classification system 
and prognostic indicators 

themselves include, only, a 
few indices that assess the 

diversity of diseases 
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diseases were less prevalent. In 2021, Koné et al. revealed that multimorbidity affects more than 91% of 
people with cancer [53]. 

Moreover, Portugal was one of the countries with higher rate of multimorbidity[45].It can be proven 
in [46], suggesting a progressive increase in the aging of the Portuguese population at 2050, and therefore 
the phenomenon of multimorbidity. Furthermore, in 2015, Prazeres et al. [47]revealed that present in 
multimorbidity was present in 72.7% of Portuguese population, and Cardiometabolic and mental disorders 
were the most common chronic health problem . 

Researches [41],[43] referenced the succeeding most prevalent diseases: a) Cardiovascular diseases 
(CVDs), especially Coronary heart disease (CHD), when arteries are obstructed and difficult the blood flow; b) 
Diabetes is a chronic disease in which blood sugar (glucose) levels are abnormal due to impaired insulin 
production, secretion, and action; c)cancer is characterised spread of abnormal cells; d) diseases of the 
airways, such chronic obstructive pulmonary disease (COPD),  difficult air flows to and from the lungs; 
e)  Arthritis which results in painful inflammation and stiffness in joints, limiting the ability to move.  

Patterns  

For a better understanding of the burden, determinants, prevention, and treatment of patients with 
multimorbidity, currently, the prevalence of specific combinations of multimorbidity is considered more than 
the prevalence of isolated chronic diseases. 

To overcome the difficulty and complexity of this analysis, several approaches have been used to 
group multimorbidity into different combinations or patterns of comorbidities. Identifying how 
multimorbidity trends and patterns change over time will help clinicians predict the possible occurrence of 
multimorbidity risks among patients and recognize coexisting diseases. This is important as some diseases 
coexist more often than others. Therefore, it becomes necessary to demystify the patterns of multimorbidity, 
comprising highest concerning risk factors, and high hospitalizations and mortality[25], [37], [48].  

Some of most common long term conditions (LTCs) include chronic obstructive pulmonary disease 
(COPD), heart failure, CVD, diabetes and cancer [19]. Conforming to some articles, the top three groups of 
multimorbidity patterns with relevant similarities are “Cardiovascular and metabolic diseases” , “Mental 
health problems” and “Musculoskeletal disorders”[25],[33]. 

Recent refinements in statistical approaches have resulted in improved methods to capture patterns 
of multimorbidity and detect subgroups, such as cluster analysis (cluster diseases) and latent factor analysis 
(patient grouping)[48]–[50]. Both types of methods are relevant as they allow discovering hidden 
relationships between conditions. In this sense, the careful evaluation of this information by clinicians and 
policymakers will be useful for strategies of prevention, diagnosis, treatment, prognosis, and adequate 
availability of resources [51]. 

1.3.4. Burden of diseases and healthcare services 

 

Despite advances in public health, with improvements in clinical interventions and survival, many 
efforts are crucial to manage complex patients in primary care, with two or more comorbidities. For example, 
some guidelines were developed to assist this concern in multimorbidity. The National Institute for Health 
and Care Excellence (NICE) is a useful summary assessment and management of co-morbidities, which 
focuses on the need for patient-centred care [18], [49]. However, it loses long-term utility as it considers 
health problems as separate diseases. It should be noted that symptoms, frailty, limitation in daily activities, 
mood and dependence occur as a result of the various comorbidities. 

Changes and/or progress of the chronic disease affects patients, especially in mental health, enabling 
them to perform daily tasks and manage their conditions. Moreover, disability or frailty declines the quality 
of life, so that,  a rise of mortality [52],[53]. Larrañaga et al. [16] suggested the need to go beyond the simple 
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counting of chronic conditions and relate multimorbidity with an increased risk of functional decline. Globally, 
chronic diseases account for about 41 million deaths each year, equivalent to 71% of all death[54]. Also, 
Nunes et al. [55] revealed a positive association between multimorbidity and mortality. 

Consequently, this represents a general growth in the burden of disease on health systems, 
concretely, in primary health care. In fact, long-term chronic conditions (LTCs) admit greater use of health 
services, including regular hospital visits, readmissions and emergency admissions[56]. All of them represent 
important outcomes to predict, in order to apply strategies regarding multimorbidity decision-making and 
disease management. Because of healthcare utilisation, there is a serious impact on costs. In accordance with 
[33] it is not veracious to estimate the cost for each patient as a sum of the costs for every single condition 
the patient has. From a health services and financing perspective, an evaluation of a patient's condition and 
outcomes of interactions among co-existing diseases makes more sense for cost estimation. Studies varies 
on  healthcare system and methods used to derive it, however has been related an high rate of costs face to 
multimorbidity patients[44],[57],[58]. 

An additional concern is that patients with co-existing conditions are often referred to multiple 
medical specialities, leading to fragmented care, miscommunications, and other complications [38]. The 
information about patient profiles on hospital databases needs to be clear, for a more personalised and 
successful treatment.  

As the prevalence and patterns of multimorbidity relate to social inequalities, policymakers also 
need to pay attention to certain aspects when developing policies to improve care for people with 
multimorbidity, namely inequity in access to health and social care, as well as in access and use of eHealth 
solutions[18]. 

An approach to developing appropriate health policies, mainly at primary care level, is the proper 
identification of risk factors, which corresponds to any characteristic or exposure of an individual that 
increases their likelihood of suffering from a disease or injury. As mentioned before, some chronic diseases 
can co-exist together by sharing them. Significant predictors of multimorbidity cover socioeconomic and 
demographic factors, together with lifestyle habits, such as smoking, alcohol intake, lower physical activity 
and poor diet [18],[33]. Nevertheless, ageing is the main one, associated with organ and system dysfunction, 
leading to a diminished response to different pathogens and to the development of a chronic inflammatory 
process.  

In oncology, there is evidence that multimorbidity conditions impact every stage of cancer, such as 
stage at diagnosis, treatment, and outcomes of people with cancer. A first concern is that cancer symptoms 
may be mistakenly considered as symptoms of pre-existing health conditions, and could delay diagnosis [59]. 
Moreover, it is well-known that prognosis of gastric cancer is very poor, with a 5-year survival rate higher 
than 20% for advanced disease [60]. 

Overlook this circumstances, health institutions must develop strategies for providing integrated 
patient-centred care using conceptual and strategic vision, invest in the development of care professionals’ 
knowledge and competences, enhance coordination and collaboration between institutions and 
organisations and supporting patients in their need, improving the responsiveness and resources to a 
personalised care[61]. 

 

1.4. Machine Learning and Healthcare 
 

Medical databases contain relevant information for patient’s care, such as demographics, diagnoses, 
medical procedures, medications, vital signs, immunizations, laboratory results, and radiology images. 
Heterogeneity of data presents challenges in storage of data, data integration, scalability, processing, 
visualisation and transmission, missing information, lack of standardisation, generalizability, and loss of 
quality. Also, huge information is generated at a high speed, becoming important to convert this data into 
useful information and knowledge.  This particular field is named Data mining, which is the process of 
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discovery of hidden patterns and relationships in the data, resulting in knowledge and potentially actionable 
insights from the data[62],[63].   

Data mining has been extended to expand classical statistical analysis methodologies, in particular 
by using machine learning (ML). This constitutes the main method which aims to identify patterns through 
algorithms. As already mentioned, the stratification of patients by multimorbidity patterns allows a more 
accurate understanding of the relationships between diseases and, therefore, a more targeted and tailored 
treatment. In this sense, ML will improve the quality of medical care, while optimising medical processes and 
management strategies [62],[64]. During the entire process, it is strictly necessary a collaboration and a 
mutual understanding between medical experts and data analysts, in order to prevent fragmented clinical 
care[18]. 

ML methods can be distinguished according to two main learning strategies: supervised learning (SV) 
and unsupervised learning (USV). The SV is implemented through a predefined set of classes, and its common 
tasks include a) classification, which comprises identification of classes in terms of their attributes and 
determining what class new items will belong to; b) regression analyses to visualise dependence between the 
values of the attributes and 3) prediction for forecasting the value of a specific attribute. Nonetheless, an 
eminent disadvantage is that the results of the test set only show that similar data can obtain similar results 
using the model, and do not guarantee model correctness when new datasets are considered [64],[65]. 

Unsupervised learning infers the underlying patterns in unlabelled data to find sub-clusters of the 
original data, to recognize outliers in the data, or to produce low-dimensional representations of the data. 
For that reason, this method is routinely applied in the context of multimorbidity[66]. Common unsupervised 
learning methods include principal component analysis (PCA), clustering and association analysis[64]. 

Essentially, PCA is used to denoise and to reduce dimensionality. It allows an overall "shape" 
visualisation of the data, by applying a linear transformation and traced a straight line that separates the 
directions of eigenvalues with the most substantial variation in the covariance matrix. From this separation 
results the “Principal components”. The succeeding decomposition lowers their eigenvalues, the variance 
decreases, and the high-dimensional set is simplified. Some limitations are related with the fact that PCA is 
only based on the mean vector and covariance matrix and only considers orthogonal transformations 
(rotations) of the original variables [67].  

Cluster analysis is an unsupervised machine learning technique that handles the interaction of 
multiple variables to define subgroups of individuals with similar attributes. Another technique is Association 
Rules to identify which sets of diseases are frequently occurring   together. This will be better explained in 
sections 1.3.1 and 1.3.2. 

Furthermore, exploratory factor analysis is often used to identify multimorbidity patterns [22], [25], 
[68]. It allows for understanding the relationship between the items and discovering the underlying factors 
that the items may have in common. Factor loading is the correlation between the item and the factor[69]. 

An enhanced and intelligent technology that combines science mapping with performance analysis 
is network graphics. In the context of multimorbidity, this design is useful because it allows the inclusion of a 
large number of diseases, helping to identify highly connected chronic conditions and the magnitude of such 
connections. Each node represents a disease and a weighted edge between them reflects the strength of the 
relationship, by varying the thickness and colour. Blue and thicker edges correspond to strong statistical 
correlation positive relationships, which are the opposite of red edges. Sometimes, faced with a complex 
network, a meticulous analysis of each node can be costly and time-consuming. A possible approach for this 
issue is to apply a centrality measure to describe the importance of each node in the network, and determine 
the best one[25],[70],[71]. 
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1.4.1. Clustering 
 

Cluster analysis has been applied to a wide range of applications as an exploratory tool to enhance 
knowledge of no labelled data. This type of analysis corresponds to an iterated process of finding meaningful 
subgroups in a given dataset and associating data points with common properties [53]. In the context of 
multimorbidity, clustering of chronic conditions is crucial in understanding their most common combinations 
and determining outcomes on health and mortality. From here, patients within a certain cluster will be 
treated and handled differently to patients not belonging to that group. Hence, this procedure will help 
hospital managers to allocate limited resources, control patient costs effectively, and improve the quality of 
medical services[22],[37]. 

There are some basic steps to follow during a clustering task to achieve the optimal final solution. A 
preprocessing step is fundamental in order to: 

1. Remove noise or outliers from data when data is sensitive to that 

2. Data normalisation, which is important for distance-based clustering 

3. Delete irrelevant attributes to accurate computational time. 

Precisely, scaling data is fundamental to calculate distance differences between points in a dataset 
and allowing the grouping of the closest ones together or separate the furthest ones. The selection of distance 
measures will play an important role for further steps, including in obtaining correct clusters[72],[73].  

The effectiveness of the method depends on the definition of (dis)similarity measures. In the 
literature, the most well-known distance used for numerical data is probably the Euclidean distance. It 
determines the sum of squared distance between two uncorrelated data points. Besides the easier 
computation, this is very sensitive to outliers. The Manhattan distance comes up from the Euclidean distance, 
and it considers horizontal and vertical components and determines the absolute difference among the pair 
of coordinates[72],[73].  

Other measures consider some specific properties of the data points, instead of their specific 
location in a space. Jaccard index is a statistic used for comparing the similarity and diversity of sample sets, 
calculating the intersection of those items divided by their union. Cosine similarity focuses on the directional 
similarity. Mathematically, it measures the cosine of the angle between two vectors projected in a multi-
dimensional space.  Lastly, the Gower distance is a metric that measures the dissimilarity of two items with 
mixed numeric and non-numeric data. That is useful to estimate a low-dimensional representation of high-
dimensional data, while balancing the contribution of the different variables to the overall distance. It 
requires an NxN distance matrix to be calculated, for example a dissimilarity matrix. Particularly, the data are 
grouped according to the associated score that assumes the value 1 if the categories are the same and 0 if 
they are not. A summary table is presented below, along with commonly used distance measures, and their 
respective formulas [26]-[29],[74]. 

Depending on the study and dataset, there are different formulations of clustering: the partitional 
clustering, hierarchical clustering and Density-Based Methods. The first one produces a single-level clustering 
result, whereas hierarchical clustering outputs multilevel nested decompositions. The density-based methods 
identify the clusters as regions of high-density, which are separated by regions of low-density and, for that 
reason, the number of clusters doesn´t need to be prior fixed[73]. 

The aim of partitional clustering is segmenting a dataset into more homogeneous k clusters and can 
be divided in centroid or model-based methods. The centroid approach is characterised by a central point 
(e.g. the mean, the median, etc.) computed for the clusters, and for each iteration the points are assigned to 
a new position in relation to the centroid,[65],[72]-[74].  

The K-Means algorithm is quite simple and fast to implement, but very sensitive to the initial centroid 
selection, because for different initial values, different clusters can be generated, and abnormal points disturb 
the mean value. In fact, the centroid may be shifted to a wrong position if the data has outliers.  Also, despite 
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minimising intra-cluster dissimilarity, it does not ensure that the obtained solution is a global minimum 
[65],[72]-[74].  

Table 2 – Common measures of similarities [26]-[29],[74]. 

 

 

 

 

 

 

 

 

 

 

Partitioning Around Medoids (PAM) constitutes a more robust version of the K-Means to noise and 
outliers. It can be explained by using the medoid as a reference point for the cluster creation, the most 
centrally located object in the cluster, instead of using the mean points as centroids. The Figure 2 explains 
how means and medoids positions can vary in the presence of an outlier[75]. However, the most eminent 
disadvantage is related to the fact that PAM is computationally costly as it performs clustering on the overall 
data set. The CLARA method arises from PAM to handle large datasets, using only random samples of the 
input data, instead of the entire dataset[65],[72]-[74].    

More recently, fuzzy c-means comes up as a soft clustering approach. It generalises the partition-
based clustering method by allowing a data object to be part of more than one cluster. Fuzzy clustering is 
especially useful when there are no clear boundaries between clusters, however it is more complex and 
therefore more time consuming[67], [76]. 

Hierarchical clustering presents a particular representation, a multilevel hierarchy or dendrogram, 
allowing to see the best tree cut level for generating suitable groups. An advantage is that it doesn´t require 
any knowledge about the appropriate number of clusters beforehand. The input to a hierarchical clustering 
algorithm consists in the measurement of the similarity (or dissimilarity) between each pair of objects[67], 
[73]. 

Hierarchical methods are based on two strategies: (i) divisive, and (ii) agglomerative. The first one 
corresponds to a top-down clustering approach, starting with all observations which will be assigned to a 
single cluster. During the process, clusters will be paired by similarity until there is one cluster for each data 
or observation; an agglomerative approach considers each observation as a cluster itself and most similar 
clusters are successively merged into bigger clusters. Also, this are based on a linkage method, specifically, 
single and complete linkage measure the minimum and maximum distance between clusters, respectively; 
average linkage, which calculates the average of distances between all pairs, centroid method, combining 
clusters with minimum distance between the centroids of the two clusters; or finally Ward’s method that 
minimises the total within cluster variance [65],[66],[72] 

Since clustering lacks a priori information about structure in data, his analysis constitutes a challenge 
task. Because of that, researchers have been trying to interpret and evaluate results in a proper manner.  
Once the results have been obtained from the clustering, their validation is needed to obtain significance and 
confidence of clusters. External clustering validation and internal clustering validation are the two main 
categories of clustering validation, but while the first one uses information does not present in the data, 

Distance measure Formula 
Euclidean distance √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 

 

Manhattan distance |𝑥1 − 𝑥2| + |𝑦1 − 𝑦2| 
 

Jaccard Similarity Coefficient 
𝐽(𝐴, 𝐵) =  

|𝐴𝐵|

|𝐴𝐵| 
 

 

Cosine Similarity 𝑞 = arccos A •  B ‖𝐴‖‖𝐵‖ 

Gower’s Similarity Coefficient 
 𝑆𝐺𝑜𝑤𝑒𝑟(𝑥𝑖, 𝑥𝑗) =

∑ 𝑠𝑖𝑗𝑘
𝑝
𝑘=1

𝑝
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internal validation measures only rely on information in the data. There exist several criteria of adequacy, 
based on cluster properties, such as compactness, which measures how dissimilar are examples that lie within 

the same cluster, and separation, that determines the isolation of one cluster from the other [66], [67],[76].  

 

 

Figure 2 – (a)Mean vs (b)medoid in 2-D space. In both, the red point represents the centre. Image extracted from [74] 

 

 

1.4.2. Association mining 

 

Research on association rules started as early as the 1960s and is another USV method. There are two 
purposes, including to find frequent and infrequent item sets in a database, as well as finding associations, 
positive or negative, in the above sets. Particularly, they are stored in the form of transactions, with each 
transaction containing one or more items [65]. 

These cooccurrences are represented in the following form: 

LHS ⇒ RHS [support, confidence] 

, where the left-hand side (LHS) implies the right-hand side (RHS). 

To evaluate the quality of each rule, there are two main measures, support, and confidence. The first 
includes all items in the antecedent and consequent parts of the rule. Confidence expresses how many 
transactions that include items from LHS, also include items from RHS. Both are specified, who defined 
minimum support and confidence.  Rules having the support and confidence value greater than user specified 
values, are called valid association rules. Frequent item sets have traditionally been used to generate positive 
association rules; but that doesn't always happen [65]. Sometimes frequent items can be negatively 
correlated [77]. In this sense, the lift measure is considered to characterize the direction of the relationship 
between the antecedent, LHS, and the consequent, RHS. A lift value greater than 1 indicates a positive 
relationship between the item sets; and a negative one indicates a negative relationship. When lift is equal 
to 1, the item sets are independent and there is no relationship between the item sets [77],[78]. Ideally, the 
goal would always be to discover rules that have 50% support and 90% confidence, but unfortunately, the 
corresponding number of rules would be very small or even null. 
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1.3. State of art  
 

For some years, the lack of a harmonised definition of multimorbidity, including number and types 
of conditions and the measure method, has created difficulties to compare this condition across studies and 
explore its impact[30].  

In 1998, a team [33] decided to set 30 comorbidities to test their heterogeneity between different 
groups of patients. As a result of the algorithm applied, the comorbidities were associated with substantial 
increases in length of stay, hospital charges, and mortality, for all groups. However, the lack of distinction 
between independent comorbidities and conditions that are directly related to the principal diagnosis 
contributes to overestimate the contribution of comorbidities on health outcomes. In 2021, a systematic 
review was performed by Ho et al. [24] to assess which conditions 566 international studies included in the 
measure of multimorbidity. The studies were peer reviewed, and it was noticed that the number of conditions 
embraced in the measurements ranged from two to 285. Considering just one comorbidity, successive 
conditions were highlighted, in decreasing order of percentage: cardiovascular, metabolic and endocrine, 
respiratory, musculoskeletal, and mental health. Filtering out the chronic diseases included in more than half 
of the studies on the multimorbidity measure used, the group highlighted Diabetes, Stroke, Cancer, Chronic 
Obstructive Pulmonary Disease, Arterial Hypertension, Coronary Artery Disease, Chronic Kidney Disease, and 
Heart Failure. As a consequence of this work, a few months later, the same author decided to investigate 
what factors contribute to the heterogeneity of multimorbidity prevalence. [39] Across the 193 studies, they 
found a large variation in the number of conditions included in multimorbidity measures (ranging between 2 
to 285 conditions), and which conditions were included. Hence, the mean age and number of conditions were 
the main predictors for that measure (highest prevalence for ≥74 years and ≥44 conditions). Despite this, only 
eight conditions were included in more than half of the studies, which were similar to the previous study. 
New insights were revealed, contemplating hypertension, diabetes, and cardiovascular disease (CVD) as often 
coexisting chronic diseases with cancer. 

As previously noted, multimorbidity research has generally referred to a count of chronic conditions. 

By virtue of that, Dekhtyar et al. [40] examined the association between lifelong experiences and the rate of 

accumulation of chronic diseases in old age. Through mixed linear models, life experiences and the number 

of diseases present were assessed over time. Higher education, lifelong active occupations and richer social 

networks decrease multimorbidity after age 60. In 2011, Diederichs et al. [32] introduced a new approach to 

weighted multimorbidity indices. A revision between 1960 and 2009 containing in-patient medical records, 

investigated different diseases as an indicator of multimorbidity. Based on self-reported health status they 

found 11 conditions as the most common causes (including cancer, depression, myocardial infarction, and 

hypertension) of inpatient and outpatient care, as well as death in people over 64 years in Germany. In a 

hospital context, it is crucial to measure the presence of multimorbidity in the use of health services and 

hospital mortality. There are a large variety of studies exploring mortality outcome as a consequence of 

multimorbidity. In 2012, a guide made by Huntley et al[30] revealed that for assessing care utilization the 

best indexes were ACG System, the Charlson’ index, or disease counts. Particularly, the Charlson’ index was 

also presented as a mortality predictor. Also, a Cezard et al. [32] review, presents Linear mixed models as the 

major approach to assess the association between predictors (e.g.  life experiences, age and ethnic variations, 

number of comorbidities, etc) and the speed of multimorbidity accumulation and mortality.  

Over time, multimorbidity analysis evolved into more sophisticated mathematical techniques, 
shifting the focus from the disease to the patient. In this sense, several studies began to consider each 
individual as an analysis variable in the assessment of multimorbidity patterns. 

 Investigating clusters of combinations of conditions within a population rise up as a development to 
integrated care models. One of the most known studies was published in 2012, by Torres et al. [13], in which 
factor analysis was used to find patterns of multimorbidity. From records of 19 primary care centres from 
2008, there were identified five patterns of multimorbidity according to common underlying causal factor: 1) 
cardio-metabolic, 2) psychiatric-substance abuse, 3) mechanical-obesity-thyroidal, 4) psychogeriatric and 5) 
depressive, with a prevalence ranging from 13% in the 15 to 44 years old to 67% in those with 65 years of age 
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or older. Agterberg et al. [34] created clusters based on demographics, economic and health-related 
conditions of individuals. A comparison between k-means and PAM was made to identify clusters with highest 
health expenditures, an important predictor in health multimorbidity outcomes. Also, a study using electronic 
medical records from the UK between 2005–2016, used statistical methods and network analysis to identify 
comorbid pairs and triads of diseases and to identify clusters of chronic conditions across different 
demographic groups [79].  By virtue of network analysis, the most meaningful clusters across all 
demographics were respiratory, cardiovascular and a mixed cardiovascular-renal-metabolic cluster. 
Moreover, Bisquera et al. [49], selected UK patients older than 18 years , between 2005 and 2020 to 
distinguish groups of multimorbidity from 32 long-term conditions (LTCs). Through multiple correspondence 
and cluster analysis, five consistent LTC clusters were detected: 1) anxiety and depression; 2) heart failure, 
atrial fibrillation, chronic kidney disease (CKD), chronic heart disease (CHD), stroke/transient; ischaemic 
attack (TIA), peripheral arterial disease (PAD), dementia and osteoporosis ;3) osteoarthritis, cancer, chronic 
pain, hypertension and diabetes; 4) chronic liver disease and viral hepatitis; 5) substance dependency, alcohol 
dependency and HIV.  A complete study occurred in 2015, by Held et al. [80], to evaluate multimorbidity in 
people aged 70 years old or more, using network analysis and Association Rules methodology . The first one 
showed five clusters, including vascular, metabolic, neurodegenerative, mental health and other, and a 
musculoskeletal and other. Association rules originated 18 dyads and 1 triad of morbidities which reflected 
the overall prevalence of these morbidities in the study population, with arthritis with hearing impairment 
being the most common dyad, and the most common triad was arthritis with hearing impairment and obesity. 
Three years later, Llorach et al. [33],  applied hierarchical cluster analysis and exploratory factor analysis to 
records of 408 994 patients with multimorbidity aged 45–64 years, in Catalonia primary health care. To sum 
up, the team denoted that Exploratory factor analysis (EFA) could be more useful to analyse comorbidities 
and describe the correlation between diseases that have a pathophysiological relationship, while Hierarchical 
Clustering analysis (HCA) will be useful in disease associations with random coexistence of diseases or without 
causal explanation. Another article analysed multimorbidity patterns, describing a large variability in their 
prevalence among European countries [81]. Related to the number of chronic diseases, most of the study 
population reported being diagnosed with two chronic diseases. In younger women, mental and 
osteoarticular disorders are more prevalent when compared to younger men, and stroke and diabetes are 
more prevalent conditions in men and increase with age. The patterns vary on studies by statistical 
techniques used, such as cluster or factorial analysis, or by analysing the frequency of combinations of the 
major diseases. More recently, Robertson et al. [82]  characterised multimorbidity clusters among adults 
admitted to a hospital in Grampian, Scotland, in 2014, and who had ≥ 2 of 30 chronic conditions diagnosed in 
the 5 previous years. Operating Gower distance and Partitioning around Medoids, ten clusters of similar 
conditions were identified: hypertension, asthma, alcohol misuse, chronic kidney disease and diabetes, 
chronic kidney disease, chronic pain, cancer, chronic heart failure, diabetes, and hypothyroidism. Also, in 
2021, Lee et al. [83] admitted the importance of identifying the prevalence and patterns of multimorbidity 
among Korean adults . Association rule analysis was performed on pairs of diseases with high prevalence and 
network analysis was conducted to identify the association between fifteen frequent diseases among men 
and women. In men, the most relevant associations were Diabetes with Hypertension and Dyslipidemias with 
Hypertension. Women also shared a high percentage of Dyslipidemias with Hypertension with men but 
differed in higher Polyarthrosis-Hypertension relationship. Contrary to the previous analysis, the results of 
the network analysis were divided into four groups by gender and age. Hypertension and dyslipidemia had a 
high degree of centrality in all groups. Specifically, in men aged under 65, Gastritis and allergic disease had a 
high degree of centrality, while above 65, the most common diseases were Prostatic Hyperplasia, diabetes 
mellitus and cataract. In younger women, gastritis, polyarthritis, and disc disorder had a high degree of 
centrality, whereas older groups presented mostly polyarthritis, osteoporosis, and cataract.  

For last, a study examines associations between upper gastrointestinal cancers and 50 long-term 
conditions [84] by applying Least Absolute Shrinkage and Selection Operator (LASSO). This serves to model 
the relationship between long-term conditions as predictors for the dependent variable, the upper 
gastrointestinal cancer. As a result, participants with bronchiectasis, diabetes, Parkinson’s disease and 
psoriasis/eczema demonstrated a greater risk of oesophageal cancer, while participants with chronic fatigue 
syndrome, glaucoma and multiple sclerosis observed a greater risk of stomach cancer. 
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1.4. Main aim and objectives 
 

The main goal of this thesis is to apply unsupervised machine learning techniques, namely cluster 
analysis and association rules, in alignment with the literature, in order to identify and describe 
multimorbidity groups in Portuguese nationwide stomach cancer hospitalizations, as well as investigate the 
effects of multimorbidity on health outcomes for this group of patients. 

In this sense, the following specific research questions will be resolved: 

1. Is clustering analysis suitable to detect clinically relevant multimorbidity clusters among stomach cancer 
hospitalizations? 

2. What are the most common pairs, triads, or even more groups of co-existing comorbidities among 
stomach cancer hospitalizations in Portugal? 

3. What is the effect of multimorbidity on in-hospital mortality and length of stay among stomach cancer 
patients and how it interacts with other patient characteristics, such as demographics, cancer type and 
presence of metastasis, in the determination of both outcomes? 

 

 

2. Materials and Methods 

2.1. Study population, sample selection and definition of variables 
 

For the elaboration of this dissertation, administrative data provided by the central administration 
of the health system (ACSS) was used, containing data on all stomach cancer hospitalizations that occurred 
in public hospitals in mainland Portugal, between 2011 and 2015. All episodes presenting International 
Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM) codes of stomach cancer (151.X) as 
the main diagnosis were filtered, as shown in the Table 3.  

The selected sample has the following variables: 

• Region: nominal qualitative variable with six categories that identifies the region of Mainland 
Portugal (Norte, Centro, Lisboa, Alentejo and Algarve) where the patient lives. 

• Sex: nominal qualitative variable with two categories, corresponding to the sex of the patient: 
1. Male 
2. Female 

• Age: continuous quantitative variable of the user's age, am years, later converted in a categorical 
variable comprising three main groups "[0-49] years", "[50-74] years" and "[>75] years" 

• Length of stay (LOS): discrete quantitative variable, corresponding to the total number of days spent 
by the patient at the health institution, considering that hospitalisation presents a minimum of 24 
hours of stay in the hospital. 

• Main diagnosis: nominal qualitative variable of the ICD-9-CM code, which identifies the main 
diagnosis. In this particular case, it was filtered to 151.0, 151.1, 151.2, 151.3, 151.4,151.5, 151.6 (See 
Table 3) 

• Comorbidities: binary variable that identifies the presence or absence of 17 comorbidities identified 
according to the Charlson’ method. Charlson’ comorbidities were identified according to the 
definitions based on the work of Quan et al. [27]. Specifically, the following variables regarding each 
Charlson’ comorbidity were included in this work: Myocardial infarction (MI), Congestive heart 
failure (CHF), Peripheral vascular disease (PVD), Cerebrovascular disease (CVD), Dementia (DEM), 
Chronic obstructive pulmonary disease (COPD), Rheumatologic disease (Rheum), Cerebrovascular 
disease(CEVD), Peptic ulcer disease(PUD), Mild liver disease (MILDLD), Moderate or severe liver 
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disease(MSLD), Diabetes mellitus without chronic complications (DIAB_UC), Diabetes mellitus with 
chronic complications (DIAB_C), Moderate-to-severe renal disease(RD), Paralysis (PARA), Cancer 
without metastases (CANCER) and HIV(HIV). Although the CCI typically includes metastatic cancer 
(METS) diagnoses, this condition was excluded because it may be an extension of the cancer of 
interest. 

• Multimorbidity: presence of two or more Charlson’ comorbidities 
 

 
 

Table 3 - ICD-9-CM Coding Algorithms for cancer of stomach 

 

2.2. Software 
R is a free software environment, which presents a variety of useful packages for statistical 

computing, graphics visualization, and machine learning. Its application in the health area has been increasing 
due to the easy use of technique to hospital and clinical data analysis. During the present work, R version 
4.2.0 for Windows was requested. 

 

2.3. Data treatment 
 

In this step were performed the necessary initial transformations such: a) convert strings and 
numerical values to factors; b) allocate random “ID” for each patient c) subset different types of stomach 
cancer and create a new database, for each one, for an individual analysis; d) create two different groups 
based on stomach anatomy: Group 1 comprises codes 151.0 + 151.3 +151.4 (cardia/fundus/body), and Group 
2 with codes 1511 + 1512( pylorus/pyloric antrum). 

 

2.4. Frequency and relative frequency of socio-demographic variables and Charlson’ comorbidities 
 

In order to create a frequency and relative frequency table, a combination of various functions, from 
“dplyr” package [85], group_by (), summarise (), n (), mutate (), and sum (), were applied in original 
database(“dados”). Hence, unique values of three variables, age, sex, and Charlson’ comorbidities were 
counted to summarise frequency and obtain relative proportions, as following: 

dados %>% group_by(age)%>% summarise(n=n()) %>% mutate(freq = (n/ sum(n)*100)) 

dados %>% group_by(sex)%>% summarise(n=n()) %>% mutate(freq = (n/ sum(n)*100)) 

dados %>% group_by(comorbidity)%>% summarise(n=n()) %>% mutate(freq = (n/ sum(n)*100)) 

 

ICD-9-CM code Categories of Cancer of stomach 
151.0 Malignant neoplasm of cardia 
151.1 Malignant neoplasm of pylorus 
151.2 Malignant neoplasm of pyloric antrum 
151.3 Malignant neoplasm of fundus of stomach 
151.4 Malignant neoplasm of body of stomach 
151.5 Malignant neoplasm of lesser curvature of stomach, unspecified 
151.6 Malignant neoplasm of greater curvature of stomach, unspecified 
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2.5. Prevalence of multimorbidity in study population 
 

The first step in this section was to count the number of comorbidities for each event/patient 

hospitalization using mutate () function, from “dplyr” package, as mutate (count = rowSums(. == 1)), and 

further filtered using count  2. Age and sex variables were selected by select () function, from “dplyr” 

package, as following dados %>% select (sex, age). Using cbind () approach, a new dataframe was created 

with three columns (age,sex,n_diseases), where n_disease a column obtained in 2.4. with the number of 

chronic diseases counted and filtered for two or more Charlson’ comorbidities, for each event/hospitalization. 

To condense only values respected to age and sex into summary statistics, two lines of code were established 

operating tbl_summary () from “gt_summary” package[86],as following: 

multimorbidity %>% tbl_summary(by = count) 

 

2.6. Prevalence of socio-demographics conditions for each malignant neoplasm of stomach in 
multimorbid patients 
 

The next step included creating a database for each type of malignant stomach neoplasm of stomach 
(malignant neoplasm of body of stomach, malignant neoplasm of pyloric antrum, malignant neoplasm of 
lesser curvature of stomach, unspecified, malignant neoplasm of cardia, malignant neoplasm of pylorus, 
malignant neoplasm of fundus of stomach, malignant neoplasm of greater curvature of stomach, unspecified) 
identified in the multimorbid Portuguese population between 2011 and 2015. The proportion of patients of 
“female sex” or “male sex” and “[0-49] years old”, “[50-74] years old” and “[>75] years old” was calculated 
from group_by (), summarise (), n (), mutate (), and sum () functions again, as shown below: 

Prev_age <- type1%>% group_by(age)%>% summarise(n=n()) %>% mutate(freq = (n/ sum(n)*100)) 

Prev_sex <- type1%>% group_by(sex))%>% summarise(n=n()) %>% mutate(freq = (n/ sum(n)*100)) 

 

2.7. Dissimilarity matrix 
 

After an exclusive section of patients with two or more comorbidities, the dissimilarity matrix was 
calculated to find the difference between each chronic Charlson’ comorbidities distance. 

To maintain meaningful results, in the present work categorical data has been maintained, and 
Gower’s similarity coefficient was applied to the dissimilarity matrix. For this purpose was applied daisy () 
function, from “cluster” package [87], as follows: daisy(x, metric = "gower"), where x is dataframe, and 
dissimilarities are computed between his rows. Those will be inputs to cluster analysis and multidimensional 
scaling. 

 

2.8. Clustering  
 

In this dissertation, the first diseases ‘grouping approach based on their similarities was clustering, 
which is divided in two principal categories: partitional clustering and hierarchical clustering. On the one 
hand, a partition normally requires an initial number of clusters k as an input parameter, that will be posterior 
submitted to iterative optimization. On the other hand, hierarchical clustering is a set of nested clusters that 
are arranged as a tree. 
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2.8.1. Clustering implementation 
 

 In this section there are showed the general steps of each clustering algorithms. 

K means and PAM 

1. Choose initial k number of cluster centers(centroids) randomly or based on some prior knowledge. 

2. Calculate their distance from all the points in the scatter plot; 

3. Classify each point into the cluster whose center it is closest to; 

4. Select a new point in each cluster that minimizes the sum of distances of all points in that cluster 

from itself; 

5. Repeat Step 2 until the centers stop changing. 

 
The PAM algorithm is identical to the k-means clustering algorithm, except for Step 1 and Step 4. The 

center of PAM cluster is a medoids, always a data point in the dataset. In Step 4, the difference is that PAM 
minimizes the sum of dissimilarities instead of a sum of squared Euclidean distances. This is a more robust 
approach.  

 

Hierarchical  

Hierarchical clustering is a method to group data into a tree of clusters. H.clust () computation was 
applied, using the dissimilarity matrix.  Then, it repeatedly executes the subsequent steps: 

1. Each object is assigned to its own cluster; 

2. Several iterations, at each stage joining the two most similar clusters, continuing until there is just a 
single cluster. 

Particularly, in the present work was used Ward's minimum variance method to find compact and 
spherical clusters. 

 

2.8.2. Determining the optimal number of clusters 

 

The partitioning methods, k-means and PAM, require an initial parameter of the number of clusters. 
There is no best procedure to obtain it, because it depends on the method used for measuring similarities 
and the parameters used for partitioning. The direct methods comprise within cluster sums of squares or the 
average silhouette, instead of gap statistic, a statistical testing method [76].  

• Elbow method is an approach not merely to find the optimal number of clusters, but also 
to interpret and validate the consistency within clusters of data.  Basically, the silhouette 
coefficients of each point are computed to measure how much a point is similar to its own 
cluster compared to other clusters[88]; 
 

• Silhouette coefficient is an approach not merely to find the optimal number of clusters, but 
also to interpret and validate the consistency within clusters of data.  Basically, the 
silhouette coefficients of each point are computed to measure how much a point is similar 
to its own cluster compared to other clusters.  
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The silhouette coefficient is calculated as follows: 

𝑠(𝑝) =
(𝑏(𝑝) − 𝑎(𝑝))

𝑚𝑎𝑥  {𝑎(𝑝), 𝑏(𝑝)}
 

, where a(p) is the mean distance between point p and all other points within the same cluster (intra-cluster 
distance), whereas b(p) is the smallest mean distance of p to all points in any other cluster, where p is not a 
member (nearest-cluster distance).  

The coefficient can take values in the interval [-1, 1]. If it is a) 0 the sample is very close to the 
neighbouring clusters; b) if it is 1, the sample is far away from the neighbouring clusters; and 3) if it is -1, the 
sample is assigned to the wrong clusters. 

• Gap statistic can handle data that have a distribution with no obvious clustering (eg, 
globular, Gaussian, and slightly disjoint data distributions). comparing evidence against null 
hypothesis. The optimal value of the number of clusters occurs when the statistic is far from 
the uniform random distribution of points, so the ideal is the maximum gap statistic. 

A first application, to determine the optimal number of clusters, was to apply fviz_nbclust ( x, 
FUNcluster, method = c("silhouette", "wss", "gap_stat")), a function inside the package "factoextra" [85], 
where x is the dissimilarity matrix, and FUNcluster the clustering algorithm to be tested, namely k-means, 
PAM, and hcut (for hierarchical clustering). Both Elbow and Silhouette were performed, and the optimal 
number of clusters was inspected based on each corresponding representation: the number of clusters k 
versus WSS score and the number of clusters k versus Average Silhouette Width, respectively. Afterward, 
more accurate procedures were implemented, because give statistical insights instead of visualization 
requirements for finding the optimal number of clusters. Both functions calculate validation measures for a 
given number of clusters and clustering algorithms, so they will be better explained in 2.6.3. 

2.8.3. Validation measures 

 

In the present work, the cluster validation was used to obtain two results: 

1. Determine the optimal number of clusters for every single type of cancer of the stomach and each 
algorithm.  

2. Comparison between clustering algorithms and selection of the more reliable algorithm for the 
dataset. 

 An initial approach for 1 and 2 will be applied, using the clust.stats () function, requires “stats” 
package [89], and “fpc” package [90], to evaluate the internal statistical properties, such as compactness and 
separability between points. The validation criteria includes the average silhouette width(avg.silh.width) and 
Dunn Index(dunn). As cited before, silhouette sets how well a point is fixed to its cluster compared to others, 
while Dunn index is a measure of the ratio between the smallest distance along observations not in the same 
cluster to the largest intra-cluster distance. It has a value between 0 and infinity and should be maximised. In 
the present study, the results were based only on the average silhouette width [49],[68]. 

In 1, decisions about the number of clusters were based on the maximum value of avg.silh.width 
between the two methods. Using the results of 1, the metrics will be compared between k-means, PAM and 
hierarchical clustering, in order to choose the most appropriate algorithm for each diagnosis of stomach 
cancer. 

Considering the lack of consistency, given by the variation in results on different runs of algorithms, 
clValid () function was applied to corroborate the results of clust.stats () function. The package “clValid” [91], 
constitutes an enhanced approach compared to individual inspection of Silhouette and Dunn index for each 
algorithm. In a small piece of code, this function allows the user to simultaneously evaluate several clustering 
algorithms, number of clusters and determine the most appropriate method. It can compute in a single line 
function call, and compare standard algorithms, as following:  
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clValid(gower_mat, nClust = 2:5, clMethods = "kmeans", "pam" , "hierarchical", validation = "internal". 

 

The measure selected was “internal”, which uses intrinsic information in the data to assess the 
quality of the clustering. Particularly, the number of clusters tested was set to vary only from 2 to 10, because 
too many clusters became less interesting and informative under the clinical and managerial perspective. 

2.9. Association Rules  
 

The purpose of this step is the application of Association Rules is to identify meaning combinations 
of diseases based on co-existence and not causality. The “arules” package[92], has been used in research to 
discover interesting relationships between variables in large databases. Between the two algorithms for 
mining association rules, apriori (Agrawal and Srikant, 1994)  and eclat (Zaki, 2000) [93], the first one was 
selected in the present work.  Apriori () function only collects items that satisfy the minimum support 
requirement, in order to reduce the size of candidate sets and the cost function. 

The following steps was used in Apriori() algorithm: 

1. Categorical values are transformed into binary data 
➢ This step originates a transaction that only includes the subscripts (items) of binary 

dimensions equal to 1, this means the presence of chronic disease 
2. Convert dataframe with categorical attributes into transactions  

➢ Categorical attributes are transformed into individual items, mapping each 
categorical value to one item. Each transaction is a set of items, and each item 
corresponds to the presence or absence of one categorical value. 

3. Use object of class transaction as an input of Apriori() function 
4. Select a threshold to support and confidence and find all the rules that exceed these 

➢ The minimum support was chosen to 2%, and the minimum confidence was set at 
50%. 

Apart from the specified minimum support and minimum confidence, all parameters have the 
default values. 

 

2.10. Patterns visualization by Networks analysis 
 

Next, a multimorbidity networks will be constructed to study the natural clustering of diseases in the 
dataset. The comorbidities were represented as nodes, and edges connect each pair of them, proportional 
to the strength of the association between the comorbid pair.  

To estimate the network structure, estimateNetwork () function was applied, from “bootnet” 
package [94], as follows: 

estimateNetwork(data, default = "none", "EBICglasso", "pcor","cor"). 

 Particularly, the data were all database of different types of stomach cancer and groups, converted 
to numeric type. By default, made use of “pcor” estimated a partial correlation network, grant a unique 
correlation between two variables that, when connected, their correlation cannot be explained by any other 
variable[95]. Distinctly, in the present work, correlation between comorbidities does not mean that one 
variable causes the other to occur (causality). 
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2.11. Estimation of impact of socio-demographic determinants and other conditions on outcomes 
 

For a better clinical and health services management in multimorbidity, it is essential to evaluate the 
impact of additional comorbidities on relevant health outcomes, such as length of stay (LOS), which is a proxy 
of resource consumption, and in-hospital mortality.  

Data sets in health care often fall outside the scope of basic statistics methods, which rely on 
normally distributions. Instead, health data are often binary (e.g., outcome is present or not present), 
proportions (e.g., mortality rates) or counts (number of days spent at the hospital). In basic statistical 
methods, such as linear models, the exact effects of each predictor variable are quantified, where variables 
between individuals do not change or change at a constant rate over time. However, in this type of models, 
the use of “fixed effects” may erroneously correct variables that may affect the result of the analysis, as health 
care problems often involve random effects, whose purpose is instead to quantify the variation by also 
encompassing variation among individuals (e.g., when multiple responses can be measured per individuals 
or groups, regions or time periods).  Therefore, an adaptation emerges to linear mixed models, which also 
incorporates random effects and residual noise[96].  Attending to the nature of the present database, with 
non-normal data, Generalized linear mixed models (GLMMs) were implemented in order to quantify the 
effects of multimorbidity, controlled for other demographic and clinical variables, on in-hospital mortality 
and length of stay (LOS). Those statistical models combined mixed models with generalized linear models 
(GLMs), including normal, binomial, Poisson, and multinomial distributions as special cases[96]. 

For both outcomes, the effects of multimorbidity were assessed considering overall stomach cancer 
hospitalizations, different types of cancer according to the areas of stomach affected by the malignant 
neoplasm (cardia, pylorus, pyloric antrum, fundus of stomach and body of stomach). Furthermore, under a 
clinical and treatment management point of view, it is relevant to compare the effects of multimorbidity on 
patients with proximal cancers (cardia, fundus of cancer and body of stomach) versus those with distal 
cancers (pylorus and pyloric antrum). Particularly, the models implemented to quantify these effects on 
mortality and LOS included a random intercept for each hospital present the dataset, as we assumed that 
variation between hospitals is relevant in the context of our problem. Binomial and Poisson distributions were 
assumed to model mortality and LOS, respectively. Fixed effects or predictor variables considered for both 
outcomes were 1) multimorbidity level, which is a categorical variable that divides the number of 
comorbidities registered per episode into four groups, defined according to the distribution of comorbidities 
in the dataset: “0 comorbidities”, “1 comorbidity”, “2 comorbidities”, “3 comorbidities”, “4 or more 
comorbidities”; 2) A binary variable indicating the presence or absence of the metastatic tumour; 3) age 
group, represented by a categorical variable indicating “18-49 years old”, “50-74 years old” and “75+ years 
old”; 4) a categorical variable indicating sex; 5) a categorical variable indicating the geographic region of 
residence of the patient, with five possible values ("Alentejo”, “Algarve”, “Centro”, “Lisboa e Vale do Tejo” 
and “Norte”), as defined Nomenclature of territorial units for statistics (NUTS) 2 for Portugal [97]. 

 

The general form of the model can be described by the following equation: 

𝐲 = 𝜷𝟎 + ∑ 𝜷𝒊𝒙𝒊 + 𝛾 + 𝜺 ,  

where y is the dependent variable, 𝜷𝟎 is a global intercept;  𝒙𝒊  corresponds to all variable with fixed effects; 
𝜷𝒊 is a change cause for each fixed variables; 𝛾 is variance resulting by random effect; ε is a portion of the 
residuals from normal distribution 

Fixed effects are estimated, including the value of the t statistics (Student test), shown without the 
p-value, and the 95% confidence interval (CI), as: 

𝐶𝐼 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ± 1.96 ∗ 𝑆𝑡𝑑. 𝐸𝑟𝑟𝑜𝑟𝐶𝐼 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ± 1.96 ∗ 𝑆𝑡𝑑. 𝐸𝑟𝑟𝑜𝑟 

More formally, we estimate a two-level random intercept model, where we included several 
predictor variables measured at patient level, in order to identify the variation in mortality and LOS due to 
patient demographic (age, sex, region) and clinical characteristics (presence of metastatic tumor and 
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multimorbidity), systematic variation associated with the hospital where the hospitalization occurred, and 
random chance variation.  

Regarding in-hospital mortality, which is a dichotomous outcome, a logistic random effects 
regression model was estimated (binomial distribution). The model can be written as follows: 

𝑙𝑜𝑔𝑖𝑡(𝑝𝑒ℎ) = 𝛽0 + 𝛽1𝑥𝑒 + 𝑣ℎ  

, where 𝑝𝑒ℎ   is the log-odds of death for patient e , in hospital h. The intercept 𝛽0 represent the log-odds of 
death when all predictors (which are categorical variables) assume the reference value across all episodes, 
whereas  𝛽1 represents the effect in terms of changes in the log-odds of the demographics and clinical 
characteristics in relation to the reference value, at episode level. The exponential of these 𝛽1 coefficients 
can be interpreted as odds-ratios. In the random part of the model, 𝑣ℎ  is the effect of hospital h, and the 
variance of v reflects the degree of heterogeneity in mortality across hospitals[98]. 

Regarding LOS, a Poisson regression with random effects was estimated, which is a nonlinear model 
regression that is often used for modelling count data (in the case of the present study, LOS represented as 
number of days). The model can de written as follows: 

𝑙𝑜𝑔(𝑢𝑒ℎ) = 𝛽0 + 𝛽1𝑥𝑒 + 𝑣ℎ  

The intercept 𝛽0 represent the baseline number of days when all predictors assume the reference 
values. The fixed part of the model captures the variation in LOS that is associated with the observable 
demographics and clinical characteristics of the patients. The coefficient 𝛽1indicates the difference in the log 
expected number of days (LOS) in relation to the reference category. The exponential of these coefficients 
can be interpreted as incidence rate ratios. The random part includes the observed variance between levels, 
including that attributable to hospitals, and that attributable to chance (i.e., not explained by the observed 
demographic and clinical characteristics)[98]. 

We further analyzed the residual variances that emanated information on the extent of variability in 
LOS at different hierarchical levels (episode and hospital). The proportion of explainable LOS variation 
attributable to each level was analyzed through the Intraclass correlation coefficient (ICC)[99]. The ICC was 
obtained between the variance at the hospital level and the total variance, and the results can be interpreted 
as the correlation (similarity) among observations within the same class (hospital). If the value of ICC is large, 
it can indicate that a considerable residual variance regarding LOS exists in that level. The ICC coefficient 
estimation method considering Poisson distribution can be found in [99]. 

For each assessed outcome, three models were estimated: 

• Model 1: estimated for a subsample of episodes with a principal diagnosis of a proximal 
cancer (malignant neoplasm of cardia, fundus of cancer and body of stomach). Predictor 
variables included age group, sex, region, presence of metastasis and multimorbidity level.   
 

• Model 2:  estimated for a subsample of episodes with a principal diagnosis of a distal cancer 
(malignant neoplasm of pylorus and pyloric antrum). Predictor variables included age 
group, sex, region, presence of metastasis and multimorbidity level.  

 

• Model 3: estimated for a subsample of episodes with a principal diagnosis of both, distal 
and proximal cancer. It included a categorical variable indicating whether the episode 
comprises a distal or proximal cancer, in addition to age group, sex, region, presence of 
metastasis and multimorbidity level.   
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3. Results 

3.1.  Frequency and proportion of relevant variables in ACSS database 
 

 This section presents a table with frequency and relative frequency of the categorical variables sex, 

age group, and Charlson' comorbidities. In particular, the first column describes the number of observations 

for each variable, while the second column shows the number of times a variable occurs compared to the 

total number of events. 

 

Table 4 - Frequency and proportion of relevant variables categorical variables sex, age group, and Charlson' 
comorbidities for original database.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Myocardial infarction (MI), Congestive heart failure (CHF), Peripheral vascular disease (PVD), Cerebrovascular disease (CVD), Dementia 

(DEM), Chronic obstructive pulmonary disease (COPD), Rheumatologic disease (Rheum), Cerebrovascular disease(CEVD), Peptic ulcer 

disease(PUD), Mild liver disease (MILDLD), Moderate or severe liver disease(MSLD), Diabetes mellitus without chronic complications 

(DIAB_UC), Diabetes mellitus with chronic complications (DIAB_C), Moderate-to-severe renal disease(RD), Paralysis (PARA), Cancer without 

metastases (CANCER) and HIV(HIV) 

Clearly, there is a higher proportion of male (60.6%) stomach cancer patients aged 50 to 74 years 

(53.0%). As regards Charlson' comorbidities, a large number of stomach cancer patients are visible who have 

Uncomplicated Diabetes (DIAB_UC) (16.5%), Chronic Obstructive Pulmonary Disease (COPD) (7.21%), 

 Frequency(n) Relative Frequency (%) 

M
u

lt
im

o
rb

id
it

y 0 or  1 
comorbid it ies  

18425 89.0 

2 or  more  
comorbid it ies  

2230 11.0 

A
ge

 0-49 years  1682 8.14 

50-74 years  10954 53.0 

75+ years  8019 38.8 

Se
x M 12514 60.6 

F  8140 39.4 

C
h

a
rl

so
n

 

co
m

o
rb

id
it

ie
s

 

MI 467 2.26 

CHF  1095 5.30 

PVD 394 1.91 

CEVD 661 3.20 

DEM 187 0.91 

COPD 1489 7.21 

Rheum 82 0.40 

PUD 305 1.48 

MILDLD  770 3.73 

DIAB_UC 3412 16.5 

DIAB_C 239 1.16 

PARA 69 0.33 

RD 760 3.68 

CANCER 686 3.32 

MSLD 152 0.74 

HIV  23 0.11 
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Congestive heart failure (CHF) (5.30), Mild liver disease (MILDLD) (3.73%), Moderate-to-severe renal disease 

(RD) (3.68%), and Cerebrovascular disease (CEVD) (3.20%). 

 

3.2. Overall prevalence of multimorbidity for socio-demographic characteristics  
 

The analysis was proceeded according to the number of comorbidities (0,1,2,3,4,5 or more), in 

which the multimorbid condition comprises two or more comorbidities. 

Table 5 - Counted number and proportion of Charlson’ comorbidities (0CHD: 0 comorbidities; 1CHD: 1 comorbidity; 

2CHD: 2 comorbidities; 3CHD: 3 comorbidities; 4CHD: 4 comorbidities;   5ChD: 5 or more comorbidities) of stomach 
cancer patient for sex variable (“Male” and “Female”) 

 

Table 6 - Counted number and proportion of Charlson’ comorbidities (0CHD: 0 comorbidities; 1CHD: 1 comorbidity; 

2CHD: 2 comorbidities; 3CHD: 3 comorbidities; 4CHD: 4 comorbidities;   5ChD: 5 or more comorbidities) of stomach 
cancer patient for age variable (“[0-49] years”, “[50-74] years” and “[>75] years 

  

From the two tables above, it appears that the majority of Portuguese patients with stomach cancer, 
between 2011 and 2015, had none (N = 12952) or one comorbidity (N = 5473). In the presence of 
multimorbidity, most patients with stomach cancer have two chronic diseases (N = 1614), with the proportion 
being higher for men (65%), compared to women (35%), and also higher for age. over 75 years (55%), 
compared to ages between 50 and 74 years (44%) and between 0 and 49 years (1.8%). 

 

 

 

 

 

 

 0 CHD 
(N = 12952) 

1 CHD 
(N = 5473) 

2 CHD 
(N = 1614) 

3 CHD 
(N = 439) 

4 CHD 
(N = 126) 

  5CHD 
(N = 51) 

SEX 

MALE 7642 (59%) 3422 (63%) 1044 (65%) 279 (64%) 92 (73%) 35 (69%) 

FEMALE 5309 (41%) 2051 (37%) 570 (35%) 160 (36%) 34 (27%) 16 (31%) 

 0 CHD 
(N = 12952) 

1 CHD 
(N = 5473) 

2 CHD 
(N = 1614) 

3 CHD 
(N = 439) 

4 CHD 
(N = 126) 

  5CHD 
(N = 51) 

AGE 

0-49  1446 (11%) 203 (3.7%) 29 (1.8%) 4 (0.9%) 0 (0%) 0 (0%) 

50-74  7253 (56%) 2787 (51%) 704 (44%) 155(35%) 38 (30%) 17 (33%) 

75+  4253 (33%) 2483 (45%) 881 (55%) 280(64%) 88 (70%) 34 (67%) 
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3.3. Influence of socio-demographic characteristics in stomach cancer types 
 

From the point of view of hospital management, it makes sense to study the prevalence of 
sociodemographic characteristics for each type of malignant neoplasms of stomach cancer, assuming the 

presence of multimorbidity condition (2 comorbidities). Distinctly, the Figure 3 is a barplot showing the sex 
(Male or Female) prevalence among different malignant neoplasms of stomach, consider only multimorbid 
patients, while Figure 4 exhibits a barplot of the age ([0-49] years, [50-74] years and [>75] years) prevalence 
among different malignant neoplasms of stomach, consider only multimorbid patients.  

 

Figure 3– Prevalence of sex, Male or Female, for each type of malignant neoplasm of stomach 

 

Looking at the figure above, it should be noted that, in general, any type of stomach cancer affected 
males more than females, within the Portuguese population, between 2011 and 2015. Particularly, the most 
prevalent malignant neoplasms of the stomach in Portugal, for the male sex, were malignant neoplasms of 
the cardia of the stomach (76.9%), accompanied by the greater curvature (76.6%) and the body of the 
stomach (66.8%). In contrast, for women patients, the most prevalent malignant neoplasms of the stomach, 
were malignant neoplasms of the pyloric antrum of the stomach (47.3%), accompanied by the fundus of the 
stomach (46.6 %) and the pylorus of the stomach (46.1%). 

From the analysis of Figure 4, it can be highlighted that, between 2011 and 2015, for ages between 
50 and 74 years, the most prevalent malignant neoplasms of the stomach in Portugal were the malignant 
neoplasm of the body of the stomach (56.2%), followed by the lesser curvature (54.7%) and the greater 
curvature of the stomach (51.6%). In addition, for ages over 75 years, the most prevalent malignant 
neoplasms of the stomach were the malignant neoplasm of the pyloric antrum of the stomach (62.5%), 
followed by fundus (61.1%) and the pylorus (58.0%). 
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Figure 4– Prevalence of age, [0-49] years, [50-74] years and [>75] years for each type of malignant neoplasm of stomach 
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3.4. Clustering  

3.4.1. Optimal number of clusters and internal validation 
 

For the Elbow method, the optimal number of clusters was identified by selecting the k value after 
which the WSS score does not significantly decrease. This is called the inflection point. However, recognize 
that point depends on manually viewing, and are considered an ambiguous approach. Most of the 
representation follows a similar pattern, with a graph with alternating peaks, as Figure 5 reveals. 

 

 

Figure 5 - Elbow method representation of the number k of clusters as a function of the sum of squared distances, with 
no discrimination elbow point identification in the squared area. 

 

The next step was to calculate the silhouette score through the functions clust.stats () and clValid 
(), which allowed selecting of the optimal number of clusters and the most suitable algorithm for the stomach 
cancer type and anatomical groups database (Table 4). 
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Table 7 – Results of optimal number of clusters and clustering algorithm for each malignant neoplasm of stomach 

cancer and anatomic groups, by using cluster.stats() and clValid() functions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Attempting to the Table 6, the scores obtained for both functions differed for the majority 
of stomach cancer types. In this sense, the highest score for the silhouette measure, always 
obtained with clValid(), was used to select the best clustering algorithm that would be applied to 
obtain disease groups for the different types of stomach cancer. Globally, each dataframe will 
submitted to hierarchical grouping, except for the malignant neoplasm of the Pylorus and Fundus 
stomach cancer, where the k-means method will be applied. The optimal number of clusters for 
clValid() function was always two, that´s why is not present in the table. 

 

 

 

 

Type of stomach 
cancer 

Algorithm 

Clust.stats() 
 

clValid() 

Optimal number  
of clusters 

(Silhouette score) 

Avg.silh.width 
 

Silhouette score 

Malignant neoplasm 
of body of stomach 

k-means 2 0,26 0,27 

PAM 2 0,24 0,24 

Hierarchical 3 0,24 0,47 

Malignant neoplasm 
of pyloric antrum 

k-means 2 0,26 0,28 

PAM 2 0,26 0,27 

Hierarchical 2 0,30 0,33 

Malignant neoplasm 
of lesser  curvature of 
stomach, unspecified 

k-means 3 0,26 0,28 

PAM 2 0,23 0,25 

Hierarchical 4 0,23 0,30 

Malignant neoplasm 
of cardia 

k-means 3 0,28 0,26 

PAM 4 0,31 0,24 

Hierarchical 4 0,26 0,40 

Malignant neoplasm 
of pylorus 

k-means 4 0,28 0,40 

PAM 2 0,26 0,22 

Hierarchical 2 0,38 0,39 

Malignant neoplasm 
of fundus of stomach 

k-means 2 0,25 0,29 

PAM 2 0,28 0,25 

Hierarchical 2 0,25 0,27 

Malignant neoplasm 
of greater curvature 

of stomach, 
unspecified 

k-means 4 0,28 0,28 

PAM 3 0,29 0,23 

Hierarchical 2 0,28 0,29 

Upper 
Stomach 

k-means 3 0.27 0,25 

PAM 3 0,26 0,26 

Hierarchical 2 0,29 0,30 

Lower 
Stomach 

k-means 3 0,28 0,28 

PAM 2 0,26 0,27 

Hierarchical 2 0,28 0,33 
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3.4.2. Clinically Meaningful Multimorbidity Clusters 
 

One of the main purposes of the present work is interpreting the clusters obtain for each 
type of stomach cancer.  

Table 8 – Meaningful groupings obtained for each type of stomach cancer and anatomical groups, with reference to the 
most prevalent chronic diseases in each one 

Type of stomach cancer Cluster 1 Cluster 2 

Malignant neoplasm of 
body of stomach 

(N = 169) 

DIAB_UC 152 (90%) 
CHF 60 (36%) 

COPD 41 (24%) 

(N = 123) 

COPD 61 (50%) 
MILDLD 36 (29%) 

RD 35 (28%) 

Malignant neoplasm of 
pyloric antrum 

(N = 344) 

CHF 157 (46%) 
COPD 136 (40%) 

RD 101 (29%) 

(N = 325) 

DIAB_UC 325 (100%) 
COPD 82 (25%) 
CHF 76 (23%) 

Malignant neoplasm of 
lesser curvature of 

stomach, unspecified 

(N = 95) 

CHF 47 (49%) 
COPD 37 (39%) 

DIAB_UC 31 (33%) 

(N = 54) 

DIAB_UC 54 (100%) 
COPD 13 (24%) 

MILDLD 11 (20%) 

Malignant neoplasm of 
cardia 

(N = 143) 

COPD 59 (41%) 
RD 51 (36%)  

CEVD 34 (24%) 

(N = 102) 

DIAB_UC 102 (100%) 
COPD 21 (21%) 

CHF 16 (16%); MI 16 (16%) 

Malignant neoplasm of 
pylorus 

(N = 19) 

COPD 11 (58%) 
CHF 10 (53%) 

MILDLD 7 (37%) 

(N = 18) 

DIAB_UC 16 (89%) 
CHF 5 (28%) 

COPD 5 (28%) 
 

Malignant neoplasm of 
fundus of stomach 

(N = 30) 

DIAB_UC 30 (100%) 
RD 8 (27%) 
CHF 7 (23%) 

(N = 25) 

COPD 13 (52%) 
CHF 11 (44%) 
CEVD 7 (28%) 

Malignant neoplasm of 
greater curvature of 

stomach, unspecified 

(N = 30) 

DIAB_UC 24 (80%) 
CEVD 14 (47%) 

CHF 8 (27%) 

(N = 10) 

RD 5 (50%); COPD 5 (50%) 
CHF 3 (30%); MILDLD 3 (30%); 

CANCER 3 (30%) 

Upper 
Stomach 

(N = 312) 

DIAB_UC 312 (100%) 
COPD 80 (26%) 
CHF 75 (24%) 

(N = 280) 

COPD 120 (43%) 
CHF 94 (34%) 
RD 89 (32%) 

Lower 
Stomach 

(N = 363) 

CHF 168 (46%) 
COPD 145 (40%) 

RD 103 (28%) 

(N = 342) 

DIAB_UC 342 (100%) 
COPD 89 (26%) 
CHF 80 (23%) 
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Of all the clusters obtained, the most frequent group are DIAB_UC, CHF, and COPD. However, there 
are an exception to malignant neoplasm of fundus of stomach and malignant neoplasm of greater curvature 
of stomach, unspecified, in which CHF and COPD appears with CEVD. Another observation is that one of the 
diseases above are also present in the second cluster. DIAB_UC only appears in the two clusters of malignant 
neoplasm of greater curvature of stomach, unspecified. In majority, CHF makes part of the two clusters, with 
the exception for malignant neoplasm of body of stomach and malignant neoplasm of lesser curvature of 
stomach, unspecified. COPD are always present in two clusters, with the exception for malignant neoplasm 
of fundus of stomach and malignant neoplasm of greater curvature of stomach, unspecified. Finally, in 
general, RD appears as a prevalent chronic disease in one of the two clusters for each type of stomach cancer, 
with the exception to malignant neoplasm of lesser curvature of stomach, unspecified and pylorus. 

After a median calculation for number of comorbidities for each cluster for each type of stomach 
cancer, the most patients with multimorbidity presents two chronic diseases. 

3.5. Association Rules 
  

This section presents a table with the highest support rules for each malignant neoplasm of stomach, 
as the assumption is to find relevant diseases rules to a characterization of multimorbid stomach cancer 
patients’ patterns. The minimum support was chosen to 2%, and the minimum confidence was set at 50%. 
Moreover, a cut of six rules was considered, because for a greater number of rules, the support value will be 
increasingly reduced and, therefore, they lose relevance. The support and confidence measures were 

presented as percentage. 

Table 9 – Top association rules of chronic Charlson’ comorbidities for each malignant neoplasms of stomach, with a cut 
off of six rules “(…)” 

 Association rules Support 
(%) 

Confidence 
(%) 

Lift Count 

Malignant 
neoplasm of 

body of 
stomach 

[1] {CHF} => {DIAB_UC} 
[2] {CEVD} => {DIAB_UC} 
[3] {MSLD} => {MILDLD} 

[4] {DIAB_C} => {RD} 
[5] {DEM} => {DIAB_UC} 

[6] {MI, CHF} => {DIAB_UC}  

[1] 15,07 
[2] 8,22 
[3] 5,48 
[4] 5,48 
[5] 3,08 
[6] 2,74 

 

[1] 52,38 
[2] 53,33 
[3] 88,89 
[4] 66,67 
[5] 52,94 
[6] 50,00 

 

[1] 0.944 
[2] 0.961 
[3] 3.762 
[4] 3.673 
[5] 0.954 
[6] 0.901 

 

[1] 44 
[2] 24 
[3] 16 
[4] 16 
[5] 9 
[6] 8 

 

Malignant 
neoplasm of 

pyloric 
antrum 

[1] {DIAB_C} => {RD} 
[2] {MSLD} => {MILDLD} 

[1] 4,04 
[2] 2,84 

[1] 50,00 
[2] 67,86 

 

[1] 2.438 
[2] 4.011 

 

[1]27 
[2]19 

 

Malignant 
neoplasm of 

lesser 
curvature of 

stomach, 
unspecified 

[1] {COPD} => {DIAB_UC} 
[2] {RD} => {CHF} 

[3] {MILDLD} => {DIAB_UC} 
[4] {MI} => {DIAB_UC} 

[5] {DIAB_UC, RD} => {CHF} 
[6] {CHF, RD} => {DIAB_UC} 

(…) 

[1] 16,78 
[2] 11,41 
[3] 10,07 
[4] 6,71 
[5] 6,04 
[6] 6,04 

 

[1] 50,00 
[2] 51,51 
[3] 57,69 
[4]55,56 
[5] 56,25 
[6] 52,94 

 

[1] 0.876 
[2] 1.633 
[3] 1.011 
[4] 0.974 
[5] 1.783 
[6] 0.928 

 

[1]25 
[2]17 
[3]15 
[4]10 
[5]9 
[6]9 

Malignant 
neoplasm of 

cardia 

[1] {CEVD} => {DIAB_UC} 
[2] {MI} => {DIAB_UC} 
[3] {DIAB_C} => {RD} 

[4] {MSLD}=> {MILDLD} 
[5] {MI, CHF} => {RD} 

[1] 9,80 
[2] 9,39 
[3] 7,35 
[4] 2,45 
[5] 2,04 

 

[1] 51,06 
[2] 56,10 
[3] 60,00 
[4] 66,67 
[5] 50,00 

 

[1] 1.034 
[2] 1.136 
[3]2.262 
[4] 4.537 
[5] 1.885 

 

[1]24 
[2]23 
[3]18 
[4]6 
[5]5 

 

Malignant 
neoplasm of 

pylorus 

[1] {MILDLD} => {CHF} 
[2] {RD} => {DIAB_UC} 

[3] {CANCER} => {COPD} 
[4] {PVD} => {CEVD} 

[1] 13,51 
[2] 13,51 
[3] 8,11 
[4] 8,11 

[1] 71,43 
[2] 62,50 
[3] 60,00 
[4] 60,00 

[1] 1.762 
[2]1.360 
[3]1.388 
[4] 3.700 

[1]5 
[2]5 
[3]3 
[4]3 
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The following lines describe the characterization of association rules obtained among diseases, for each 

cancer type of stomach cancer and anatomical groups. 

• Malignant neoplasm of body of stomach admits 5 dyads and 1 triad. DIAB_UC is present in five of 

the six most relevant rules. The higher support occurs when diabetes without complications is linked 

to CHF and CEVD, respectively. 

• For Malignant neoplasm of pyloric antrum, there are only two dyads of comorbidities, which are 

Diabetes with complications related to Moderate-to-severe renal disease and Mild liver disease with 

Moderate or severe liver disease 

• Malignant neoplasm of lesser curvature of stomach, unspecified, stomach admits 4 dyads and 2 

triad. The two top rules are {COPD} => {DIAB_UC} and {RD} => {CHF}. Relative to the latter 

(supp=11,4%), when in the presence of DIAB_UC, support declines to 6%. 

• Malignant neoplasm of cardia presents 4 dyads and 1 triad.  Higher dyad support is observed for 

DIAB_UC linked to related to CEVD (supp=9,80%) and MI (supp=9,39%) 

• For Malignant neoplasm of pylorus there are six dyads of morbidities. PVD is present in three of six; 

COPD and CEVD are present in two of six. The strongest rules include {MILDLD} => {CHF} and {RD} => 

{DIAB_UC}. Particularly, the rule 1 {MILDLD} => {CHF} presents, simultaneously, the highest support 

and confidence. 

• Malignant neoplasm of fundus of stomach admits 4 dyads and 2 triad. Of the 6 most supported 

rules, DIAB_UC appears in 5 of them and is present in the first two, related to 

• RD and PVD. Also, is more probable to occur dyads(supp=9%) {MI} => {CHF} and {MI} => {DIAB_UC}, 

in comparison to correspondent triad(supp=7%), {MI, CHF} => {DIAB_UC} 

• For Malignant neoplasm of greater curvature of stomach, unspecified, there are six dyads of 

comorbidities. Of the 6 most supported rules, DIAB_UC appears in 4 of them and is present in the 

first two, related to CEVD and CHF, in a descent support. 

[5] {PVD} => {COPD} 
[6] {CEVD}=> {PVD} 

(…) 

[5] 8,11 
[6] 8,11 

 

[5] 60,00 
[6] 50,00 

 

[5] 1.388 
[6] 3.700 

 

[5]3 
[6]3 

 

Malignant 
neoplasm of 

fundus of 
stomach 

[1] {RD} => {DIAB_UC}  
[2] {PVD}=> {DIAB_UC} 

[3] {MI} => {CHF} 
[4] {MI} => {DIAB_UC} 

[5] {MI, CHF} => {DIAB_UC} 
[6] {MI, DIAB_UC} => {CHF} 

(…) 

[1] 14,55 
[2] 10,91 
[3] 9,09 
[4] 9,09 
[5] 7,27 
[6] 7,27 

 

[1] 66,67 
[2] 75,00 
[3] 62,50 
[4] 62,50 
[5] 80,00 
[6] 80,00 

 

[1] 1.078 
[2] 1.213 
[3] 1.910 
[4]1.011 
[5] 1.294 
[6] 2.444 

 
 

[1]8 
[2]6 
[3]5 
[4]5 
[5]4 
[6]4 

 

Malignant 
neoplasm of 

greater 
curvature of 

stomach, 
unspecified 

[1] {CEVD} => {DIAB_UC} 
[2] {CHF} => {DIAB_UC} 
[3] {PARA} => {CEVD} 

[4] {DEM} => {DIAB_UC} 
[5] {MI}=> {CHF} 

[6] {PUD} => {DIAB_UC} 
(…) 

[1] 20,00 
[2] 17,50 
[3] 5,00 
[4]5,00 
[5] 5,00 
[6] 5,00 

 

[1] 57,14 
[2] 63,64 

[3] 100,00 
[4]100,00 
[5] 100,00 
[6] 66,67 

 

[1] 0.914 
[2] 1.018 
[3] 2.857 
[4] 1.600 
[5] 3.636 
[6] 1.067 

 

[1]8 
[2]7 
[3]2 
[4]2 
[5]2 
[6]2 

 

Upper 
stomach 

[1] {CEVD} => {DIAB_UC} 
[2] {MI} => {DIAB_UC} 
[3] {DIAB_C} => {RD} 

[4] {MSLD} => {MILDLD} 
[5] {DEM} => {DIAB_UC} 

[1] 8,78 
[2] 8,11 
[3] 5,74 
[4] 4,05 
[5] 2,53 

 

[1] 52,00 
[2] 53,33 
[3] 60,71 
[4] 82,76 
[5] 60,00 

 

[1] 0.971 
[2] 0.996 
[3] 2.765 
[4] 4.374 
[5] 1.121 

 
 

[1]52 
[2]48 
[3]34 
[4]24 
[5]15 

 

Lower 
stomach 

[1] {DIAB_C} => {RD} 
[2] {MSLD} => {MILDLD} 

[1] 3,83 
[2] 2,84 

 

[1] 50,00 
[2] 68,97 

 

[1] 2.431 
[2] 4.052 

 

[1]27 
[2]20 
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• A comparison between relationships of malignant neoplasm of cardia,fundus and body of stomach: 
 

a) The cardia and fundus location tumor share {CEVD} => {DIAB_UC}, {DIAB_C} => {RD} and {MSLD}=> 

{MILDLD} relations. 

b) The body and fundus only share the triad {MI, CHF} => {DIAB_UC}. 

c) Cardia and fundus have in common only {MI} => {DIAB_UC}. 

d) Comparing now with the anatomical group “Upper stomach”, selected at the beginning of the study, 

there are similarities, as expected, with the conclusions of lines a), b) and c), sharing the following rules: 

DIAB_UC linked to CEVD and MI, DIAB_C with RD and MSLD with MILDLD. 

 

• Malignant neoplasm of pyloric antrum and pylorus don´t share any relationships between chronic 

diseases. 

a) The anatomical group “Lower stomach” presents the same rules of malignant neoplasm of 

pyloric antrum 
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3.4. Network Analysis 
Network analysis was applied to demonstrate graphically the complicated nature of interactions 

between comorbidities, so that, inspect patterns of diseases in patients with multimorbidity. The edge 
thickness is proportional to the correlation between each disease pair.  

1- Malignant neoplasm of the body of the stomach 

 

 

Figure 6– (a) Network representation for malignant neoplasm of comorbities of Charlson for patients with body’ 
stomach; (b)correlogram with Pearson correlation values for pairs of chronic Charlson’ comorbidities 

 

Across all malignant neoplasm of body of stomach patients, the most commonly pairs of diseases 
are Moderate or severe liver disease (MSLD) with Mild liver disease (MILDLD), followed by Moderate-to-
severe renal disease (RD) with Diabetes mellitus with chronic complications (DIAB_C). This result can be 
confirmed by thickness visualization in (Figure7a), and by correlogram calculating (Figure7b) shown by a cross 
on the correlation coefficients, reveals the high correlation (0.3 and 0.26, respectively) of these two pair. the 
same reasoning will be applied in the conclusions of the next diagrams. 
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2 - Malignant neoplasm of the pyloric antrum of the stomach 

 

Figure 7 - Network representation for Malignant neoplasm of the pyloric antrum of the stomach 

 

 

 

 

 

 

3 - Malignant neoplasm of the lesser curvature of stomach, unspecified  

 

Figure 8- Network representation for Malignant neoplasm of the lesser curvature of stomach, unspecified 
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4 - Malignant neoplasm of the cardia of the stomach 

 

Figure 9 - Network representation for Malignant neoplasm of the cardia of the stomach 

 

 

 
5 - Malignant neoplasm of the pylorus of the stomach 

 

Figure 10 - Network representation for Malignant neoplasm of the pylorus of the stomach 
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6 - Malignant neoplasm of the fundus of the stomach 

 

Figure 11 - Network representation for Malignant neoplasm of the fundus of the stomach 

 

Figure 12 - Network representation for Malignant neoplasm of the fundus of the stomach 

 
7 - Malignant neoplasm of the greater curvature of stomach, unspecified  

 

Figure 12- Network representation for Malignant neoplasm of the greater curvature of stomach, unspecified 
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8 – Groups Upper and Lower Stomach 

 

 

Figure 13 - Network representation for anatomical groups (a)Upper stomach (b) Lower stomach  

 

 

 

 

 

 

 

 

 

For Malignant neoplasm of lesser curvature of stomach, unspecified, Malignant neoplasm 

of pyloric antrum, and anatomic groups (Upper and lower stomach) most correlated pairs included 

1) MSLD with MILDLD and 2) RD with DIAB_C. 

For Malignant neoplasm of cardia, the more weighted pair was RD with CHF, followed by 

MSLD with MILDLD. 

From Malignant neoplasm of pylorus onwards, the visualization of the most correlated pairs 

was more difficult, due to the high number. In a descent relevance, the CEVD-PVD pair was more 

visible for Malignant neoplasm of pylorus patients, followed by MILDLD-CHF, PUD-MI, and MSLD-

MILDLD. Malignant neoplasm of fundus of stomach presents MSLD-MILDLD as the most correlated 

pair, after DEM-DIAB_C, and finally CANCER-PARA. Malignant neoplasm of greater curvature of 

stomach, unspecified network demonstrated a strong correlation between PARA and CEVD, PVD and 

MI, and lastly, RD with DIAB_C, in a descent order. 

Particularly, for Upper stomach group, MSLD with MILDLD and RD with DIAB_C, were the 

most common pairs, with the same correlation, while Lower stomach, presents the same pair plus 

COPD with CHF 

A global conclusion admits the most present pairs were MSLD with MILDLD and RD with 

DIAB_C. 
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3.5. Generalized Mixed Linear models to analyse Mortality and LOS 
 

 Firstly, a table with the results of the mortality models are presented (Table 10). Models’ coefficients 
are expressed as odds ratios, along with their respective confidence intervals estimates for the different 
controls included, namely patient demographics (age, sex, geographic region) and clinical characteristics 
(presence of metastatic tumor and multimorbidity).  The outcome contains the three models previously 
clarified in sub-section 2.9. Regarding models’ goodness of fit measures, marginal/conditional R2 were 
0.12/0.14, 0.19/0.14 and 0.13/0.15 for models 1, 2 and 3, respectively, meaning that the inclusion of hospital 
as random effect did not affect the amount of variation explained by the model. Akaike information criterion 
(AIC) values, which computes the amount of information lost by a given model, were lower for Model 3 (AIC 
= 4195.771), followed by Model 2 (AIC = 4537.189), and Model 1 (AIC = 8723.569). 

Table 10 – Odds ratio and confidence interval of each predictor for mortality outcome 

 

Death Cardia vs Pylorus Cardia/Fundus/Body only Pyloric/antrum only 

Predictors 

Odds 

Ratios 

(OR) 

CI 

Odds 

Ratios 

(OR) 

CI 

Odds 

Ratios 

(OR) 

CI 

(Intercept) 0.07** 0.05 – 0.10 0.06** 0.04 – 0.11 0.05** 0.03 – 0.09 

SEX [Male] 1.21* 1.08 – 1.35 1.20* 1.02 – 1.42 1.21* 1.04 – 1.42 

FaixaEtaria50-74 1.17* 0.91 – 1.50 1.01* 0.73 – 1.40 1.51* 1.00 – 2.28 

FaixaEtaria [75+] 2.01** 1.56 – 2.60 1.69* 1.21 – 2.35 2.67** 1.76 – 4.03 

Multimorb level [1 

comorbidity] 
1.29* 1.08 – 1.52 1.19* 0.93 – 1.53 1.35* 1.07 – 1.71 

Multimorb level [2 

comorbidities] 
1.57** 1.29 – 1.92 1.47* 1.10 – 1.97 1.63** 1.25 – 2.14 

Multimorb level [3 

comorbidities] 
2.02** 1.54 – 2.65 1.57* 1.05 – 2.35 2.49** 1.72 – 3.60 

Multimorb level [4+ 

comorbidities] 
2.45** 1.69 – 3.57 1.62* 0.95 – 2.77 3.63** 2.14 – 6.16 

Mets [1 – With 

Metastasis] 
2.78* 2.42 – 3.19 2.95** 2.41 – 3.62 2.64** 2.18 – 3.20 

Type [pylorus/pyloric 

antrum] 
0.88* 0.79 – 0.98     

Region [Algarve] 1.12* 0.65 – 1.93 1.49* 0.77 – 2.89 0.81* 0.38 – 1.74 

Region [Área 

Metropolitana de 

Lisboa] 

0.96* 0.70 – 1.31 1.26* 0.82 – 1.92 0.74* 0.49 – 1.12 

Region [Centro] 0.84* 0.61 – 1.16 1.05* 0.68 – 1.61 0.76* 0.50 – 1.15 

Region [Norte] 0.88* 0.63 – 1.21 1.02* 0.67 – 1.55 0.76* 0.51 – 1.15 
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Reference categories: Sex→Female; FaixaEtaria→ [0-50] years; Multimorb level→ 0 comorbidity; Mets→ 0 – Without Metastasis; 
Type →cardia/body/fundus; Region→Alentejo 

  

When considering model 1, in which it is possible to compare the effects between cardia and pylorus 
(each made part of upper and lower region of stomach, respectively) the pylorus/pyloric antrum cancer 
admits less death in comparison to cardia region (OR 0.88, 95% CI 0.79 – 0.98). The regions of Centro (OR 
0.84, 95% CI 0.61 – 1.16), Norte (OR 0.88, 95% CI 0.63 – 1.21) and Área Metropolitana de Lisboa(OR 0.96, 95% 
CI 0.70 – 1.31) are positively related to death in comparison with reference category (Alentejo region). In 
contrast, solid metastatic tumor (OR 2.78, 95% CI 2.42 – 3.19) and the presence of four or more comorbidities 
(OR 2.45, 95% CI 1.69 – 3.57) are negatively related to death, in which an increase above 100% in the odds of 
death is expected relatively to the reference categories (without metastasis and without comorbidities).  

Regarding model 2, in which the focus was only on the upper region of stomach 
(Cardia/Fundus/Body only), all predictors were negatively related with death. Particularly, ages higher than 
75 years old (OR 1.69, 95% CI 1.21 – 2.35), presence of metastatic solid tumor (OR 2.95, 95% CI 2.41 – 3.62) 
and the presence of four or more comorbidities (OR 1.62, 95% CI 0.95 – 2.77) were the most independent 
variables with higher odds of death rate.  

For last, considering model 3, which focused on the lower region of stomach (Pyloric/antrum only), 
regions Área Metropolitana de Lisboa (OR 0.74, 95% CI 0.49 – 1.12), Centro (OR 0.76, 95% CI 0.50 – 1.15), 
Norte (OR 0.76, 95% CI 0.51 – 1.15) and Algarve (OR 0.81, 95% CI 0.38 – 1.74) are also positively related to 
death in comparison with reference category (Alentejo region). Like the previous ones, the presence of four 
or more comorbidities (OR 3.63, 95% CI 2.14 – 6.16) and metastatic solid tumor (OR 2.64, 95% CI 2.18 – 3.20) 
substantially increased the odds of death. 

 

Length of stay  

For assessing length of stay (LOS), variables representing patient demographics (age, sex, region) and 
clinical characteristics (presence of metastatic tumor and multimorbidity) also constituted the predictors for 
LOS of stomach cancer hospitalizations (See Table 11).  The outcome contains the three models previously 
clarified in subsection 2.9. Regarding models’ goodness of fit measures, marginal/conditional R2 were 
0.11/0.41, 0.13/0.44 and 0.15/0.53 for models 1, 2 and 3, respectively, meaning that the inclusion of hospital 
as random effect more than doubled the amount of variation explained by the model. Akaike information 
criterion (AIC) values, which computes the amount of information lost by a given model, were lower for Model 
2 (AIC = 37858.245), followed by Model 3 (AIC = 38632.329), and Model 1 (AIC = 77339.272). 

Table 11 - Incidence rate ratios and confidence interval of each predictor for hospital' length of stay outcome 

Length of stay(LOS) Cardia vs Pylorus Cardia/Fundus/Body only Pyloric/antrum only 

Predictors 

Incidence 

Rate 

Ratios 

(IRR) 

CI 

Incidence 

Rate 

Ratios 

(IRR) 

CI 

Incidenc

e Rate 

Ratios 

(IRR) 

CI 

(Intercept) 8.97** 8.26 – 9.73 10.30** 9.32 – 11.39 8.37** 7.50 – 9.35 

SEX [Male] 1.03** 1.02 – 1.04 1.00* 0.98 – 1.02 1.04** 1.03 – 1.06 

FaixaEtaria50-74 1.12** 1.09 – 1.15 1.13** 1.09 – 1.18 1.10** 1.06 – 1.13 

FaixaEtaria [75+] 1.14** 1.12 – 1.17 1.11** 1.07 – 1.16 1.17** 1.13 – 1.21 
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Reference categories: Sex→Female; FaixaEtaria→[0-50]years; Multimorb level→ 0 comorbidity; Mets→ 0 – Without Metastasis; Type 
→ cardia/body/fundus; Region→ Alentejo 

 

The analysis of LOS attempting to Incidence Rate Ratios and results differed from the death' analysis. 
In model 1, all predictors were negatively related with LOS, with significantly higher LOS to Área 
Metropolitana de Lisboa (IRR 1.28, 95% CI 1.21 – 1.35) in comparison with the reference category (Alentejo 
region), three (IRR 1.31, 95% CI 1.27 – 1.35) and four comorbidities (IRR 1.30, 95% CI 1.24 – 1.36) and for 
pylorus/pyloric antrum cancer (IRR 1.07, 95% CI 1.06 – 1.08). 

Regarding model 2, focusing only on the upper region of stomach (Cardia/Fundus/Body only), 
metastatic solid tumor (IRR 0.95, 95% CI 0.93 – 0.97) and Norte region (IRR 0.97, 95% CI 0.88 – 1.07) are 
positively related to LOS. In contrast, the presence of three (IRR 1.38, 95% CI 1.32 – 1.44) and two 
comorbidities (IRR 1.36, 95% CI 1.32 – 1.40) are the most associated with longer hospitalizations. 

For last, model 3 focused on the lower region of stomach (Pyloric/antrum only), showing that all 
predictors were negatively related with LOS, particularly in the Norte region (IRR 1.49, 95% CI 0.51 – 1.15), 
Área Metropolitana de Lisboa (IRR 1.45, 95% CI 0.49 – 1.12), Centro (IRR 1.35, 95% CI 0.50 – 1.15), and when 
considering the presence of three (IRR 1.25, 95% CI 1.20 – 1.30), and four comorbidities (IRR 1.25, 95% CI 
1.17 – 1.34). 

ICC estimation was 0.33, 0.36 and 0.45 for models 1, 2 and 3, respectively, meaning that the 
proportion of the variance explained by the fact that episodes occur in different hospitals ranged from 33 to 
45%, with the highest variation found for the subsample composed by those affected by cancer in the lower 
region of the stomach (model 3).  

 

 

Multimorb level [1 

comorbidity] 
1.04** 1.03 – 1.06 1.04* 1.02 – 1.07 1.05** 1.03 – 1.07 

Multimorb level [2 

comorbidities] 
1.23** 1.21 – 1.25 1.36** 1.32 – 1.40 1.15** 1.12 – 1.18 

Multimorb level [3 

comorbidities] 
1.31** 1.27 – 1.35 1.38** 1.32 – 1.44 1.25** 1.20 – 1.30 

Multimorb level [4+ 

comorbidities] 
1.30** 1.24 – 1.36 1.35** 1.26 – 1.44 1.25** 1.17 – 1.34 

Mets [1 – With 

Metastasis] 
1.03* 1.01 – 1.04 0.95** 0.93 – 0.97 1.10** 1.08 – 1.12 

Type 

[pylorus/pyloric 

antrum] 

1.07** 1.06 – 1.08     

Region [Algarve] 1.13* 1.03 – 1.24 1.19* 1.05 – 1.34 1.00* 0.38 – 1.74 

Region [Área 

Metropolitana de 

Lisboa] 

1.28** 1.21 – 1.35 1.14* 1.06 – 1.23 1.45** 0.49 – 1.12 

Region [Centro] 1.21** 1.13 – 1.28 1.08* 0.99 – 1.17 1.35** 0.50 – 1.15 

Region [Norte] 1.21** 1.12 – 1.30 0.97* 0.88 – 1.07 1.49** 0.51 – 1.15 
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4.Discussion of results 
4.1.  Relationship with Existing Literature  

 

The present findings suggest a higher prevalence of malignant neoplasm of cancer, in Portugal, 
between 2011 and 2015, for men compared to women, considering both for non-multimorbidity and 
multimorbidity conditions. Regarding age, in the absence of multimorbidity, the Portuguese population with 
stomach cancer was, in the vast majority, aged between 50 and 74 years, while considering multimorbidity 
hospitalizations, patients were 75 years or older. In 2017, Castro et al. [14] published an article that predicted 
the incidence of stomach cancer in Portugal for 2015, finding a higher incidence in males compared to 
females. Another similar findings were presented in other studies [7],[11],[100].  

Considering only the multimorbidity condition, two main conclusions could be underlined. First, the 
majority of Portuguese patients with stomach cancer, between 2011 and 2015, presented two chronic 
diseases and were aged over 75 years. A quite similar conclusion was presented by Gonçalves et al.[101], 
during the year 2015, with an average age for the multimorbid Portuguese population of 59.8 years, being 
higher in men (62.3 years). Second, the most prevalent malignant neoplasm of the stomach for the 
Portuguese male was malignant neoplasms of the cardia of the stomach, and for women was malignant 
neoplasms of the pyloric antrum of the stomach. No Portuguese reports were found, but Crew et al. [15] 
stated in 2006, that Gastric cardia tumors accounted, for nearly half of all stomach cancers among men from 
US and UK. 

Related to clustering algorithms results, the main insight was the consistent clusters comprising 
diabetes without complications, CHF and COPD.  It is possible to find similarities in the results of association 
rules and networking approaches.  For all types of stomach cancer, with the exception of malignant neoplasm 
of the pyloric antrum and malignant neoplasm of the pylorus, the highest support rule always presented 
diabetes without complications as a consequent itemset disease. 

The first explanation may be related to the relative frequency of these three chronic diseases in the 
original database. Attempt to section 3.1., the high proportion of diabetes is noticeable (16.5%), followed by 
COPD (7.21%) and CHF (5.30%). Based on the literature, in 2011, Legler et al. [102] concluded that frequently 
conditions identified as co-occurring with cancer were COPD, diabetes, CVD, and CHF. Two years ago, a similar 
conclusion was stated by Fowler et al. [59]. From theory, the results of the different methods of characterizing 
disease patterns may have to do with the sharing of risk factors with stomach cancer, as evidenced 
in[103],[104], in general by unhealthy lifestyle habits.  

Particularly, Tseng et al. [105]  evidenced links between diabetes and gastric cancer, due to the 
shared risk factors including obesity, insulin resistance, hyperinsulinemia, and smoking. Dunlay et al. [106] 
determined more frequently risk factors for heart failure. Hypertension, obesity, and smoking were more 
recurrent, and, according to previous remarks, are a share risk factors with stomach cancer. Also, the same 
author stated that the risk of heart failure was particularly high for coronary disease and diabetes. Again, in 
agreement with the results obtained, Osman et al. [107]found the risk factors most associated with COPD. 
However, following the study conducted by Mahmoodi et al. [108], results of association rules differ from 
those obtained in the present work, stating that cardiovascular patients are less susceptible to stomach 
cancer. Specially to Portugal, Castro et al. [109] verified that between 1994 to 2009 , dietary habits and 
smoking are recognised as important gastric cancer determinants 

The present study showed sociodemographic and clinical conditions as important factors to assess 
relevant health outcomes. Assessing multimorbidity and other relevant factors impacting hospital mortality 
and length of stay contributes with the improvement of decision-making for future patients with stomach 
cancer. In summary, findings on the assessment of a selected set of specific predictors, including age, sex, 
area of residence, number of comorbidities (as a proxy of multimorbidity), and presence of metastatic tumor 
were: 1) higher mortality, in the presence of metastatic tumor, four or more comorbidities,  ages between 50 
and 74 years and for upper region of the stomach; 2) higher LOS in the presence of metastatic tumor, three 
comorbidities and ages between 50 to 74 years, and 3) for the lower region, higher LOS in the presence of 
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metastatic tumor, three and four comorbidities and ages of 75 or more years. Moreover, stomach cancer 
death is less common to occur in regions Norte and Lisbon, although they presented a higher LOS. 

In comparison to upper and lower region of stomach, some insights are relevant, such as the lower 
rate of mortality and longer length of stay for Pyloric/antrum pyloric patients. An association can be done 
with Ferronha et al. [110], who stated that Cardia stomach cancer, situated in upper region of stomach had 
a significantly lower survival. The survival rates between 1 and 3 years after diagnosis, varied from 62.3% to 
29.0%. In contrast, for the Distal one-third /antrum-pylorus region of stomach, the survival rates ranged from 
80.8% to 46.2%, for 1 and 3 years after diagnosis, respectively. Regarding proximal one-third/fundus and 
middle one-third/body regions survival rates are also lower than antrum-pylorus region in first year of 
diagnosis, excepted in third year, with a higher rate of survival to Middle one-third/body. In 2015, Morais et 
al [14]had already warned that distal gastric carcinomas cases were the most frequent in Portuguese 
hospitals. 

Conversely, Gonçalves et al.[101] analysed events during 2015, from Portuguese National Health 
Service hospitalisations database, during the year 2015, concluded that worst prognosis was associated with 
six or more conditions per person.  

In this sense, an improved prognosis associated with stomach cancer suggests more intensive 
prevention and control efforts in Portugal, especially in patients with several comorbidities and in advanced 
stages of the disease. The relationship of length of stay with the type of stomach cancer should also be taken 
into account, in the future, to improve hospital management and resources, especially in North and Lisbon 
regions. In terms of comparison, no study was reported to evaluate the impact of stomach cancer on the 
length of hospital stay in Portugal. Thereby, more efforts are needed in the future in this area to improve 
hospital management in Portugal. 

 

4.2. Limitations of the study 
 

Some limitations were detected and should be taken into account in future research. A global 
challenge in multimorbidity domain is related to the lack of a consensually accepted definition for it, in terms 
of measurement, population samples, different age ranges and different number and type of comorbidities, 
and different data sources. Based on diseases codification, Charlson' classification system was applied to 17 
binary variables, so it is not generalizable for reporting and analysing other comorbidities, conditions, or 
population groups. Another situation is the accuracy of the assignment of diagnostic codes by the Portuguese 
medical coders based on the ICD-9-CM system. The inconsistency between hospitals can interfere with the 
quality of data, which may eventually explain the discrepancy in the outcomes of this study, for the various 
regions of Portugal. Also, compare results and performance of clustering algorithms with other studies are 
not very feasible. In fact, they may differ in 1) cluster structure (cluster shape, size, size difference between 
cluster and number of clusters), 2) presence of outliers, 3) degree of cluster overlap, and 4) choice of similarity 
measure.  Another issue corresponds to the non-deterministic algorithms applied, such K-means and PAM. 
For each new iteration running are obtained new different results, even on the same data set. Moreover, it 
is also important to reinforce the possible underlying quality issues associated with the reuse of healthcare 
administrative data, whose main purpose is for financing and management, rather than research. Data quality 
is also strongly linked to the quality of clinical coding (e.g., comprehensive and accurate reporting and coding 
of comorbidities), and hospitals may substantially differ in terms of clinical coding practices [111]. 
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5. Conclusion 

 

In this dissertation, an exploratory analysis of clinical data and identification of the most frequent 
representative groups in multimorbidity were performed, using different data mining algorithms such as 
clustering techniques, association mining, and network analysis. The characterization of co-existing diseases 
with stomach cancer, and respective patterns over time, could constitute an advance in hospitals' quality-
improvement patient-centered care. Moreover, it can be further applied as a guide for clinicians to discover 
potential health diseases before they become a burden in chronic stomach cancer patients. 

Briefly, in the next years, Portugal’ health care stakeholders need to focus on presence of two or 
more comorbidities in stomach cancer patients, specifically on male sex and in advanced stage of cancer 
(tumor metastasis) as these factors increases the odds of death. Explicitly, diseases such Uncomplicated 
diabetes, CHF and COPD require special attention in the presence of malignant neoplasm of stomach. Also, is 
notable a demand for a reinforced hospital’ resources management for multimorbid pyloric/antrum stomach 
cancer patients, which is associated with increased length of stay (a proxy of resource use), and for a better 
diagnosis, prevention and treatment for multimorbid cardia stomach cancer, which is associated with 
increased mortality. 

The use of Machine Learning Models has been suitable to evaluate multimorbid populations and 
measure the contributing risk factors to important health outcomes, such as in-hospital mortality and length 
of stay. 

However, there is an insufficiency of studies, not only on multimorbidity but also on the impact of 
stomach cancer on national health services in Portugal. Furthermore, besides those used methods in the 
present work, other Machine learning algorithms should be tested in the future to characterize 
multimorbidity patterns. Finally, another time ahead approach would be to include more comorbidities or 
long-term health conditions, in addition to Charlson' comorbidities, and other variables such as 
polypharmacy, frailty and socioeconomic status 
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