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A B S T R A C T

The recent outbreaks of Ebola encourage researchers to develop mathematical models for simulating the
dynamics of Ebola transmission. We continue the study of the models focusing on those with a variable
population. Hence, this paper presents a compartmental model consisting of 8-dimensional nonlinear dif-
ferential equations with a dynamic population and investigates its basic reproduction number. Moreover, a
dimensionless model is introduced for numerical analysis, thus proving the disease-free equilibrium is locally
asymptotically stable whenever the threshold condition, known as a basic reproduction number, is less than
one. Finally, we use a fractional differential form of the model to sufficiently fit long time-series data of Guinea,
Liberia, and Sierra Leone retrieved from the World Health Organization, and the numerical results demonstrate
the performance of the model.
1. Introduction

Ebola is a highly pernicious virus transmitted by physical contact
with body fluids, secretions, tissues, or semen from infected persons. At
least 18 confirmed outbreaks of Ebola were recorded in Africa between
1976 and 2014. Up to 2012, about 2400 cases and 1600 deaths were
registered due to the Ebola virus. The new outbreak of Ebola started in
West Africa on 27th March 2014 and includes 28602 confirmed cases
and 11301 deaths.

Recently some compartmental models of Ebola epidemics have been
developed [1–6]. Some models in the literature (e.g. [7–9]) have made
an attempt to model previous outbreaks of Ebola based on a smaller
amount of information as compared to the 2014 outbreak. Several
approaches have been presented to model the spread of this disease
in the three affected countries in the 2014 outbreak, namely Guinea,
Liberia, and Sierra Leone. In [2], the optimal control problem of the
Ebola epidemic with vaccination constraints has been considered by
introducing an extra variable for the number of vaccines. In some
studies, [4,10], the incorporation of fractional derivatives into the
models has been introduced. Moreover, in [1] a compartmental model
for Ebola consisting of eight nonlinear fractional differential equations
(FDE) has been meticulously analyzed.

Here, we continue and improve the mathematical model for the
transmission of Ebola proposed in [1]. The main drawback of that
model is overlooking the variability of the population as pandemics
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affected a proportion of the population, additionally, the birth and
death rates are quite different in the three mentioned countries. Hence,
the novelty of our model is a simulation of the epidemic dynamics of
Ebola with a varying population.

The paper is organized as follows. We first introduce the nonlinear
system equations under the assumptions of having a varying popu-
lation 𝑁 and describe the parameters involved in the system. Next,
an equivalent system is presented after introducing an appropriate
change of variable. For this equivalent system, the basic reproduction
number is explicitly given in terms of the parameters that appear
in the differential system. Moreover, a dimensionless compartmental
model is introduced. For this dimensionless model, the local stability
of the disease-free equilibrium (DFE) point is analyzed. A fractional
compartmental model with a varying population is also introduced.
Finally, some numerical simulations compared with real data provided
by the World Health Organization (WHO) are included.

2. Initial model

Let us suppose that the varying population 𝑁 is partitioned into
eight mutually exclusive compartments: susceptible (𝑆), exposed (𝐸),
infected (𝐼), hospitalized (𝐻), asymptomatic but still infectious (𝑅),
dead but not buried (𝐿), buried (𝐵), and completely recovered (𝐶)
individual classes. The class of completed recovered (𝐶) has been
960-0779/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access a
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𝐵

Table 1
The parameters of the model described in the system (1).
𝛼1 ∶ Density independent part of the birth rate for individuals.
𝛼2 ∶ Density dependent part of the birth rate for individuals.
𝛽𝑖 ∶ Contact rate of infective individuals and susceptible.
𝛽ℎ ∶ Contact rate of infective individuals and hospitalized.
𝛽𝑑 ∶ Contact rate of infective individuals and dead.
𝛽𝑟 ∶ Contact rate of infective individuals and asymptomatic.
𝜎 ∶ Per capita rate at which exposed individuals become infectious.
𝛾1 ∶ Per capita rate of progression of individuals from the infectious class

to the asymptomatic class.
𝛾2 ∶ Per capita rate of progression of individuals from the hospitalized class

to the asymptomatic class.
𝛾3 ∶ Per capita recovery rate of individuals from the asymptomatic class

to the complete recovered class.
𝜖 ∶ Fatality rate.
𝜏 ∶ Per capita rate of progression of individuals from the infectious class

to the hospitalized class.
𝜉 ∶ incineration rate
𝛿1 ∶ Per capita rate of progression of individuals from the dead class to the buried class.
𝛿2 ∶ Per capita rate of progression of individuals from the hospitalized class to the buried class.
𝜇1 ∶ Density independent part of the death rate for individuals.
𝜇2 ∶ Density dependent part of the death rate for individuals.
𝑎
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d
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i

𝑒

already considered in [1] and the evolution of the disease confirms the
necessity of considering this class as separated from the recovered class.

Parameters describing the behavior of the dynamics of individuals
between these compartments are introduced in Table 1. We assume that
the density independent part of the birth rate (𝛼1) is greater than the
density independent part of the death rate (𝜇1) which is also greater
than the incineration rate (𝜉), that is 𝛼1 > 𝜇1 and 𝜇1 < 𝜉. The birth and
death terms are assumed to be density dependent on the population
size and represented by 𝛼1 − 𝛼2𝑁 and 𝜇1 + 𝜇2𝑁 , respectively, both are
strictly monotone continuously differentiable functions with respect to
𝑁 .

The model is mathematically expressed by the following system of
eight nonlinear ordinary differential equations (ODE):

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑑𝑆
𝑑𝑡

= (𝛼1 − 𝛼2𝑁)𝑁 −
𝛽𝑖
𝑁

𝑆𝐼 −
𝛽ℎ
𝑁

𝑆𝐻 −
𝛽𝑑
𝑁

𝑆𝐿 −
𝛽𝑟
𝑁

𝑆𝑅 − (𝜇1 + 𝜇2𝑁)𝑆,

𝑑𝐸
𝑑𝑡

=
𝛽𝑖
𝑁

𝑆𝐼 +
𝛽ℎ
𝑁

𝑆𝐻 +
𝛽𝑑
𝑁

𝑆𝐿 +
𝛽𝑟
𝑁

𝑆𝑅 − 𝜎𝐸 − (𝜇1 + 𝜇2𝑁)𝐸,

𝑑𝐼
𝑑𝑡

= 𝜎𝐸 − (𝛾1 + 𝜖 + 𝜏 + 𝜇1 + 𝜇2𝑁)𝐼,

𝑑𝑅
𝑑𝑡

= 𝛾1𝐼 + 𝛾2𝐻 − (𝛾3 + 𝜇1 + 𝜇2𝑁)𝑅,

𝑑𝐿
𝑑𝑡

= 𝜖𝐼 − (𝛿1 + 𝜉)𝐿,

𝑑𝐻
𝑑𝑡

= 𝜏𝐼 − (𝛾2 + 𝛿2 + 𝜇1 + 𝜇2𝑁)𝐻,

𝑑𝐵
𝑑𝑡

= 𝛿1𝐿 + 𝛿2𝐻 − 𝜉𝐵,

𝑑𝐶
𝑑𝑡

= 𝛾3𝑅 − (𝜇1 + 𝜇2𝑁)𝐶.

(1)

Remark 1. The mortality rate of Ebola varies from 50% to 90%.
Very recently a new study provided strong evidence that individual
genetic differences play a major role in whether people die from the
disease [11]. In the 2014 outbreak, the mean incubation period is
11.4 days and does not vary by country [12]. The mean time from
the onset of symptoms to hospitalization, a measure of the period of
infectiousness in the community, is 5.0 ± 4.7 days, and it is not shorter
for healthcare workers than for other case patients. The mean time to
death after admission to the hospital is 4.2 ± 6.4 days, and the mean
time to discharge is 11.8 ± 6.1 days [12] .

The population size is 𝑁(𝑡) = 𝑆(𝑡) +𝐸(𝑡) + 𝐼(𝑡) +𝑅(𝑡) +𝐿(𝑡) +𝐻(𝑡) +
(𝑡) + 𝐶(𝑡). By adding up all the eight equations we have

𝑑𝑁 (𝑡) = (𝛼 + 𝜇 )𝑁2(𝑡) + (𝛼 − 𝜇 )𝑁(𝑡) − (𝜉 − 𝜇 − 𝜇 𝑁(𝑡))(𝐿(𝑡) + 𝐵(𝑡)).
2

𝑑𝑡 2 2 1 1 1 2
Next, by substituting 𝑆 by 𝑁−𝐸−𝐼−𝑅−𝐿−𝐻−𝐵−𝐶, we can transform
(1) into the following system which is practical for the analysis

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑑𝐸
𝑑𝑡

= 1
𝑁

(𝛽𝑖𝐼 + 𝛽ℎ𝐻 + 𝛽𝑑𝐿 + 𝛽𝑟𝑅)(𝑁 − 𝐸 − 𝐼 − 𝑅 − 𝐿 −𝐻 − 𝐵 − 𝐶)

−𝜎𝐸 − (𝜇1 + 𝜇2𝑁)𝐸,
𝑑𝐼
𝑑𝑡

= 𝜎𝐸 − (𝛾1 + 𝜖 + 𝜏 + 𝜇1 + 𝜇2𝑁)𝐼,

𝑑𝑅
𝑑𝑡

= 𝛾1𝐼 + 𝛾2𝐻 − (𝛾3 + 𝜇1 + 𝜇2𝑁)𝑅,

𝑑𝐿
𝑑𝑡

= 𝜖𝐼 − (𝛿1 + 𝜉)𝐿,

𝑑𝐻
𝑑𝑡

= 𝜏𝐼 − (𝛾2 + 𝛿2 + 𝜇1 + 𝜇2𝑁)𝐻,

𝑑𝐵
𝑑𝑡

= 𝛿1𝐿 + 𝛿2𝐻 − 𝜉𝐵,

𝑑𝐶
𝑑𝑡

= 𝛾3𝑅 − (𝜇1 + 𝜇2𝑁)𝐶,

𝑑𝑁
𝑑𝑡

= −(𝛼2 + 𝜇2)𝑁2 + (𝛼1 − 𝜇1)𝑁 − (𝜉 − 𝜇1 − 𝜇2𝑁)(𝐿 + 𝐵).

(2)

Following the same approach as in [1], we can determine the basic
reproduction number for model (2) as

𝑅0 =
𝜎
(

𝛽𝑖𝑎1𝑎2𝑎3 + 𝑎3(𝑎1𝛾1 + 𝜏𝛾2)𝛽𝑟 + 𝑎1𝑎2𝜖𝛽𝑑 + 𝑎2𝑎3𝜏𝛽ℎ
)

𝑎1𝑎2𝑎3
(

𝛾1 + 𝜖 + 𝜏 + 𝑎5
) (

𝜎 + 𝑎5
) ,

with

𝑎1 = 𝛾2 + 𝛿2 + 𝜇1 + 𝜇2𝑁
∗, 𝑎2 = 𝛾3 + 𝜇1 + 𝜇2𝑁

∗, 𝑎3 = 𝛿1 + 𝜉, 𝑎4 = 𝛾2 + 𝛿2,

5 = 𝜇1 + 𝜇2𝑁
∗, and 𝑁∗ =

𝛼1 − 𝜇1

𝛼2 + 𝜇2

s it is well known, if 𝑅0 < 1 then each infected individual produces
ess than one new infected individual, and the infection cannot spread.
n the other hand, if 𝑅0 > 1, then on average of infected individual
ields more than one infected individual, and as a result of that, the
isease can spread in the population.

. Dimensionless compartmental model of Ebola

In order to simplify the analysis of the Ebola model (2), the follow-
ng scaled variables are used

= 𝐸
𝑒0

, 𝑖 = 𝐼
𝑖0
, 𝑟 = 𝑅

𝑟0
, 𝑙 = 𝐿

𝑙0
, ℎ = 𝐻

ℎ0
, 𝑐 = 𝐶

𝑐0
, 𝑛 = 𝑁

𝑛0
, and 𝜃 = 𝑡

𝑇 0
,

where 𝑒0, 𝑖0, 𝑟0, 𝑙0, ℎ0, 𝑐0 and 𝑇 0, 𝑠0 are some reference positive variables
to be determined. By substituting the scaled populations 𝑒, 𝑖, 𝑟, 𝑙, ℎ,
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𝑐 and 𝑛 in the model (2) as well as 𝜃, we can obtain the following
parameterized system

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑑𝑒
𝑑𝜃

= (𝑇 0𝛽𝑖𝑖
0𝑖 + 𝑇 0𝛽ℎℎ

0ℎ + 𝑇 0𝛽𝑑 𝑙
0𝑙 + 𝑇 0𝛽𝑟𝑟

0𝑟)
(

1
𝑒0

− 𝑒
𝑛0𝑛

− 𝑖0𝑖
𝑛0𝑛𝑒0

− 𝑟0𝑟
𝑛0𝑛𝑒0

− 𝑙0𝑙
𝑛0𝑛𝑒0

− ℎ0ℎ
𝑛0𝑛𝑒0

− 𝑏0𝑏
𝑛0𝑛𝑒0

− 𝑐0𝑐
𝑛0𝑛𝑒0

)

− 𝑇 0(𝜎 + 𝜇1)𝑒 − 𝑇 0𝜇2𝑛
0𝑛𝑒,

𝑑𝑖
𝑑𝜃

= 𝑇 0𝑒0

𝑖0
𝜎𝑒 − 𝑇 0(𝛾1 + 𝜖 + 𝜏 + 𝜇1)𝑖 − 𝑇 0𝜇2𝑛

0𝑛𝑖,

𝑑𝑟
𝑑𝜃

= 𝑇 0𝑖0

𝑟0
𝛾1𝑖 +

𝑇 0ℎ0

𝑟0
𝛾2ℎ − 𝑇 0(𝛾3 + 𝜇1)𝑟 − 𝑇 0𝜇2𝑛

0𝑛𝑟,

𝑑𝑙
𝑑𝜃

= 𝑇 0𝑖0

𝑙0
𝜖𝑖 − 𝑇 0(𝛿1 + 𝜉)𝑙,

𝑑ℎ
𝑑𝜃

= 𝑇 0𝑖0

ℎ0
𝜏𝑖 − 𝑇 0(𝛾2 + 𝛿2 + 𝜇1)ℎ − 𝑇 0𝜇2𝑛

0𝑛ℎ,

𝑑𝑏
𝑑𝜃

=
𝑇 0𝛿1𝑙0

𝑏0
𝑙 +

𝑇 0𝛿2ℎ0

𝑏0
ℎ − 𝑇 0𝜉𝑏,

𝑑𝑐
𝑑𝜃

= 𝑇 0𝑟0

𝑐0
𝛾3𝑟 − 𝑇 0𝜇1𝑐 − 𝑇 0𝜇2𝑛

0𝑛𝑐,

𝑑𝑛
𝑑𝜃

= −𝑇 0(𝛼2 + 𝜇2)𝑛0𝑛2 + 𝑇 0(𝛼1 − 𝜇1)𝑛 − 𝑇 0(𝜉 − 𝜇1)
𝑙0𝑙 + 𝑏0𝑏

𝑛0

+𝑇 0𝜇2(𝑙0𝑙 + 𝑏0𝑏)𝑛.

(3)

et us consider

0 = 1
𝛼1 − 𝜇1

, 𝑛0 = 1
𝑇 0(𝛼2 + 𝜇2)

, 𝑒0 = 𝑛0

𝑇 0
, 𝑖0 = 𝑇 0𝜎𝑒0, 𝑟0 = 𝑇 0𝛾1𝑖

0

𝑙0 = 𝑇 0𝜖𝑖0, ℎ0 = 𝑇 0𝜏𝑖0, 𝑏0 = 𝑇 0𝑙0𝛿1, 𝑐0 = 𝑇 0𝑟0𝛾3.

Next, we define the parameter grouping as

𝐴1 = 𝑇 0𝛽𝑖𝑖
0, 𝐴2 = 𝑇 0𝛽ℎℎ

0, 𝐴3 = 𝑇 0𝛽𝑑 𝑙
0, 𝐴4 = 𝑇 0𝛽𝑟𝑟

0,

𝐴5 =
1
𝑒0

, 𝐴6 =
1
𝑛0

,

7 =
𝑖0

𝑛0𝑒0
, 𝐴8 =

𝑟0

𝑛0𝑒0
, 𝐴9 =

𝑙0

𝑛0𝑒0
, 𝐴10 =

ℎ0

𝑛0𝑒0
,

𝐴11 =
𝑏0

𝑛0𝑒0
, 𝐴12 =

𝑐0

𝑛0𝑒0
,

13 = 𝑇 0(𝜎 + 𝜇1), 𝐴14 = 𝑇 0𝜇2𝑛
0,

𝐴15 = 𝑇 0(𝛾1 + 𝜖 + 𝜏 + 𝜇1), 𝐴16 = 𝑇 0(𝛾3 + 𝜇1),

𝐴17 =
𝑇 0ℎ0

𝑟0
𝛾2, 𝐴18 = 𝑇 0(𝛿1 + 𝜉),

𝐴19 = 𝑇 0(𝛾2 + 𝛿2 + 𝜇1), 𝐴20 =
𝑇 0𝛿2ℎ0

𝑏0
,

𝐴21 = 𝑇 0𝜉, 𝐴22 = 𝑇 0𝜇1, 𝐴23 =
𝑇 0𝑏0(𝜇1 − 𝜉)

𝑛0
, 𝐴24 =

𝑇 0𝑙0(𝜇1 − 𝜉)
𝑛0

,

𝐴25 = 𝑇 0𝜇2𝑙
0, 𝐴26 = 𝑇 0𝜇2𝑏

0.

herefore from (3) we obtain the following dimensionless system equiv-
lent to (1)

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

𝑑𝑒(𝜃)
𝑑𝜃

= (𝐴1𝑖(𝜃) + 𝐴2ℎ(𝜃) + 𝐴3𝑙(𝜃) + 𝐴4𝑟(𝜃))
(

𝐴5 −
𝐴6𝑒(𝜃)
𝑛(𝜃)

−
𝐴7𝑖(𝜃)
𝑛(𝜃)

−
𝐴8𝑟(𝜃)
𝑛(𝜃)

−
𝐴9𝑙(𝜃)
𝑛(𝜃)

−
𝐴10ℎ(𝜃)
𝑛(𝜃)

−
𝐴11𝑏(𝜃)
𝑛(𝜃)

−
𝐴11𝑐(𝜃)
𝑛(𝜃)

)

−𝐴13𝑒(𝜃) − 𝐴14𝑛(𝜃)𝑒(𝜃),
𝑑𝑖(𝜃)
𝑑𝜃

= 𝑒(𝜃) − 𝐴15𝑖(𝜃) − 𝐴14𝑛(𝜃)𝑖(𝜃),

𝑑𝑟(𝜃)
𝑑𝜃

= 𝑖(𝜃) − 𝐴16𝑟(𝜃) + 𝐴17ℎ(𝜃) − 𝐴14𝑛(𝜃)𝑟(𝜃),

𝑑𝑙(𝜃)
𝑑𝜃

= 𝑖(𝜃) − 𝐴18𝑙(𝜃),

𝑑ℎ(𝜃)
𝑑𝜃

= 𝑖(𝜃) − 𝐴19ℎ(𝜃) − 𝐴14𝑛(𝜃)ℎ(𝜃),

𝑑𝑏(𝜃)
𝑑𝜃

= 𝑙(𝜃) + 𝐴20ℎ(𝜃) − 𝐴21𝑏(𝜃),

𝑑𝑐(𝜃)
𝑑𝜃

= 𝑟(𝜃) − 𝐴22𝑐(𝜃) − 𝐴14𝑛(𝜃)𝑐(𝜃),

𝑑𝑛(𝜃)
= −𝑛2(𝜃) + 𝑛(𝜃) + 𝐴 𝑛(𝜃)𝑏(𝜃) + 𝐴 𝑛(𝜃)𝑙(𝜃) + 𝐴 𝑙(𝜃) + 𝐴 𝑏(𝜃).

(4)
3

⎩ 𝑑𝜃 25 26 24 23
3.1. Local stability of the disease-free equilibrium

The Jacobian matrix of the system (4) at 𝐷𝐹𝐸 = (0, 0, 0, 0, 0, 0, 0, 1)
s the 8 × 8 matrix given in Box I.

By removing the two last columns and rows, we obtain the following
× 6 matrix

̃ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−𝐴13 − 𝐴14 𝐴1𝐴5 𝐴4𝐴5 𝐴3𝐴5 𝐴2𝐴5 0
1 −𝐴15 − 𝐴14 0 0 0 0
0 1 −𝐴16 − 𝐴14 0 𝐴17 0
0 1 0 −𝐴18 0 0
0 1 0 0 −𝐴19 − 𝐴14 0
0 0 0 1 𝐴20 −𝐴21

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

gain, as the last column has negative diagonal entries, we can remove
t and its corresponding row to obtain

̄ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

−𝐴13 − 𝐴14 𝐴1𝐴5 𝐴4𝐴5 𝐴3𝐴5 𝐴2𝐴5
1 −𝐴15 − 𝐴14 0 0 0
0 1 −𝐴16 − 𝐴14 0 𝐴17
0 1 0 −𝐴18 0
0 1 0 0 −𝐴19 − 𝐴14

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

(5)

The eigenvalues of the (5 × 5)-matrix 𝐽 are the roots of the charac-
eristic polynomial

(𝜆) = 𝜆5 + 𝑥1𝜆
4 + 𝑥2𝜆

3 + 𝑥3𝜆
2 + 𝑥4𝜆 + 𝑥5, (6)

here

1 = 𝐴19 + 4𝐴14 + 𝐴13 + 𝐴16 + 𝐴15 + 𝐴18,

2 = (2𝐴14 + 𝐴16 + 𝐴18 + 𝐴19)(𝐴13 + 𝐴15)

+ (4𝐴18 + 5𝐴14 + 3𝐴19 + 3𝐴16)𝐴14

+ 𝐴16(𝐴18 + 𝐴19) + 𝐴18𝐴19 +𝜛1 − 𝐴1𝐴5,

3 = (𝐴13 + 2𝐴14 + 𝐴15)[𝐴14(𝐴16 + 𝐴19 + 2𝐴18 + 𝐴14)

+ 𝐴16(𝐴18 + 𝐴19) + 𝐴18𝐴19]

+ 𝐴14𝐴18(𝐴16 + 𝐴19 + 𝐴14) + 𝐴16𝐴18𝐴19 + 𝐴18𝜛1 − 𝐴5(𝐴3 + 𝐴1𝐴18)

+ 𝜛2 − 𝐴5[𝐴2 + 𝐴1(𝐴14 + 𝐴19)] +𝜛3 − 𝐴5[𝐴4 + 𝐴1(𝐴14 + 𝐴16)],

𝑥4 = 𝐴18(𝐴13 + 2𝐴14 + 𝐴15)[𝐴14(𝐴14 + 𝐴16 + 𝐴19)

+ 𝐴16𝐴19] + 𝐴18𝜛2 − 𝐴5[𝐴2𝐴18

+ (𝐴1𝐴18 + 𝐴3)(𝐴14 + 𝐴19)] + 𝐴18𝜛3

− 𝐴5[(𝐴1𝐴18 + 𝐴3)(𝐴14 + 𝐴16) + 𝐴4𝐴18]

+𝜛4 − 𝐴5[𝐴1(𝐴14 + 𝐴19)(𝐴14 + 𝐴16)

+ 𝐴4(𝐴19 + 𝐴14 + 𝐴17) + 𝐴2(𝐴16 + 𝐴14)],

𝑥5 = 𝐴18𝜛4 − 𝐴5𝜛5,

with

𝜛1 = (𝐴14 + 𝐴15)(𝐴13 + 𝐴14),

𝜛2 = (𝐴14 + 𝐴19)(𝐴14 + 𝐴15)(𝐴13 + 𝐴14),

𝜛3 = (𝐴14 + 𝐴16)(𝐴14 + 𝐴15)(𝐴13 + 𝐴14),

𝜛4 = (𝐴14 + 𝐴16)(𝐴14 + 𝐴19)(𝐴14 + 𝐴15)(𝐴13 + 𝐴14),

𝜛5 = (𝐴14 + 𝐴16)(𝐴14 + 𝐴19)(𝐴1𝐴18 + 𝐴3) + 𝐴4𝐴18(𝐴19 + 𝐴14 + 𝐴17)

+ 𝐴2𝐴18(𝐴16 + 𝐴14).

By using Liénard–Chipart test [13,14], all the roots of 𝑃 (𝜆) are neg-
ative or have negative real part if and only if the following conditions
are satisfied:

1. 𝑥𝑖 > 0, 𝑖 = 1, 2, 3, 4, 5,
2. 𝑥1𝑥2𝑥3 > 𝑥23 + 𝑥21𝑥4.

Let us introduce the basic reproduction number

𝑅0 =
𝐴5 ×𝜛5 (7)

𝐴18 ×𝜛4
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o

𝑥

𝑥

F
o

𝐽 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−𝐴13 − 𝐴14 𝐴1𝐴5 𝐴4𝐴5 𝐴3𝐴5 𝐴2𝐴5 0 0 0
1 −𝐴15 − 𝐴14 0 0 0 0 0 0
0 1 −𝐴16 − 𝐴14 0 𝐴17 0 0 0
0 1 0 −𝐴18 0 0 0 0
0 1 0 0 −𝐴19 − 𝐴14 0 0 0
0 0 0 1 𝐴20 −𝐴21 0 0
0 0 1 0 0 0 −𝐴22 − 𝐴14 0
0 0 0 𝐴26 − 𝐴24 0 𝐴25 − 𝐴23 0 −1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Box I.
btained using the next generation matrix [15]. The coefficients 𝑥1, … ,
𝑥5 of the characteristic polynomial 𝑃 (𝜆) defined in (6) can be rewritten
in terms of the basic reproduction number 𝑅0 as:

𝑥1 = 𝐴19 + 4𝐴14 + 𝐴13 + 𝐴16 + 𝐴15 + 𝐴18,

𝑥2 = (2𝐴14 + 𝐴16 + 𝐴18 + 𝐴19)(𝐴13 + 𝐴15)

+ (4𝐴18 + 5𝐴14 + 3𝐴19 + 3𝐴16)𝐴14 + 𝐴16𝐴18

+ 𝐴16𝐴19 + 𝐴18𝐴19 + (1 − 𝑅0)𝜛1 +
𝐴3𝐴5
𝐴18

+
𝐴2𝐴5

𝐴19 + 𝐴14
+

(

𝐴19 + 𝐴14 + 𝐴17
)

𝐴4𝐴5
(

𝐴16 + 𝐴14
) (

𝐴19 + 𝐴14
) ,

3 = (𝐴13 + 2𝐴14 + 𝐴15)[𝐴14(𝐴16 + 𝐴19 + 2𝐴18 + 𝐴14)

+ 𝐴16(𝐴18 + 𝐴19) + 𝐴18𝐴19]

+ 𝐴14𝐴18(𝐴16 + 𝐴19 + 𝐴14) + 𝐴16𝐴18𝐴19 + (1 − 𝑅0)(𝜛3 +𝜛2 + 𝐴18𝜛1)

+
𝐴3𝐴5

(

2𝐴14 + 𝐴16 + 𝐴19
)

𝐴18
+

(

𝐴2𝐴14 + 𝐴2𝐴18 + 𝐴2𝐴16 + 𝐴4𝐴17
)

𝐴5

𝐴19 + 𝐴14

+
𝐴4

(

𝐴19 + 𝐴18 + 𝐴14
) (

𝐴19 + 𝐴14 + 𝐴17
)

𝐴5
(

𝐴16 + 𝐴14
) (

𝐴19 + 𝐴14
) ,

𝑥4 = 𝐴18(𝐴13 + 2𝐴14 + 𝐴15)[𝐴14(𝐴14 + 𝐴16 + 𝐴19) + 𝐴16𝐴19]

+ (1 − 𝑅0)(𝜛4 + (𝜛3 +𝜛2)𝐴18)

+
𝐴3𝐴5

(

𝐴16 + 𝐴14
) (

𝐴19 + 𝐴14
)

𝐴18
+

(

𝐴2𝐴14 + 𝐴2𝐴16 + 𝐴4𝐴17
)

𝐴18𝐴5

𝐴19 + 𝐴14

+
𝐴4𝐴18

(

𝐴19 + 𝐴14 + 𝐴17
)

𝐴5

𝐴16 + 𝐴14
,

5 = 𝐴18𝜛4(1 − 𝑅0).

rom the above expressions, it is easy to check that the first conditions
f the Liénard–Chipart test (𝑥𝑖 > 0) are satisfied when 𝑅0 < 1. In the

case 𝑅0 > 1 we have that 𝑥5 < 0 and by using Descartes’ rule of signs we
have that at least one eigenvalue is positive and therefore the system
is unstable.

Moreover, in order to check the second condition of the Liénard–
Chipart test, after some computations we have expressed 𝑥1𝑥2𝑥3−(𝑥23+
𝑥21𝑥4) in terms of 1−𝑅0. In this form we have obtained that all the terms
in the latter expression are positive except the following one involving
some negative terms

𝛶 =
(

𝐴14 + 𝐴15
) (

𝐴13 + 𝐴14
)

𝐴18
(

𝐴14 + 𝐴19
) (

𝐴14 + 𝐴16
)

(

24𝐴14
4

+𝐴16
2𝐴18𝐴15 + 𝐴18

2𝐴15𝐴16 + 𝐴18
2𝐴15𝐴19 + 2𝐴13

2𝐴18𝐴16

+2𝐴13
2𝐴18𝐴19 + 2𝐴18𝐴15

2𝐴16 + 2𝐴18𝐴15
2𝐴19 + 𝐴18

2𝐴13𝐴16

+𝐴18
2𝐴13𝐴19 − 𝐴18𝐴16

2𝐴19 − 𝐴18𝐴19
2𝐴16 + 2𝐴18

2𝐴15𝐴13 + 𝐴16
2𝐴18𝐴13

+4𝐴15𝐴19𝐴13𝐴16 + 11𝐴14𝐴18𝐴15𝐴16 + 12𝐴14𝐴19𝐴16𝐴15

+12𝐴14𝐴19𝐴16𝐴13 + 11𝐴14𝐴18𝐴13𝐴16 + 11𝐴14𝐴18𝐴19𝐴13

+8𝐴14𝐴16𝐴13𝐴15 + 8𝐴14𝐴19𝐴13𝐴15 + 8𝐴14𝐴18𝐴13𝐴15

+11𝐴14𝐴18𝐴19𝐴15 − 2𝐴18𝐴19𝐴16𝐴14 + 𝐴18𝐴19
2𝐴14 + 16𝐴19𝐴14

2𝐴16

+2𝐴 𝐴 2𝐴 + 2𝐴 𝐴 2𝐴 + 2𝐴 𝐴 2𝐴 + 2𝐴 𝐴 2𝐴
4

15 16 13 15 19 13 19 15 16 19 13 16
+𝐴19𝐴13𝐴16
2 + 𝐴19𝐴15𝐴16

2 + 𝐴19
2𝐴13𝐴16 + 𝐴19

2𝐴15𝐴16

+19𝐴14
2𝐴18𝐴13 + 22𝐴14

2𝐴16𝐴13 + 22𝐴14
2𝐴19𝐴15 + 22𝐴14

2𝐴19𝐴13

+8𝐴14
2𝐴15𝐴13 + 19𝐴14

2𝐴18𝐴15 + 22𝐴14
2𝐴16𝐴15 + 8𝐴14𝐴13𝐴16

2

+8𝐴14𝐴19
2𝐴13 + 4𝐴14𝐴18𝐴13

2 + 4𝐴14𝐴18𝐴15
2 + 6𝐴14𝐴18

2𝐴13

+6𝐴14𝐴18
2𝐴15 + 4𝐴14𝐴16𝐴13

2 + 4𝐴14𝐴16𝐴15
2 + 4𝐴14𝐴19𝐴13

2

+4𝐴14𝐴19𝐴15
2 + 8𝐴14𝐴16

2𝐴15 + 8𝐴14𝐴19
2𝐴15 + 2𝐴16

2𝐴19𝐴14

+2𝐴19
2𝐴16𝐴14 + 𝐴18𝐴14𝐴16

2 + 𝐴18
2𝐴14𝐴16 + 𝐴18

2𝐴14𝐴19

+11𝐴18𝐴14
2𝐴16 + 11𝐴18𝐴19𝐴14

2 + 2𝐴19
3𝐴14 + 7𝐴18

2𝐴14
2 + 20𝐴18𝐴14

3

+2𝐴14𝐴16
3 + 12𝐴16

2𝐴14
2 + 28𝐴19𝐴14

3 + 𝐴19
3𝐴15 + 𝐴15

2𝐴16
2 + 𝐴19

2𝐴15
2

+𝐴16
3𝐴13 + 𝐴19

3𝐴13 + 𝐴16
2𝐴13

2 + 𝐴19
2𝐴13

2 + 20𝐴14
3𝐴15 + 20𝐴14

3𝐴13

+4𝐴14
2𝐴15

2 + 4𝐴14
2𝐴13

2 + 2𝐴14𝐴18
3 + 𝐴16

3𝐴15 + 𝐴18𝐴13𝐴19𝐴16

+𝐴18𝐴15𝐴19𝐴16 − 𝐴16𝐴18
2𝐴19 + 𝐴18𝐴13𝐴19

2 + 𝐴18𝐴15𝐴19
2

+4𝐴18𝐴16𝐴15𝐴13 + 12𝐴19
2𝐴14

2 + 28𝐴16𝐴14
3 + 4𝐴18𝐴19𝐴15𝐴13

+𝐴18
3𝐴15 + 𝐴13

2𝐴18
2 + 𝐴18

2𝐴15
2 + 𝐴18

3𝐴13

)

up to a multiplicative positive constant. It is easy to prove that any of
the three following conditions is sufficient to ensure the positivity of 𝛶

𝐴13 + 𝐴15 − 2𝐴14 − 𝐴16 > 0, or 𝐴13 + 𝐴15 − 2𝐴14 − 𝐴18 > 0,

or 𝐴13 + 𝐴15 − 2𝐴14 − 𝐴19 > 0.

Hence, any of the latter conditions imply the positivity of 𝑥1𝑥2𝑥3 −
(𝑥23 + 𝑥21𝑥4), which remained to be proved in order to ensure the sign
of the eigenvalues of the Jacobian matrix of the system (4) at 𝐷𝐹𝐸 =
(0, 0, 0, 0, 0, 0, 0, 𝑁∗) are all negative. We need to explain that one of the
conditions is realistic.

Let us examine the condition 𝐴13 + 𝐴15 − 2𝐴14 − 𝐴16 > 0, that is

𝜇1 + 𝜎 + 𝜖 + 𝜏 + 𝛾1 − 2𝜇2𝑁∗ − 𝛾3 > 0.

We notice that it is sufficient to fulfill the following conditions

⎧

⎪

⎨

⎪

⎩

2𝜇2𝑁∗ < 𝜇1

𝛾3 < 𝜎 + 𝜖 + 𝜏 + 𝛾1

Let us recall that from [1] it has been studied a similar model with
constant population and the condition 𝛾3+𝜇

𝜖+𝜏+𝛾1+𝜇
< 1 has been given as

realistic. Writing this condition as 𝛾3 < 𝜖 + 𝜏 + 𝛾1 we can obtain as
consequence that 𝛾3 < 𝜎 + 𝜖 + 𝜏 + 𝛾1.

Moreover, the condition 2𝜇2𝑁∗ < 𝜇1, which is 𝛼1−𝜇1
𝛼2+𝜇2

< 𝜇1
2𝜇2

can be
reduce to satisfy 𝛼1 < 2𝜇1 and 𝛼2 ≥ 𝜇2, meaning that to maintain the
birth rate less than twice the death rate and the density dependent part
of the birth rate greater than the density dependent part of the death
rate.

In conclusion, the DFE point is stable if the birth rate is less than
twice the death rate and the density dependent part of the birth rate
greater than the density dependent part of the death rate. In this case,
the basic reproduction number is less than one (𝑅 < 1).
0
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Remark 2. For a constant population, 𝜇1 = 𝛼1, 𝜇2 = 𝛼2 = 0, the above
onditions become 𝛾3 < 𝜎 + 𝜖 + 𝜏 + 𝛾1 and it is sufficient to consider the
ondition 𝛾3 < 𝜖 + 𝜏 + 𝛾1 given in [1].

. Fractional compartmental model of Ebola

As it has been shown in the literature, one possible physical meaning
f non-integer orders in fractional derivatives is as an index of mem-
ry [16]. Memory effects can arise in epidemiological models from
arious sources including individual and population-level changes in
he level of immunity, and protective measures [17]. We do not intend
o present a review of the main results on fractional calculus, but to
ntroduce the basic definition necessary to present a fractional analog
f the system (4).

The Caputo fractional derivative [18,19] of order 𝛼 ∈ (0, 1] of a
unction 𝑓 ∶ [𝑡0,+∞) → R is given by

𝐷𝛼𝑓 (𝑡) = 𝐼1−𝛼𝐷1𝑓 (𝑡) = 1
𝛤 (1 − 𝛼) ∫

𝑡

𝑡0
(𝑡 − 𝑠)−𝛼𝑓 ′(𝑠)𝑑𝑠,

which is well defined, for example, for absolutely continuous functions.
Note that the value of the Caputo fractional derivative of the function
𝑓 at point 𝑡 involves all the values of 𝑓 ′(𝑠) for 𝑠 ∈ [𝑡0, 𝑡], and hence
it incorporates the history of 𝑓 . Notice that 𝐶𝐷𝛼𝑓 (𝑡) tends to 𝑓 ′(𝑡) as
𝛼 → 1.

We write the system (1) in terms of fractional differential equations
as

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝐶𝐷𝛼𝑆𝑆(𝑡) = (𝛼1 − 𝛼2𝑁)𝑁 −
𝛽𝑖
𝑁

𝑆𝐼 −
𝛽ℎ
𝑁

𝑆𝐻 −
𝛽𝑑
𝑁

𝑆𝐿

−
𝛽𝑟
𝑁

𝑆𝑅 − (𝜇1 + 𝜇2𝑁)𝑆,

𝐶𝐷𝛼𝐸𝐸(𝑡) =
𝛽𝑖
𝑁

𝑆𝐼 +
𝛽ℎ
𝑁

𝑆𝐻 +
𝛽𝑑
𝑁

𝑆𝐿 +
𝛽𝑟
𝑁

𝑆𝑅 − 𝜎𝐸 − (𝜇1 + 𝜇2𝑁)𝐸,

𝐶𝐷𝛼𝐼 𝐼(𝑡) = 𝜎𝐸 − (𝛾1 + 𝜖 + 𝜏 + 𝜇1 + 𝜇2𝑁)𝐼,
𝐶𝐷𝛼𝑅𝑅(𝑡) = 𝛾1𝐼 + 𝛾2𝐻 − (𝛾3 + 𝜇1 + 𝜇2𝑁)𝑅,
𝐶𝐷𝛼𝐿𝐿(𝑡) = 𝜖𝐼 − (𝛿1 + 𝜉)𝐿,
𝐶𝐷𝛼𝐻𝐻(𝑡) = 𝜏𝐼 − (𝛾2 + 𝛿2 + 𝜇1 + 𝜇2𝑁)𝐻,

𝐶𝐷𝛼𝐵𝐵(𝑡) = 𝛿1𝐿 + 𝛿2𝐻 − 𝜉𝐵,

𝐶𝐷𝛼𝐶𝐶(𝑡) = 𝛾3𝑅 − (𝜇1 + 𝜇2𝑁)𝐶.

(8)

This system includes incommensurate order derivatives,
𝛼𝑖=𝑆,𝐸,𝐼,𝑅,𝐿,𝐻,𝐵,𝐶 , which means the orders could be unequal.

5. Numerical results

In this section, we present the effectiveness of our proposed model,
which incorporates a variable population, in fitting real-world data
acquired from the World Health Organization. The estimation of in-
fectious disease model parameters is a challenging task due to the
difficulty in determining the initial value of susceptible individuals.
Moreover, the assumption of a standard incidence rate, which im-
plies that the ratio of susceptible individuals to the total population
is approximately 1, is only valid when the total population remains
constant. In situations where the total population 𝑁 is varying, the
carrying capacity of the system is an asymptotic value, making it more
challenging to determine the initial conditions for the varying aspects
of population dynamics. Given these challenges and taking note of
previous studies [1,2], which utilized and considered initial conditions
of 18000, 24500, and 23700 for susceptible individuals, we assume in our
analysis a minimum initial value of 𝑆0 = 18000, with the understanding
that other values can be achieved through the evolution of the system’s
5

dynamics. Hence, the initial conditions for our model are as follows:

𝑆0 = 18000, 𝐸0 = 0, 𝐼0 = 15, 𝑅0 = 0, 𝐿0 = 0, 𝐻0 = 0, 𝐵0 = 0, 𝐶0 = 0,

𝑁0 = 𝑆0 + 𝐸0 + 𝐼0 + 𝑅0 + 𝐿0 +𝐻0 + 𝐵0 + 𝐶0,

(9)

and values of parameters from Ref. [1,2]:

⎧

⎪

⎨

⎪

⎩

𝛼1 = 0.03537, 𝜎 = 1∕11.4, 𝜖 = 1∕9.6, 𝛿1 = 0.5,
𝛿2 = 1∕4.6, 𝜏 = 0.2, 𝛽𝑖 = 0.14, 𝛽𝑑 = 0.40, 𝜉 = 14e−3
𝛽ℎ = 0.29, 𝜇1 = 1.017e−4, 𝛾1 = 1∕10, 𝛾2 = 1∕5, 𝛾3 = 1∕30.

(10)

We compare the efficiency of the four models described in the following
for the simulation of real data.

Model 1: The original model from Ref. [2] with considering constant
population 𝑁 and death rate 𝜇 = 𝜇1 + 𝜇2𝑁 and birth rate
𝜇 = 𝛼1 − 𝛼2𝑁 .

Model 2: The ODE model (1), with integer orders.
Model 3: The FDE model (8), with incommensurate fractional orders

from the initial time (day 4).
Model 4: The ODE model (1) from the initial time (day 4) to a day

after 216 and continuing with the incommensurate FDE
model (8) to the final time (day 438).

The data is provided for the cumulative confirmed cases from day 4
to 438 including a sudden jump within days 212–216, from 5666 to
7606. This jump affects the fitting. Thus, Model 4 suggests a piecewise
differential equation such that its dynamics are initially memoryless
but after the jump incorporates memory effects. We approximate the
values of 𝛽𝑟 and 𝜇 for Model 1. We need to estimate 𝛽𝑟 together
with the new parameters 𝛼2 and 𝜇2 for Model 2, and optimize the
values of order derivatives for Model 3 and 4 when using the fit-
ted parameters from Model 2. Table 2 shows the fitted values and
their root mean square deviation (RMSD) for all models, such that
RMSD(𝑥, 𝑥) =

√

1
𝑛
∑𝑛

𝑡=1(𝑥𝑡 − 𝑥𝑡)2, where, 𝑛 is the number of data points,
𝑥 approximated values, and 𝑥 real values.

Fig. 1 (a) illustrates how the models fit the data. Model 1, which
had a constant population, is not flexible enough to fit the data well,
resulting in a high error of 2085. Model 2, which replaced parameter
𝜇 with four new parameters, 𝛼1, 𝛼2, 𝜇1, and 𝜇2, performs better and
improves the simulation to an RMSD error of 276.5. However, the order
derivatives of the model need to be adjusted further to fit the last data
points more accurately. In Model 3, the fitted order derivatives lead
to a slight improvement, with an RMSD error of 245.9. However, the
simulation continues to diverge from the data points after day 400, and
the result is not monotonically increasing. Model 4 solved this issue and
provided the best fit among the models, with an RMSD error of 170.9.

The population dynamics for the models are shown in Fig. 1 (b).
Model 1 assumes a constant population size of 𝑁 = 18015, whereas,
in other models, the population size is variable and evaluated over
the entire time range. In Model 4, the selection of the initial time for
utilizing the FDE model is crucial. To determine the optimal fit of the
model, we have explored various initial times ranging from day 216 to
300. Our findings indicate that day 280 serves as the most appropriate
initial day for using the FDE model, resulting in the least error, as
illustrated in Fig. 1 (c). Therefore, we have chosen day 280 as the
initial time for applying the FDE model in our analysis. In Fig. 1 (d),
we show how Model 4 behaves when altering the derivative order of
variable 𝐸 within the range of (0.4, 0.98). Here, the light blue curve
is the dynamics of Model 1 and the dark blue region is the dynamics
of Model 4 when 0.4 ≤ 𝛼𝐸 ≤ 0.98 and other orders are integer one.
Fig. 1 (e) is a heatmap of 𝑙𝑜𝑔10 of RMSD for Model 3 when the order
derivative of each variable (individual classes) is changed from 0.6 to
1. Colors show the RMSD of Model 3 versus order. Orange indicates a
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Table 2
The fitted parameters of the studied models with their RMSD errors.

Model 1 𝛽𝑟 = 0.726500, 𝜇 = 0.069182 RMSD=2085
Model 2 𝛽𝑟 = 0.217485, 𝛼2 = 8.33457e−8, 𝜇2 = 4.85996e−7 RMSD=278.5
Model 3 𝛼[𝑆,𝐸,𝐼,𝑅,𝐿,𝐻,𝐵,𝐶] = [0.94149, 1, 1, 1, 1, 1, 0.94302, 0.79323] RMSD=245.9
Model 4 𝛼[𝑆,𝐸,𝐼,𝑅,𝐿,𝐻,𝐵,𝐶] = [0.5, 0.67349, 0.55635, 0.67598, 0.5, 0.55029, 0.88395, 0.5] RMSD=170.9
Fig. 1. (a) Fitting the real data with the models. The circles are the time-series data points of cumulative confirmed cases retrieved from WHO for days 4–438. The orange
dash–dotted line is the dynamics of 𝐼 + 𝑅 + 𝐿 + 𝐻 + 𝐵 + 𝐶 − 𝜇(𝑁 − 𝑆 − 𝐸) evaluated from Model 1, the model with constant 𝑁 . The light blue solid line is the dynamics of
𝐼 +𝑅 +𝐿 +𝐻 +𝐵 + 𝐶 − 𝜇3(𝑁 − 𝑆 −𝐸), where 𝜇3 = (𝜇1 + 𝛼1 + (𝜇2 − 𝛼2)𝑁)∕2, evaluated from Model 2. The pink dash line and the dark blue dotted line are the fitted results to the
data by Model 3 and Model 4, respectively. (b) The dynamics of population obtained from the studied models. (c) The RMSD errors obtained from Model 4 when the initial time
for the FDE model is varying between 216 to 230. (d) The dark blue region is the dynamic behavior of Model 4, when only the order derivative of variable 𝐸 is changed after
Day 280, 0.4 ≤ 𝛼𝐸 ≤ 0.98, and the blue line is the dynamics with integer orders (Model 2). (e) Heatmap of 𝑙𝑜𝑔10 of the errors, RMSD, achieved from Model 3 and (f) Model 4,
when only one order derivative is a non-integer value from the interval (0.6,1). Here, orange indicates a worse fit, light blue shows a similar fit, and dark blue implies a better
fit than Model 2 with integer orders. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
higher value, when there is a worse fit than one obtained from Model
2 with integer orders, while dark blue shows a better fit and light blue
implies a similar fit. Hence, this figure suggests that changing only
one derivative order throughout the whole time could not achieve a
better fit than the model with integer orders. Nevertheless, considering
fractional orders in the middle time interval (e.g. day 280 in Model 4)
can make a more accurate simulation, see Fig. 1 (e). The dynamics of
6

the selected rectangle of this heatmap, when the order derivative of 𝐸
is changing, is shown in Fig. 1 (d).

5.1. Numerical methods and implementation

We have implemented all numerical results in Julia. For solving
FDE model (8), we utilized the FdeSolver.jl package (v1.0.7), which
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is encoded based on product-integration rules and predictor–corrector
algorithms [20]. To estimate the values of the parameters, we have
used Turing.jl [21] for applying Bayesian inference and Hamiltonian
Monte Carlo (HMC) and DifferentialEquations.jl [22] for solving the
ODE model (1). We considered the normal distribution  (0.1, 0.9) for
𝛽𝑟 bounded to the intervals (0.1, 0.9), and 𝜇 ∝  (0, 0.1) bounded to
the intervals (0, 0.1). For the parameters 𝛼2 and 𝜇2, we set a distribu-
tion of  (0, .0001) bounded to the interval (0, 0.0001). For optimizing
the order of derivatives, we have used FdeSolver.jl with the function
(L)BFGS from the Optim.jl package [23], which are based on the
(Limited-memory) Broyden–Fletcher–Goldfarb–Shanno algorithm.

6. Conclusion

We have introduced a novel 8-dimensional nonlinear differential
equation model for the Ebola virus disease that includes a dynamic
population to simulate its transmission dynamics. We have analyzed
the basic reproduction number of the model and have shown that the
disease-free equilibrium is locally asymptotically stable when the basic
reproduction number is less than one.

To fit real data of the Ebola epidemic in Guinea, Liberia, and Sierra
Leone obtained from WHO, we have integrated fractional derivatives
into the model. Our numerical analysis has compared four different
models, including (1) an ODE model with a constant population, (2)
an ODE model with a variable population, (3) an FDE model with
a variable population and incommensurate fractional orders from the
initial time, and (4) a piecewise differential equation model which
starts with the ODE Model 2 and continues with the FDE Model 3.
Our results reveal that the last model offers the best fit to the data
as measured by root mean square deviation, and outperforms other
models we considered.
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