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Abstract 

While it is well known that molecules can be strongly polarized when transferred from the 

gas phase to a polar liquid, quantifying polarization effects explicitly using either experiment 

or theory has remained elusive. In this paper, we present a new QM/MM method involving a 

self-consistent calculation of the liquid state dipole moments, that is able to yield realistic, 

accurate estimates of the multipole moments of molecules in the liquid state. As a proof-of-

concept, we apply our Self-Consistent Electrostatic Embedding (SCEE) method to the widely 

studied system of pure water. The method gives molecular dipole moments that are 

significantly enhanced with respect to the isolated gas-phase molecule and that are consistent 

with the best current experimental estimate of this property. While previous QM/MM 

calculations on the same system systematically underestimate the liquid dipole moment, those 

predictions become consistent with our own when several shortcomings are accounted for in 

an approximate way. Furthermore, sampling liquid configurations using several (but not all) 

fixed-charge force fields yields results that are consistent with sampling from a classical 

polarizable model. We then extract several contributions to the polarization energy (i.e. the 

change in energy when transferring a molecule from the gas to the liquid phase) and show 

that the distortion correction is cancelled out by the purely electronic contribution to the 

polarization energy. This insight is very important from the point of view of force-field 

development, since it allows us to unequivocally quantify the two missing energy terms in 

classical non-polarizable models. This provides a way to systematically improve predictions 

of phase-change energies (e.g. enthalpy of vaporization, hydration free energies) from such 

force-fields by correcting for the missing polarization effects. 

Keywords: Water; Dipole moment; Quantum Mechanics/Molecular Mechanics; Ab initio; 

Force field; Polarization 
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1. Introduction  

When a polar molecule like water is transferred from the gas to the liquid phase, it is 

strongly polarized by the electric field of the surrounding molecules. This causes a distortion 

of both the molecular geometry, in the sense that the atomic positions are displaced relative to 

one another, and the electronic cloud. This intramolecular distortion is unfavorable, resulting 

in a positive contribution to the free energy of the system. However, it is more than 

compensated by an enhancement of the intermolecular interactions with the surrounding 

molecules, caused by the polarization – i.e., the distorted polarized molecules interact more 

strongly with each other than if they had retained their gas-phase structure and electron 

distribution. As a result, the ensemble of distorted molecules has a lower overall free energy 

and the molecular dipole moment (and, most likely, other higher-order multipole moments) is 

enhanced in the liquid phase when compared to the isolated molecule. This picture has been 

widely accepted and generally understood at least since the pioneering theoretical work by 

Born [1], Kirkwood [2], Onsager [3] and others (see [4] and references therein). However, 

actually quantifying the degree of dipole moment enhancement is fraught with difficulties, 

mainly because the electronic properties of individual molecules cannot be easily decoupled 

from those of the surrounding molecules in the liquid. In this paper, we propose a new 

theoretical method, based on the Quantum Mechanics/Molecular Mechanics (QM/MM) 

approach, that is able to calculate the dipole moment and polarization energies of individual 

molecules in the liquid phase. 

The relatively high dipole moment of water is strongly connected to its unusual 

thermodynamic properties, including some of the so-called “water anomalies” [5-7]. For 

example, it contributes significantly to the large cohesive energy of liquid water, leading to 

its anomalously high boiling point. The dipole moment is also intimately linked to water’s 

excellent ability to solvate polar compounds and to dissociate electrolytes. Moreover, and of 

particular interest from the point of view of force-field development, knowledge of the liquid-

phase dipole moment can be used to derive polarization corrections for phase-change 

properties, e.g. the enthalpy of vaporization and the solvation free energy [8, 9], and for 

electronic properties such as the dielectric constant [10, 11]. It can also inform the assignment 

of point charges to non-polarizable models so as to approximately capture the potential 

energy surface (PES) of a polarized liquid phase [12]. For example, we have recently shown 

that a non-polarizable force field that includes polarization corrections at the parameterization 

stage can predict solvation free energies of alcohols in solvents of different polarity [13]. 
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Generalizing these recent developments requires a method that can accurately predict the 

dipole moment and polarization energy contributions of individual molecules in the liquid 

phase in a computationally expedient way. This is the main aim of the present work. 

An illustration of the conceptual difficulties in determining the dipole moment of 

water in the liquid phase is the fact that for several decades the value referred to as the 

“experimental liquid dipole” was actually based on a theoretical calculation (not an 

experiment) on ice Ih (not on liquid water) [14]. To the best of our knowledge, the only 

experimental estimate of this quantity to date was reported by Badyal et al. [15]. By 

analyzing neutron and X-ray diffraction experiments in liquid water, they estimated the 

degree of interatomic charge transfer, and hence the molecular dipole moment, obtaining a 

value of 2.9 D with a large uncertainty of ± 0.6 D. This represents an enhancement of about 1 

D over the isolated gas-phase dipole of 1.855 D [16]. Shortly after, Gubskaya and Kusalik 

[17] obtained a very similar value of 2.95 D based on a mean field approximation that 

required both experimental (refractive index), ab initio (electronic response properties) and 

classical simulation data (local fields and field gradients) as inputs. 

From a theoretical point of view, accurate determination of the liquid dipole moment 

ideally requires the following ingredients: 1) the molecule of interest (we shall call it the 

“central” molecule for simplicity) should be polarized by the electric field of the surrounding 

molecules; 2) the surrounding molecules should themselves be polarized by the presence of 

their neighbors, including the central molecule; 3) the structure of the liquid, in terms of 

molecular arrangements, must be correctly described with respect to the experimental 

structure; 4) an adequate statistical sample of liquid-phase fluctuations at the relevant 

temperature should be carried out; 5) the electronic properties of the central molecule must be 

decoupled from those of adjacent molecules. In principle, one possibility would be to use a 

full QM description of several large clusters of water molecules representative of the liquid 

phase and then determine the average molecular dipole moment in the ground state. Gregory 

et al. [18] attempted to achieve this by a combination of QM calculations and experiments on 

water clusters up to the hexamer. They identified several (typically three) low-energy 

arrangements for each cluster size, calculated their ground state energies and obtained the 

dipole moments as a Boltzmann-weighted average over those different arrangements. They 

observed that the dipole moment of individual water molecules in those clusters increases 

asymptotically to a value of 2.72 D as the cluster size increases. This approach satisfies 

Criteria 1 and 2, but quickly runs into problems in Criteria 3 and 4 for clusters beyond the 
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hexamer, since it becomes impossible to probe the immense number of possible structural 

arrangements. Furthermore, as the authors themselves remarked, the local structure of liquid 

water is based on a three-dimensional hydrogen-bonded network that is quite distinct from 

the predominantly cyclic structures of small clusters [18]. Finally, the calculation of 

individual molecular properties from the wave function of a super-molecule (Criterion 5) is 

far from trivial. 

An alternative approach has been to use ab initio molecular dynamics (AIMD) to 

simulate a periodic box of liquid water. The AIMD approach [19] invokes the Born-

Oppenheimer approximation and treats the nuclear degrees of freedom classically while 

treating the electronic degrees of freedom through an electronic structure approach, most 

often based on density functional theory (DFT). This allows one to effectively perform a 

statistical-mechanical sampling of the system at the relevant temperature, thus addressing 

Criterion 4 as well as 1 and 2. In principle, Criterion 3 should also be fulfilled, but in practice 

many DFT exchange-correlation functionals give a rather poor description of the structural 

and thermodynamic properties of liquid water (see [20] for a detailed review). In fact, while 

early studies [21-26] made use of functionals based on the generalized-gradient 

approximation (GGA) like BLYP [27, 28] or PBE [29], due to computational and 

methodological limitations at the time, later studies [29-34] started to employ hybrid 

functionals (e.g. PBE0 [35]) and approaches to account for dispersion interactions (e.g., 

Grimme corrections [36]), which have led to a marked improvement in describing the correct 

structure of liquid water [20]. Furthermore, fulfilling Criterion 5 is also not easy in AIMD, as 

the resulting dipole moment is known to depend strongly on the way the electron density is 

partitioned between different molecules [37]. The first AIMD study of liquid water [21] used 

a simple spherical cut-off scheme that yielded a dipole moment of 2.66 D. A later study [22] 

used a Bader-type approach [38] to partition the electron density, arriving at a dipole moment 

of 2.43 D. In the same year, Silvestrelli and Parrinello [23, 24] applied the method of 

maximally localized Wannier functions (MLWF) [39] to isolate the contribution of each 

molecule, and obtained a much larger dipole moment of 3.00 D. The fact that these three 

simulations were carried out at nearly the same conditions and system sizes emphasizes the 

ambiguity in determining molecular dipole moments from super-molecular wave functions 

[40]. Nevertheless, the MLWF approach was shown to provide a robust way of carrying out 

this partitioning [41] and has been practically universally adopted in subsequent AIMD 

calculations of liquid dipole moments. Interestingly, most calculations using MLWF, hybrid 
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functionals and dispersion corrections yield dipole moments that are quite close to the 

experimental estimate of 2.9 D [30-34]. 

At the opposite extreme from a full QM description of the system are simulations 

using classical molecular models. The most popular of these are fixed-charge non-polarizable 

models, as they combine low computational cost with a fairly accurate description of the 

structural and thermodynamic properties of liquid water [42, 43]. Achieving this, however, 

relies on a careful calibration of the intermolecular interaction parameters, in particular the 

point charges. These are selected so that the effects of polarization in the liquid are captured 

in a mean-field sense, leading to dipoles that are higher than that of the isolated molecule but 

smaller than experimental and QM estimates of the liquid phase dipole – the dipole moments 

of most fixed-charge water models in current use lie between 2.18 and 2.48 D [9, 42, 44]. In 

fact, it has been suggested that point charges that are roughly halfway between the gas and 

the liquid are best able to capture the average permanent and induced electrostatic 

interactions in the liquid state [8, 12, 45, 46]. As such, fixed-charge models cannot provide an 

accurate prediction of dipole moments in the liquid phase. In classical polarizable models, on 

the other hand, the charge distribution of each molecule can respond on-the-fly to changes in 

the surrounding electric field during the simulation. Naturally, this comes at a price in terms 

of computational cost, with polarizable models typically increasing simulation times by a 

factor of 3-10 [47]. However, they do provide the liquid dipole moment as an observable 

property that can be averaged during a simulation. Liquid dipole moments estimated from 

classical polarizable models vary widely, being mostly within the range of 2.5 to 3.1 D [42, 

48-50], which is broadly consistent with the experimental and AIMD estimates. The problem 

with this approach is that the resulting dipole is strongly dependent on the parameterization 

strategy and target properties. 

An approach that has been quite popular over the years is QM/MM, which relies, as 

the name implies, on a combination of the quantum mechanical and classical approaches. In 

this method, the part of the system that is of most interest is treated at the QM level, while the 

rest of the system is treated with molecular mechanics (MM). A key choice in this approach 

is how to implement the coupling between the two parts of the system, i.e., how to describe 

the interactions between the QM and MM subsystems. Following Senn and Thiel [51], we 

can subdivide QM/MM into three categories, depending on how the electrostatic interactions 

between the QM and MM parts are handled. In mechanical embedding, all interactions are 

treated classically, so that the QM wave function is not affected directly by the presence of 
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the MM molecules. This category is of no interest in the context of this paper, since the 

resulting dipole moment would just be the same as for an isolated molecule. In electrostatic 

embedding (EE), the QM wave function is polarized by the presence of the point charges of 

the MM molecules but the latter are kept fixed, typically at the values of the underlying 

classical model. In polarized embedding (PE), the MM model is polarizable, so that it is itself 

able to respond to the presence of the QM part and of other MM molecules. Typically, this 

requires a self-consistent iteration until the QM and MM charge distributions converge. The 

main advantage of QM/MM, compared to the full QM or AIMD approaches, is that satisfying 

Criterion 5 is straightforward – if a single molecule is treated at the QM level and the rest 

classically, its wave function is isolated from the surroundings. The EE method satisfies 

Criterion 1, but not 2, while PE in principle satisfies both criteria. Criterion 3, however, 

depends on the quality of the underlying MM model, while Criterion 4 depends strongly on 

the details of the implementation of the method, as we will discuss below. 

There have been several QM/MM studies that calculated dipole moments of liquid 

water, using both EE [52-63] and PE [64-79] approaches, and these will be analyzed in detail 

later in the paper. In general, EE leads to lower dipole moments than PE, as would be 

expected, and both tend to be somewhat lower than the AIMD estimates described above. We 

will show that this discrepancy is most likely due to shortcomings of the previous QM/MM 

methods when calculating the dipole moment in the liquid phase, mainly related to 

difficulties in fulfilling Criteria 3 and 5 (as well as 2 for the EE approach). We further 

propose a new approach, which we term Self-Consistent Electrostatic Embedding (SCEE), 

that is able to eliminate these shortcomings and provide an estimate of the dipole moment of 

liquid water that is coherent with experiment and other theoretical approaches. Furthermore, 

the SCEE method is easy to implement, computationally expedient and generally applicable 

to molecular liquids. In this paper, we will focus on liquid water to present extensive 

methodological tests of our approach, comparing it to previous QM/MM methods. In 

subsequent publications, we plan to apply SCEE to determine the dipole moment of several 

pure liquids, as well as extend it to solutions involving small organic molecules. The paper is 

organized as follows. In Section 2, we first describe the key idea behind the SCEE method 

and then report the computational details for the QM and MM calculations. In Section 3, we 

begin by presenting a detailed analysis of the parameters of the method, followed by a 

comparison of different classical models for the MM part. We compare our results to 
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previous studies and finish with an analysis of the different contributions to the polarization 

energy. 

2. Methodology 

2.1 Self-Consistent Electrostatic Embedding Approach 

We carried out QM/MM calculations on a large number of water clusters extracted 

from classical molecular dynamics (MD) simulations. The theoretical basis of the QM/MM 

method has been described in great detail elsewhere (see, e.g. [51] and references therein), so 

here we will focus only on aspects that are specific to our SCEE approach. In a typical 

QM/MM calculation, the Hamiltonian of the system (HTot) is split into three components: 

/Tot QM MM QM MMH H H H           (1) 

where HQM corresponds to the Hamiltonian of the QM system (in our case, the central water 

molecule), HMM corresponds to the purely classical part of the system (in our case, the 

interaction energy between the MM point charges), and HQM/MM is the energy arising from 

the coupling between the QM and MM parts of the system. It is important to note that in this 

work only electrostatic interactions (and polarization) were included in the HQM/MM term, 

since we are primarily interested in the calculation of electronic properties and electrostatic 

energy contributions. To obtain realistic values for the total interaction energy, repulsion and 

dispersion interactions would have to be included as well, which is normally achieved 

through a Lennard-Jones (LJ) potential. We further note that there is currently no universally 

accepted method for determining the optimal LJ parameters for use in QM/MM calculations 

[51]. 

 In typical EE calculations, the QM wave function is perturbed by the presence of the 

MM point charges, i.e. it is polarized by the surrounding field. However, the charges of each 

MM molecule are kept fixed at the same value, usually corresponding to the parameters of 

the classical MM force field used (e.g., TIP3P). In contrast, in PE calculations each of the 

surrounding molecules will have a different dipole moment determined by the underlying 

polarizable force field. Furthermore, the MM dipoles are adjusted self-consistently during the 

calculation, so that they can themselves be polarized by the QM molecule. Naturally, such 

calculations are much more computationally expensive than in the EE method. In our SCEE 

approach, we try to strike a balance between the increased realism of PE and the 
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computational speed of EE. In essence, we carry out a small number of EE calculations for 

each configuration, using different values of the surrounding fixed point charges, and 

calculate the dipole moment of the central QM molecule as a function of the dipole moment 

of the surrounding MM molecules. We then find the point at which the QM and MM dipoles 

are equal, which corresponds to the self-consistent dipole moment of liquid water. This can 

be achieved through an iteration loop, as depicted in the diagram of Figure 1a. However, we 

will show in section 3.1 that the converged dipole moment can also be obtained using a 

simple fitting scheme from only three EE calculations (Figure 1b), thus avoiding the time-

consuming iteration process.  

 

Figure 1 – Schematic flowcharts depicting the SCEE procedure: (a) using the initial iterative 

approach; (b) using the faster quadratic fit to three individual QM/MM results. The dashed boxes 

denote inputs to each particular procedure (rectangles). 
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The first step in the SCEE procedure is to harvest several configurations for pure 

liquid water from MD simulations. We sampled 200 configurations from each MD simulation 

using different classical non-polarizable fixed-charge models, namely the 3-site models 

TIP3P [80] and SPC/E [81], as well as the more recent 4-site models TIP4P2005 [82] and 

TIP4P-FB [83]. The potential parameters for each of these models are given in the original 

publications and have been compiled in our recent publication [9], where we also provide 

input files for all the MD simulations analyzed here. One important limitation of empirical 

fixed-charge models is that the dipole moment of water in the liquid state is assigned a dipole 

moment that is the same for all molecules, whereas in reality it will vary depending on the 

local environment experienced by each molecule. To test the effect of this approximation in 

the MM part of the system, we have also used configurations from MD simulations using the 

polarizable SWM4-DP model [48]. We note that these classical models have different levels 

of performance when describing structural and thermodynamic properties of liquid water, and 

we refer the readers to previous benchmark comparisons available in the literature [42, 43]. 

As we discuss below, these different levels of performance can have an effect on the outcome 

of the SCEE calculations. 

For each configuration, one molecule was randomly selected to act as the central 

molecule, which was treated at the QM level in subsequent DFT calculations. Subsequently, a 

spherical cluster was cut out of the periodic box so that all water molecules outside a pre-

specified cut-off radius (Rcut) were discarded. The point charges of the surrounding molecules 

were assigned values to match a predetermined value for the water dipole moment – e.g., in 

the procedure depicted in Figure 1a, this was initially the dipole moment of the corresponding 

classical model, but subsequently assumed other values as the iteration progressed. This 

cluster generation procedure was carried out using in-house Fortran codes that are provided 

in Supporting Information. We considered several values of Rcut to test the convergence of the 

results with the number of surrounding water molecules. Unless otherwise noted, the cut-off 

scheme used the central oxygen atom as a basis – i.e., we retained all surrounding water 

molecules that had their oxygen atoms within Rcut of the oxygen atom of the central molecule. 

At the end of each QM/MM calculation, the dipole moment was extracted from the 

output file and the process was either iterated until convergence of the QM and MM dipoles 

(Figure 1a), or the QM dipole moments were used in a fitting procedure (Figure 1b) that will 

be explained in detail later. Once each configuration was optimized, we performed several 

single-point energy calculations using the fully polarized wave function in order to determine 
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the relevant energy contributions. For each of those energies, we applied the same fitting 

approach as in the SCEE calculations, as described in the diagram of Figure S1 (see 

Supplementary Material). Specifically, we obtained the energy of the full QM/MM system 

after optimization (ETot) and then determined the electrostatic interaction energy per QM 

molecule (EInt) from 

 
1

2
Int Tot QM MME E E E           (2) 

where EQM was obtained from the first SCF step of a single-point calculation of the polarized 

QM wave function in vacuum, while EMM is the “self-energy” of the point charges reported in 

the Gaussian 09 output file. The distortion contribution to the polarization energy (EDist) [82, 

105, 106], also sometimes called the “polarization self-energy”, was obtained from 

Dist QM VacE E E           (3) 

where EVac corresponds to the energy of a fully optimized single water molecule in vacuum. 

We also calculated the total polarization energy (EPol), as defined by Orozco and co-workers 

[107], from 

Pol Tot GasE E E           (4) 

where EGas corresponds to the total energy of a system composed of the un-polarized QM 

wave function of the central molecule and the surrounding polarized MM molecules. To 

obtain this energy, we started from the SCEE-optimized wave function of the central 

molecule in each configuration, optimized it in vacuum, then replaced all the MM charges 

corresponding to that original configuration and extracted EGas from the first SCF step of a 

new QM/MM calculation. Once EPol is known, we can calculate the so-called stabilization 

energy (EStab) [107, 108], which represents the favorable interaction of the central molecule 

with the surrounding environment that counteracts the distortion component, from 

Stab Pol DistE E E           (5) 

Finally, the purely electronic contribution to the polarization energy (EElec) [8] is given by 

Elec QME E E
           (4) 

where E∞
 was obtained from the first step of a single-point SCRF calculation starting from 

the polarized QM wave function surrounded by a continuum with dielectric constant equal to 
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the high-frequency dielectric constant of water. For these single-point energy calculations, we 

used the SCIPCM model [109], as implemented in Gaussian 09, with a value of ∞ = 1.766, 

determined from the square of the experimental index of refraction at the Sodium D-line 

frequency [11]. This energy term describes in an approximate way the interaction between 

the polarized wave function and the electronic degrees of freedom of the surrounding liquid 

[8]. The SCIPCM was preferred over other SCRF implementations because the solute cavity 

is determined self-consistently without the need to specify any parameters, whereas in most 

other approaches the energy would strongly depend on the cavity size and shape. 

 Before we describe the computational details for the calculation reported herein, it is 

useful to revisit how our new SCEE method compares to the typical EE and PE approaches. 

SCEE is closer to PE in the sense that the dipole moment of surrounding MM molecules is 

able to respond self-consistently to the presence of the central QM molecule, i.e. it is 

polarized, whereas in EE the surrounding electric field is fixed. However, SCEE is closer to 

EE in assuming that the dipole moments of the surrounding molecules are all the same, 

whereas in PE each surrounding molecule will have a different dipole moment, determined 

self-consistently. Furthermore, in SCEE we assume that the structure of the liquid 

(specifically, the local interatomic correlations) is well described by the MM model from 

which the configurations are harvested. This assumption is shared with EE, but only partly 

with PE – in the latter, if a self-consistent iterative process is used, which is not always the 

case, the structure of the polarizable model can adjust to the presence of the QM molecule. 

Finally, in the SCEE approach the energy of the QM/MM system is minimized at each step of 

the iteration, but convergence is determined by the value of the dipole moment. In contrast, 

both EE and PE use the total energy of the QM/MM system to determine convergence. We 

will discuss the relevance and validity of these assumptions later in the paper. 

2.2 Computational Details 

MD simulations were performed using GROMACS version 5.1.2 [84, 85] using the 

Verlet leap-frog algorithm [86] to integrate the equations of motion. A time step of 2 fs was 

used for the non-polarizable models, while 1 fs was used for the polarizable model. Each 

periodic cubic box contained approximately 900 water molecules, so that its length was 

approximately 3 nm. Except where noted, simulations were run in the NpT ensemble, with 

temperature controlled at 298 K by a Nose-Hoover thermostat [87, 88] with a coupling 

constant of 2 ps, and pressure controlled at 1 bar by a Parrinello-Rahman barostat [89] with a 
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coupling constant of 1 ps and a compressibility of 4.5×10
-5

 m
3
/bar. The water molecules were 

kept rigid by applying the SETTLE constraint algorithm [90]. A cut-off of 1.2 nm was used 

for the Lennard-Jones potential, with long-range dispersion corrections added to both energy 

and pressure, while long-range electrostatic interactions were accounted for by using the 

particle-mesh Ewald method [91]. All MD simulations were run for 5 ns, with 200 

configurations being harvested from the last 4 ns of each run. We note that the spacing of 20 

ps between each successive configuration ensures that they are sufficiently uncorrelated to 

allow efficient statistical sampling, as discussed in detail by Coutinho et al. [62].  

The QM/MM calculations were performed with Gaussian 09 [92]. We tested several 

DFT exchange-correlation functionals – B3LYP [28, 93], CAM-B3LYP [94], M05 [95], 

M06-2X [96], PBE0 [35], B97X-D [97], BMK [98], and B2PLYP [99] – and compared the 

results to those obtained using the Hartree-Fock (HF) and second-order Moller-Plesset 

perturbation theory (MP2) approaches. It is well known that large basis sets that include 

diffuse functions are needed to provide accurate values for the electronic properties of 

molecules, even in the gas phase [100, 101]. In this work, we considered the 6-

311G++(3df,3pd), 6-311G+(3df,3pd), and 6-311G(3df,3pd) split valence basis sets of Pople 

et al. [102] (henceforth abbreviated as PTZ++, PTZ+ and PTZ, respectively), as well as 

Dunning’s correlation-consistent basis sets aug-cc-VXZ (X = D, T, Q) [103] (henceforth 

abbreviated as DDZ, DTZ and DQZ, respectively). For each configuration, the geometry of 

the central molecule was optimized while maintaining the oxygen atom at the center of the 

cluster – i.e., the oxygen was kept fixed, while both hydrogen atoms were allowed to relax 

with tight convergence criteria. However, the results from the initial step (i.e., corresponding 

to a single-point calculation without optimization) were also analyzed to assess the effect of 

geometry relaxation. Scripts for processing Gaussian calculations are provided in Supporting 

Information. 

In a subsequent set of calculations, we surrounded each QM/MM cluster with a 

uniform continuum described by the self-consistent reaction field (SCRF) approach. For these 

calculations, we used the IEFPCM method [104] with the default parameters from Gaussian 

09 and the “solvent=water” keyword. This means that the dielectric constant of the 

surrounding continuum takes the experimental value of 78.4 for water. For these 

“SCEE/SCRF” calculations, the cavity radius for the dielectric continuum was made equal to 

Rcut. However, in this case we only kept surrounding MM molecules when all their sites (i.e. 

oxygens, hydrogens and dummy sites, when applicable) were within the cut-off sphere to 
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avoid the presence of point charges within the continuum region. We recall that in SCRF 

calculations, mutual polarization between the central QM region and the surrounding 

continuum are taken into account through an iterative procedure. As we will discuss below, 

these calculations turn out to be much more computationally expensive than simple EE.  

 

3. Results and discussion 

3.1 Implementing and testing the SCEE method 

 As described above, the aim of our SCEE method is to find the dipole moment that is 

self-consistent with respect to the QM/MM procedure, i.e. the value for which the dipole of 

the QM and MM molecules is the same. The most natural way to do this is to carry out an 

iterative process (Figure 1a) with the following steps: i) start with an initial guess for the 

dipole moment and assign point charges to the MM molecules that reproduce that dipole 

moment; ii) optimize the QM molecule under the effect of the electric field of the MM 

molecules, and calculate its dipole moment from the polarized wave function; iii) assign new 

charges to the MM molecules that reproduce the value of the QM dipole moment and repeat 

the process until convergence. Figure 2 shows the outcome of this iterative process for a 

single MD configuration of the SPC/E model starting from two different initial guesses: i) the 

dipole moment of the SPC/E model (i.e., 2.35 D); ii) a large dipole moment of 3.33 D. In the 

first case, the calculated QM dipole is higher than the initial MM dipole and the calculation 

converges to 2.725 D after 7 iterations. In the second case, the initial dipole is too high, and 

the calculation also converges to the same value after 7 iterations. In Figure 2b, we can see 

that there is still a small difference between the two converged dipoles, but we stopped the 

procedure after the deviations were smaller than the third decimal point. Already at this stage, 

the impact of using the SCEE approach instead of standard EE becomes apparent – the dipole 

moment obtained with EE corresponds to the value at the end of the first iteration of Path 1, 

i.e. 2.609 D, which is 0.116 D lower than the converged SCEE value. As we will see below, 

this effect is even more pronounced after averaging over a large number of MD 

configurations. 
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Figure 2 – (a) Comparison between the iterative SCEE procedure starting from either the SPC/E 

dipole moment (Path 1: blue line) or from a value of 3.33 D (Path 2: red line), and a quadratic fit 

(dashed green line) over three individual EE calculations (green squares). Panel (b) shows a close-up 

in the vicinity of the converged dipole and compares also the results of a linear fit over the same three 

EE points (dashed-dotted green line) and of a quadratic fit over all EE points obtained during the 

iterations (full green line). In both panels, the black line represents the diagonal for which the QM 

and MM dipoles are identical. Calculations were done on a single MD configuration for the SPC/E 

model using the B3LYP/PTZ++ level of theory with optimization of the hydrogen atoms. 
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After analyzing the results, it was clear that the dependence between the QM and MM 

dipole moments was nearly linear. We note that this can also be inferred from the data in 

Table 1 of Kongsted et al. [74]. Upon closer inspection, however, it was found that the 

deviations from linearity were non-negligible, so we decided to apply a second-order 

polynomial fit to the data. When all the data points obtained from the two iterative procedures 

were incorporated in the fit, the full green line in Figure 2b was obtained. As can be expected, 

this line intercepts the diagonal at a dipole value that is consistent with the outcome of both 

iterations, within the numerical tolerance (procedure in Figure 1b). More importantly, the 

results from a quadratic fit to only 3 points, evenly spread over the range of interest (see 

squares and dashed line in Figure 2a) leads to nearly indistinguishable results. This allows for 

significant savings in computer time, given that only 3 instead of 7 EE calculations are 

required. Moreover, it makes it easier to automate the calculation, since the same 3 points can 

be used for all configurations; in contrast, each configuration would need to be iterated 

separately if an iterative procedure was employed. We also tested the possibility of applying 

a linear fit, instead of a quadratic fit, over the same 3 points (dashed-dotted line in Figure 2b). 

The linear fit led to a small (0.003 D) overestimation of the dipole moment with respect to the 

full iterative procedure for this particular configuration. We carried out a statistical 

comparison between the two fitting procedures over 200 SPC/E water configurations (see 

section 3.2 for details of configurational averaging), and found that the result shown in Figure 

2b is representative – in 185 out of 200 configurations, the linear fit overestimated the dipole 

moment, and the average signed deviation was +0.005 D. This is only 0.2% of the average 

liquid dipole moment, which is well within the statistical uncertainty of the SCEE method. 

However, the slight overestimation is systematic, and therefore, due to the negligible 

difference in computational cost between the two fitting methods, we have employed the 

quadratic fit in the remaining analysis.  

At this point, it is worth comparing the SCEE approach proposed here to a similar 

idea employed by Tu and Laaksonen [71]. The main difference is that in their approach, it 

was the point charges that were iterated to convergence, whereas we have used the dipole 

moments. We repeated the iteration (Path 1) of Figure 2 but using the approach of Tu and 

Laaksonen instead – i.e., a new set of point charges was computed after the first QM 

optimization, and these charges were used for the MM molecules in the subsequent step. We 

used both the ESP method [110] as applied by Tu and Laaksonen, and the more recent 

CHelpG method [111] to calculate the QM point charges. The QM dipole moments after 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



convergence of the charges were 2.690 D for CHelpG and 2.695 D for ESP, which were both 

somewhat lower than the value of 2.725 D from our SCEE procedure. The difference is due 

to the fact that ESP-derived charges are unable to fully describe the underlying electron 

density. Given that a certain degree of approximation is required when connecting the QM 

with the MM Hamiltonians, we find it much more reasonable to ensure that the dipole 

moment is consistent in those two descriptions. 

 The next thing we consider is the convergence of the SCEE dipole with the size of the 

system, namely the number of MM water molecules. For that purpose, we generated clusters 

of increasing Rcut, ranging from 0.4 to 1.5 nm, taken from the same MD configuration. In the 

smallest cluster, only the first solvation shell is included, while the largest cluster includes 

more than 400 surrounding molecules. In Figure 3, we show the results of this test for a 

single configuration obtained with the SPC/E model. It can be seen that the results for 0.85 

nm and beyond are not far from the converged value, but full convergence, in the sense that 

the variation is restricted to the third decimal point, is only achieved for Rcut = 1.2 nm. We 

note that Coutinho et al. [62], in their EE calculations of liquid water, observed that the 

dipole moment was approaching convergence at 1.15 nm, in agreement with our analysis. 

Similarly, Osted et al. [77] showed that a cut-off radius of at least 1.1 nm was needed for 

convergence. The fact that small water clusters lead to underestimated dipole moments has 

implications in the comparison of our results with those of previous studies, as discussed in 

section 3.3. We have also observed that the computational time of the QM/MM calculation is 

practically insensitive to the number of MM charges, at least in the Gaussian 09 

implementation. As such, we have used a value of Rcut = 1.5 nm in all subsequent 

calculations, except where otherwise noted. 

 Figure 3 also compares the results obtained with (red line) and without (blue line) 

optimization of the hydrogen atoms of the central water molecule. It is clear that relaxation of 

the positions of the hydrogen atoms leads to an increase in the degree of polarization, 

manifested in a systematically higher dipole moment. The difference for the largest cluster is 

about 0.07 D, which is not insignificant. Although the classical models are designed to 

capture, in a mean field sense, the average polarization of water in the liquid state, they are 

not able to adapt to local fluctuations in the electric field, which distort the molecule and, 

quite often, give rise to asymmetric geometries. This is particularly the case when we are 

dealing with hydrogen-bonding molecules like water. We believe it makes physical sense to 

allow the geometry of the QM molecule to relax in response to the local electric field, and 
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that calculations that enforce a rigid geometry are underestimating the true consequences of 

polarization. We note that a recent study has also found that using configurations from 

classical MD followed by a constrained QM/MM optimization provided the best compromise 

between accuracy and computational speed [112]. At this point, we note that the vast majority 

of previous QM/MM calculations on water have considered fixed geometries for both the 

QM and MM molecules throughout the calculation. 

 

Figure 3 – SCEE dipole obtained from the same configuration, but with increasing number of 

surrounding MM molecules, determined by the value of Rcut. Calculations were done on a single MD 

configuration for the SPC/E model using the B3LYP/PTZ++ level of theory. The red line shows 

results with optimization of the water hydrogens, while the blue line corresponds to results without 

geometry optimization. 

 The next variable we analyze is the level of theory of the QM calculation. In Table 1, 

we report results obtained using several functionals and basis sets for the dipole moment in 

vacuum (G), the liquid dipole moment (L) for a single SPC/E configuration, and the 

associated dipole moment shift (the difference between the liquid and the gas phase values, 

). When comparing results obtained with different levels of theory,  is a better figure of 

merit for our purposes than L, as it takes into account eventual inaccuracies in predicting the 

gas phase dipole moment and quantifies only the ability of a particular method to polarize the 

central molecule. We will thus refer primarily to  when comparing our results to those of 
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previous studies. We note also that the dipole moment shift as calculated here is identical to 

the induced dipole moment if the latter is collinear with the permanent dipole moment. In 

practice, only small differences in orientation between the permanent and induced dipole 

moments have been observed for water [73] and hence the dipole shift is an appropriate 

measure of the extent of polarization. 

Our first observation following from the data in Table 1 is that, for the B3LYP 

functional, all of Dunning’s augmented basis sets yield gas-phase dipole moments in very 

close agreement with the experimental value of 1.855 D [16]. In contrast, the PTZ++ and 

PTZ+ basis sets consistently overestimate G, albeit by a rather small amount. Crucially, 

however,  is seen to be relatively insensitive to the choice of basis set, except perhaps for 

DDZ. In contrast, the PTZ basis set, which is the only one that does not include diffuse 

functions, significantly underestimates G and leads to a much lower value of . This 

confirms previous conclusions that diffuse functions are essential to accurately describe 

dipole moments [100, 101]. Although some studies have shown that using large basis sets 

with diffuse functions in QM/MM calculations can lead to the so-called “electron spill-over” 

effect [113], the consistent values of the dipole moment shift obtained with basis sets of 

different size in this work (Table 1) suggest that such effects are likely to be minor here. On 

the whole, and based also on previous studies [100, 101], we decided to use the DTZ basis set 

in subsequent calculations, as it strikes a good balance between accuracy and computational 

speed.  

Table 1 – Results for the gas phase dipole moment (G), the liquid phase dipole moment (L), and the 

dipole moment shift () obtained using different functionals and basis sets. Results are for a single 

configuration collected from a simulation with the SPC/E model. 

Functional/Theory Basis Set G (D) L (D)  (D) 

B3LYP PTZ++ 1.890 2.725 0.835 

B3LYP PTZ+ 1.892 2.723 0.831 

B3LYP PTZ 1.738 2.400 0.662 

B3LYP DDZ 1.854 2.664 0.810 

B3LYP DTZ 1.847 2.689 0.842 

B3LYP DQZ 1.846 2.709 0.863 

M06-2X PTZ++ 1.913 2.720 0.807 

M06-2X DTZ 1.896 2.717 0.821 
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M05 DTZ 1.838 2.666 0.828 

PBE0 DTZ 1.854 2.675 0.821 

B97X-D DTZ 1.859 2.694 0.835 

CAM-B3LYP DTZ 1.879 2.722 0.843 

BMK DTZ 1.901 2.730 0.829 

B2PLYP DTZ 1.850 2.682 0.832 

MP2 DTZ 1.859 2.690 0.831 

HF DTZ 1.939 2.680 0.741 

 

It has been shown that the choice of functional can also play an important role in the 

accuracy of electronic property calculations [100, 101]. We have tested some of the 

functionals that performed best for non-spin-polarized molecules in the extensive benchmark 

study of Hait and Head-Gordon [101]. Our choices were also limited to functionals that were 

available in Gaussian 09. We also calculated the dipoles with MP2 and HF approaches for 

comparison. It can be seen from Table 1 that all functionals perform rather well at predicting 

the gas-phase dipole moment of water. Furthermore, the results for  are not very sensitive 

to the choice of functional, with values for the DTZ basis set varying between 0.82 and 0.84 

D. The estimate obtained with MP2 falls squarely within this range, but the result of HF 

calculations is significantly lower. This agrees with previous observations that HF performed 

systematically worse than higher-level wave function methods [60, 62, 69, 75]. We decided 

to use B3LYP in our calculations, again based on a balance between accuracy and 

computational speed, and also in the interest of generality, since this is a functional that is 

widely available in computational chemistry codes. 

3.2 Configurational sampling 

 All the tests presented in section 3.1 were carried out for a single MD configuration, 

but a pre-requisite for obtaining statistically meaningful results is to average over a large 

number of uncorrelated configurations [59]. In Figure 4, we show typical results for the 

convergence of L with the number of MD configurations sampled. We selected those two 

examples because they represent the best (Figure 4a) and worst (Figure 4b) case scenarios – 

similar plots for other systems are provided in Supporting Information (Figure S2). For the 

SPC/E model (Figure 4a), the calculation appears to converge after about 60 configurations. 

However, such a conclusion is premature, as for some systems significant fluctuations were 
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still observed after more than 100 configurations (see Figure 4b). It is important to note that 

these differences are not related to the underlying molecular model but are simply a 

consequence of sampling different local arrangements around the central water molecule, 

which arise from thermal fluctuations of the liquid state. Overall, we found that, even in the 

most challenging cases, 150 configurations were sufficient to obtain converged results. This 

is significantly larger than the estimate of 35 uncorrelated configurations suggested by 

Coutinho et al. [62], although in their study they considered a maximum of 50 configurations 

as a benchmark. At the other end of the spectrum, Osted et al. [77] suggested that 500 

configurations are necessary to obtain converged values for non-linear optical properties of 

water, although they mentioned that the dipole moment converged faster. Given that they 

used a maximum spacing of 3 ps between configurations, which may imply some degree of 

correlation between successive sampling points [59], our result of 150 configurations with a 

spacing of 20 ps appears consistent with theirs. Nevertheless, to obtain improved statistics, 

we used all 200 configurations in subsequent calculations. 
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Figure 4 – Cumulative average of the liquid phase dipole moment calculated at the B3LYP/DTZ level 

as a function of the number of MD configurations sampled. The error bars represent the standard 

error of the mean, while the dashed red line shows the converged value. Panel (a) is for the SPC/E 

model and (b) is for the TIP3P model in the NVT ensemble (see text for details). 
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Figure 5 – Liquid dipole moment distributions over the same 200 MD configurations obtained with 

the SPC/E model for different calculation methods: (a) B3LYP/DTZ with SCEE and optimization of 

water hydrogens; (b) B3LYP/DTZ with SCEE but without geometry optimization; (c) B3LYP/DTZ 

with standard EE and optimization of water hydrogens; (d) M06-2X/PTZ++ with SCEE and 

optimization of water hydrogens. The corresponding average dipole moment is included in each 

panel. 

 In Figure 5, we show the distributions of liquid dipole moments over the same 200 

configurations, obtained with the SPC/E model, using four different calculation methods. The 

average results are reported in Table 2. Figure 5a corresponds to the selected B3LYP/DTZ 

level of theory using the standard SCEE approach, i.e. the positions of the hydrogen atoms of 

the central molecule are optimized and L is determined self-consistently for each individual 
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configuration, as described above. In Figure 5b, we compare the results obtained without 

geometry optimization. Confirming our previous observations for a single configuration 

(Figure 3), the effect of hydrogen optimization is to increase the degree of polarization. The 

average dipole is about 0.08 D lower when the central QM molecule is not allowed to relax 

during the calculation. Figure 5d shows results obtained using the M06-2X/PTZ++ level of 

theory. This was chosen because it showed the largest G among all combinations studied 

here (except HF, see Table 1). As we can see, the distribution is very similar to the one 

obtained with B3LYP/DTZ. The average liquid dipole moment is somewhat larger but, 

because of the overestimation of G,  is actually lower by 0.05 D (Table 2). 

Table 2 – Dipole moments obtained after averaging over the same 200 MD configurations obtained 

with the SPC/E model using different approaches. 

Level of theory Geometry
1
 Procedure

2
 G (D) L (D)  (D) 

B3LYP/DTZ opt SCEE 1.847 2.81 ± 0.02 0.96 ± 0.02 

B3LYP/DTZ no-opt SCEE 1.847 2.73 ± 0.02 0.88 ± 0.02 

B3LYP/DTZ opt EE 1.847 2.62 ± 0.02 0.78 ± 0.02 

M06-2X/PTZ++ opt SCEE 1.913 2.82 ± 0.02 0.91 ± 0.02 

1
 - opt = optimization of the QM molecule hydrogen atoms; no-opt = QM molecule held fixed; 

2
 - SCEE = self-

consistent calculation of the dipole moment for each separate configuration; EE = the MM charges are kept 

fixed at the SPC/E values 

 It is worth reiterating that all the functional/basis-set combinations considered in this 

work have been shown to perform well in predicting gas-phase dipole moments in previous 

benchmark studies [100-101]. Therefore, our observed difference of ~0.05 D between 

B3LYP/DTZ and M06-2X/PTZ++ calculations gives us an idea of the uncertainty associated 

with a particular choice of “good” QM method. This does not mean, however, that we should 

expect any QM method to yield results within this margin of error. Indeed, most early 

QM/MM studies of solvation made use of semi-empirical approaches to circumvent 

limitations in computer power, and they obtained very small values of , between 0.25 and 

0.45 D [52, 66, 67, 78]. This is due to the well-known limitations of semi-empirical 

approaches to describe highly polar and hydrogen-bonding systems [78]. Later studies that 

compared different wave-function methods showed that HF gives rise to significantly 

underestimated values of  when compared with higher-level theories like MP2 or coupled 

cluster (CC) approaches [60, 62, 69, 75]. The importance of employing a sufficiently large 

basis set that includes diffuse functions was also recognized previously [53, 60, 62, 64, 68, 

72, 73, 76]. In summary, results of previous studies using semi-empirical or HF approaches, 
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as well as those that employ basis sets that are too small or do not contain diffuse functions, 

should be regarded with care. 

 It is important to compare the result of our SCEE approach, where the dipoles of the 

MM molecules are adjusted self-consistently until they match the QM dipole of the central 

molecule, to the result of a standard EE calculation, in which the dipole of the MM molecules 

is kept constant at the value of the classical fixed-charge model (Figure 5c). In this case, for 

the SPC/E model, the MM dipole is 2.35 D and this corresponds to an average QM dipole of 

2.623 D (averaged over all 200 configurations, at the B3LYP/DTZ level with hydrogen atom 

optimization). This value is lower than the corresponding SCEE result by nearly 0.2 D. In this 

context, it is very interesting to notice that previous EE calculations of liquid water using 

adequate levels of theory yielded values of  between 0.65 D and 0.74 D [53-55, 58, 61, 

62], which are indeed about 0.2 D lower than the values obtained with our SCEE approach 

(see Table 2). This confirms the need to allow the dipole moments of the surrounding MM 

molecules to adapt self-consistently during the calculation. 

We also repeated the above EE calculation but fixing the dipole moment of the MM 

molecules at the gas-phase value (1.855 D) instead of at the value of the SPC/E model. In this 

case, the resulting average QM dipole was only 2.457 D, or about 0.35 D lower than the 

SCEE value. This difference can be interpreted as the effect caused by polarizing the MM 

molecules in the calculation. Previous QM/MM calculations using the polarizable embedding 

approach also obtained differences of similar magnitude [64, 73-76], which shows that our 

SCEE method is correctly capturing the effects of liquid-phase polarization. 

 As a final test of the technical aspects of the SCEE approach, we examined the effect 

of adding a dielectric continuum to the QM/MM cluster, as this was an approach used in 

some previous studies to represent the long-range effects of the solvent on solute polarization 

[56, 57, 68, 69]. We first note that when a single QM water molecule is optimized in an 

IEFPCM continuum (i.e., without any surrounding MM charges) using the Gaussian 09 

default SCRF parameters, the dipole moment is only 2.165 D, which is much lower than any 

QM/MM, AIMD or experimental estimates. This has also been observed previously [56, 72, 

75, 76] and reflects the inability of dielectric continuum approaches to represent the local 

effects of polarization such as the contribution due to hydrogen bonding. In solvents of low 

polarity, where such interactions are absent, continuum methods are likely to more accurately 

describe the degree of induced polarization.  
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When our QM/MM clusters were surrounded by a continuum, we noticed that the 

computational time dramatically increased with Rcut (see Figure S3). This is likely because 

the PCM approach works by representing the effects of the surrounding solvent by a set of 

effective charges on the cavity surface, and thus the computational effort will increase with 

the size of the surface. This issue became so extreme that all calculations with Rcut > 0.85 nm 

produced a runtime error and did not complete. Therefore, we used Rcut = 0.85 nm as the 

cluster size in SCEE/SCRF calculations. Averaging over all 200 configurations, we obtained 

a dipole moment of 2.816 D (see Table 3). Comparing with a standard SCEE calculation with 

the same value of Rcut = 0.85 nm, this yields an increase of only 0.011 D caused by the 

presence of the dielectric continuum. In contrast, increasing Rcut from 0.85 to 1.5 nm (without 

a continuum) increases the dipole moment by 0.024 D, which is a larger effect than adding 

the dielectric continuum. This confirms our previous assertion that the SCEE calculations on 

the larger clusters are converged and capture all of the long-range effects of polarization.  

Table 3 – Dipole moments obtained after averaging over the same 200 MD configurations obtained 

with the TIP4P2005 model using the B3LYP functional and the PTZ++ basis set with and without a 

surrounding dielectric continuum. The row labelled “SCRF” represents a single IEFPCM calculation 

with default parameters, since there are no surrounding MM molecules. 

Approach Rcut (nm) Procedure G (D) L (D)  (D) 

SCEE 1.5 SCEE 1.890 2.83 ± 0.02 0.94 ± 0.02 

SCEE 0.85 SCEE 1.890 2.81 ± 0.02 0.92 ± 0.02 

SCEE/SCRF 0.85 EE 1.890 2.82 ± 0.02 0.93 ± 0.02 

SCRF default n/a 1.890 2.17 0.28 

 

3.3 Effect of the classical molecular model 

 One of the key choices in any QM/MM approach is the molecular model to represent 

the MM part of the system. Very little attention has been paid to this issue, with the majority 

of previous QM/MM studies on water using the rather flawed TIP3P fixed-charge model [52, 

54-59, 68-71]. In Table 4 we compare the results obtained from SCEE calculations with four 

fixed-charge models. The corresponding dipole moment distributions are shown in Figure 6 

(see also Figure 5a for SPC/E). The first important observation is that TIP3P leads to a 

consistently lower liquid dipole moment when compared with the other fixed-charge models. 

This is most likely due to the shortcomings of this model in describing the structural and 

thermodynamic properties of water [42, 43]. In particular, it yields a bulk liquid density at 
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298 K (980 kg/m
3
 [43]) that significantly underestimates the experimental value (997.04 

kg/m
3
), while all other models considered here are able to predict that property quite 

accurately. Given that an incorrect density is likely to affect the local packing and hence the 

molecular dipole moment, we have carried out an additional calculation with the TIP3P 

model at a fixed density (i.e. in the NVT ensemble), equal to the experimental value at 298 K. 

Perhaps surprisingly, the resulting liquid dipole moment is only slightly larger than for the 

original NpT calculation; in fact, the two values are statistically equivalent. This indicates that 

the main limitation of the TIP3P model is related to its incorrect representation of the local 

structure of the liquid [114]. Indeed, it has been shown that TIP3P leads to a consistently 

poorer description of the radial and angular distribution functions in liquid water when 

compared with the other non-polarizable models used here [115]. The other three fixed-

charge models yield results that are all within statistical error of each other, reflecting their 

significantly more accurate representation of the local water structure and thermodynamic 

properties of the liquid.  

Table 4 – Dipole moments and polarization energies obtained from SCEE calculations with four 

different fixed-charge models. In all cases, the results are averages over 200 MD configurations with 

the B3LYP/DTZ level of theory and hydrogen optimization of the central molecule. For the TIP3P 

model, we also report results from an NVT simulation at the experimental density of water (termed 

TIP3P (NVT)). 

Model Method L (D)  (D) EElec (kJ/mol) EDist (kJ/mol) ETot (kJ/mol) 

SPC/E SCEE 2.81 ± 0.02 0.96 ± 0.02 -32.7 ± 0.5 32.0 ± 1.4 -0.7 ± 0.9 

TIP3P SCEE 2.72 ± 0.02 0.87 ± 0.02 -30.2 ± 0.4 24.2 ± 1.1 -6.0 ± 0.7 

TIP3P (NVT) SCEE 2.74 ± 0.02 0.89 ± 0.02 -30.5 ± 0.4 24.8 ± 1.0 -5.7 ± 0.6 

TIP4P2005 SCEE 2.81 ± 0.02 0.97 ± 0.02 -32.8 ± 0.4 32.1 ± 1.2 -0.7 ± 0.7 

TIP4P-FB SCEE 2.80 ± 0.02 0.96 ± 0.02 -32.4 ± 0.4 30.5 ± 1.1 -1.9 ± 0.7 
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Figure 6 – Liquid dipole moment distributions over 200 MD configurations obtained at the 

B3LYP/DTZ QM level with hydrogen atom optimization and using different classical models: (a) 

TIP3P; (b) TIP3P in the NVT ensemble at the experimental water density; (c) TIP4P2005; (d) 

TIP4P-FB (see also Figure 5a for the SPC/E model at the same conditions). The corresponding 

average dipole moment is included in each panel. 

 A major assumption of our SCEE method when using fixed-charge models in the MM 

part of the system is that the dipole moment of all surrounding molecules takes on the same 

value (as implied by the fixed-charge nature of those models). In reality, the dipole moment 

of each surrounding molecule will adopt a different value depending on the specific 

environment felt by that molecule. To test the validity of this assumption, we carried out 

SCEE calculations on 200 configurations obtained from MD simulations of a classical 
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polarizable model, SWM4-DP [48]. Because this model is based on the Drude oscillator 

approach, it allows us to vary the value of the average dipole moment of the surrounding MM 

molecules by simply applying a constant scaling factor to all the point charges (including 

those on the Drude oscillator) without changing the geometry. We then apply the SCEE 

approach described in Figure 1b using different values of the scaling factor, and find the self-

consistent value of the liquid dipole moment. Using this approach, we obtained a liquid 

dipole of 2.82 ± 0.05 D (i.e.  of 0.98 D), in perfect agreement with SCEE results obtained 

on configurations from all fixed-charge models except TIP3P. The dipole moment 

distribution (Figure S4) is also very similar to those obtained with the above-mentioned 

fixed-charge models. In other words, the assumption that all surrounding MM molecules have 

the same dipole moment does not adversely affect the outcome of the calculations. 

 With the information obtained from the methodological tests described above, we are 

in a good position to systematically compare our SCEE estimates of  against those of 

previous studies. As mentioned previously, EE calculations lead to significantly 

underestimated dipole moments compared to approaches like PE and SCEE, which take into 

account the polarization of the MM region. The precise magnitude of this underestimation 

depends on the details of the fixed-charge model used in the MM part; for example, the 

difference  between our EE and SCEE calculations is -0.18 D for SPC/E and -0.14 D for 

TIP3P. Furthermore, we observed that using an MM model that does not provide a realistic 

representation of the local water structure also leads to a systematic deviation; in this case, 

using TIP3P instead of the more accurate SPC/E model underestimates  by -0.09 D (or -

0.07 D if the TIP3P simulations are run at constant experimental density). It was also clear 

from our studies that when the structure of the QM molecule was kept fixed, as in the 

majority of previous studies, the dipole shift was underestimated by -0.08 D compared to 

calculations where the hydrogen atoms were allowed to relax. 

 We found that all previous studies suffered from at least one of the shortcomings 

described above, even when the level of theory employed in the QM calculations was 

sufficiently accurate. Using the values from the above paragraph as correction terms, we can 

bring several previous results into close agreement with our SCEE calculations. Table S2 

presents a comprehensive analysis of previous QM/MM results after applying these 

corrections. Here, we concentrate on a few particular examples representing the “best 

estimates” obtained with different QM/MM approaches. For example, the best estimate of 
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Tuñón et al. was  = 0.68 D obtained from an EE calculation using TIP3P in the NVT 

ensemble without geometry optimization [54], which translates into  = 0.97 D when we 

take into account the corrections for MM polarization (0.14 D), the choice of MM model 

(0.07 D) and the QM geometry relaxation (0.08 D). Tu and Laaksonen [58] used a similar 

methodology (EE with TIP3P in the NVT ensemble, no optimization) and obtained  = 0.65 

D, which yields  = 0.94 D after applying the same corrections. The results of Coutinho et 

al. [62] are more difficult to compare because they used the TIP5P water model, which was 

not considered here. Nevertheless, if we assume that it leads to a reasonable representation of 

liquid water, hence no correction for the MM model is needed, we still need to correct their 

best value of  = 0.74 D for polarization and geometry relaxation, which yields  = 0.96 

D.  

 Previous PE studies on liquid water report systematically higher dipole shifts than EE 

calculations, as expected, but they still tend to be somewhat lower than our SCEE estimates. 

However, the central QM water molecules were held rigid in all of those calculations. 

Particularly relevant are several systematic PE calculations on water from a series of studies 

by Michelsen and co-workers [72-77] using CC methods. Their best estimate of the dipole 

moment shift, using CCSD with the d-aug-cc-VTZ basis set, large water clusters and 

sampling over 500 configurations, is  = 0.86 D [77]. After correcting for lack of geometry 

relaxation of the central QM molecule, this becomes  = 0.94 D, again in very close 

agreement with our SCEE calculations. The values reported by Sánchez Mendoza et al. [68, 

69] need to be corrected for both geometry relaxation and the choice of MM model, since 

they sampled the liquid configurations using TIP3P in the NPT ensemble. Their best estimate 

of  = 0.81 D [69] becomes  = 0.98 D after correcting for both those shortcomings. 

Finally, the value of  = 0.77 D reported by Tu and Laaksonen [71] becomes  = 0.95 D 

after correcting for lack of geometry relaxation (0.08 D), for using the TIP3P model at 

constant density (0.07 D), and for self-consistently iterating the MM point charges instead of 

the dipole moments (we estimate this deviation as 0.03 D based on our calculations reported 

in section 3.1). 

3.4 Polarization energies 

 In this section, we analyze the different contributions to the polarization energy that 

arise from our SCEE calculations. Because the liquid phase multipole moments and the 

energy contributions calculated with each of the SPC/E, TIP4P2005, and TIP4P-FB models 
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are all statistically indistinguishable (see Table S1), we have decided to compile together all 

the data obtained with those three models, at the B3LYP/DTZ level of theory. We note that 

this was only for the purpose of improving the statistical sampling, since we are now able to 

analyze a total of 600 independent configurations. We start by analyzing collected statistics 

for the main multipole moments of liquid water and their shifts with respect to the vapor 

phase. The dipole moment vector can be reduced to a single scalar value that is independent 

of the origin of the coordinate system due to the symmetry of the water molecule. This 

symmetry also means that the non-diagonal elements of the quadrupole tensor should be zero 

(or at least negligible compared to the other components). One of the non-zero diagonal 

components can be related to the other two by rendering the quadrupole tensor traceless, 

leaving us with two independent quadrupole components for water – we use the 

nomenclature Q0 for the minor quadrupole term and QT for the major quadrupole term. 

Contrary to the dipole moment, the quadrupole terms are dependent on the choice of origin. 

In this work, they were calculated after rotating each of the central water molecules to the 

same Cartesian reference frame, centered on the oxygen atom. Further details regarding these 

calculations are reported in our previous publication [9]. 

 

Figure 7 – Distributions of the shifts (i.e. difference between liquid and gas) in multipole moments of 

water: (a) dipole moment, (b) minor quadrupole moment, Q0, and (c) major quadrupole moment, QT. 

Results were sampled over 600 configurations obtained with the SPC/E, TIP4P2005 and TIP4P-FB 

models, using SCEE at the B3LYP/DTZ QM level of theory with hydrogen atom optimization. The red 

lines show the best fit of each distribution to a Gaussian expression. 

 Figure 7 shows the overall distribution (over all 600 configurations) for the shifts in 

dipole moment as well as for the two quadrupole components. The corresponding average 

values are reported in Table 5. For all multipole components, it can be seen that the 

distributions are not exactly Gaussian-shaped, but are somewhat skewed, showing a small tail 

extending to larger values. This slight asymmetry has not been observed in previous AIMD 
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calculations of the water dipole moment [23-26, 31-34, 116, 117], and is possibly due to the 

fact that the geometry of the central molecule is optimized in the SCEE method for each 

configuration. In terms of the average values, all of the multipole moments are significantly 

enhanced with respect to the vapor. Although the absolute values of the quadrupole moments 

in the vapor are underestimated with respect to experimental values (Q0 = 0.11 D.Å; QT = 

2.57 D.Å [16]), it is nevertheless relevant to compare the shifts to previous studies in the 

literature. The average shifts in the dipole and minor quadrupole moments are very close to 

our recent analysis [9] based on high quality AIMD trajectories [34], which yielded  = 

1.02 D and Q0 = 0.19 D.Å. However, the shift in the major quadrupole moment is much 

lower in our SCEE calculations (QT = 0.46 D.Å) than in the AIMD data (QT = 0.75 D.Å). 

It is, nonetheless, of the same order as values reported by Niu et al. [118] from other 

QM/MM calculations. The reason for the discrepancy in the major quadrupole shift between 

QM/MM and AIMD is unclear at this point, although it could be related to any ambiguities in 

partitioning the electron density of each molecule when analyzing data from AIMD.  

Table 5 – Main multipole moments for the water molecule in the liquid phase, in the gas phase, and 

the corresponding shift. Liquid results are averages over 600 SCEE calculations from configurations 

obtained with the SPC/E, TIP4P2005 and TIP4P-FB classical models using the B3LYP/DTZ level of 

theory with hydrogen atom optimization, while vapor results were obtained from a single full 

optimization at the same level of theory. 

 Vapor Liquid Shift 

 (D) 1.85 2.81 ± 0.2 0.96 ± 0.2 

Q0 (D.Å) 0.04 0.25 ± 0.1 0.21 ± 0.1 

QT (D.Å) 1.67 2.13 ± 0.2 0.46 ± 0.2 

 

 We have also carried out a statistical analysis of the geometry of the central water 

molecule after being polarized by the surrounding environment. Using our SCEE method, we 

obtained an average bond length of 0.98 Å and an average angle of 105º (both distributions 

are shown in Figure S5). As expected, due to the formation of hydrogen bonds with 

surrounding molecules (here represented by point charges), the O-H bond length is elongated 

with respect to the experimental gas-phase value of 0.957 Å [119], while the H-O-H angle is 

slightly widened compared to the experimental gas-phase angle of 104.5º [119]. In this 

context, it is interesting to note that McGrath et al. [117] have demonstrated, through AIMD 

calculations, the existence of a correlation between the dipole moment enhancement in the 
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liquid phase and the degree of tetrahedral order of the molecule, as well as the number of 

hydrogen bonds formed with adjacent neighbors. 

 In Table 6, we show average results for several energy components, calculated as 

described in section 2. We also report results for the distortion, electronic and polarization 

correction energies obtained from approximate analytical formulas. To obtain these 

approximate estimates, we followed the same procedure as in our previous work [9], where 

full equations and computational details are presented. In short, the electronic contribution 

was calculated from a Kirkwood-Onsager [2, 3] solvation model in a surrounding continuum 

with a dielectric constant equal to the high-frequency dielectric constant of water (1.776), 

using only the dipole moment (labelled “Dipoles”) or both dipole and quadrupole moments 

(labelled “Dipoles + Quadrupoles”). For these calculations, we used a fixed cavity radius of 

1.554 Å, corresponding to the experimental molar volume of the liquid. Similarly, the 

distortion contribution was estimated from the Swope expressions [105], either by taking into 

account only the dipole moment difference between vapor and liquid (labelled “Dipoles”), or 

taking into account the distortion of both dipoles and quadrupoles (labelled “Dipoles + 

Quadrupoles”). In all calculations, we made use of experimental or high-level QM data for 

the dipole and quadrupole polarizability matrices, the gas-phase multipole moments, and the 

static and high-frequency dielectric constants of water.  

Table 6 – Liquid phase energy contributions for water, in kJ/mol. Results are averages over 600 

SCEE calculations from configurations obtained with the SPC/E, TIP4P2005 and TIP4P-FB classical 

models using the B3LYP/DTZ level of theory with hydrogen atom optimization. For some of the 

energy components, we also report results obtained using analytical approximations (see text and [9] 

for details). 

 SCEE Dipoles Dipoles + Quadrupoles 

EDist 31.6 ± 1.4 21.6 ± 1.1 27.0 ± 1.3 

EElec -32.6 ± 0.5 -6.9 ± 0.1 -31.2 ± 0.5 

ECorr -1.0 ± 1.5 14.6 ± 1.1 -4.2 ± 1.8 

EInt -89.8 ± 2.6 -- -- 

EStab -62.2 ± 2.7 -- -- 

EPol -30.6 ± 3.0 -- -- 

 The first observation that can be made from Table 6 is that the magnitude of the 

stabilization energy is approximately twice that of the distortion energy. In other words, the 

favorable interaction energy gained by polarizing the central water molecule to a liquid-state 
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wave function is about twice the unfavorable energy necessary to distort the wave function 

from a vapor to a liquid state. This can be confirmed in Figure S6, which plots individual 

values of EStab against -2EDist. The values fall very close to the diagonal, with only a slight 

deviation observed for configurations of very low energy. This relationship has been 

predicted from linear response theory and observed in previous studies of polarization 

energies [107, 108]. However, it is important to note that the magnitude of the individual 

contributions was significantly lower in those studies, since they applied SCRF methods or 

QM/MM with semi-empirical approaches, which significantly underestimate the extent of 

liquid phase polarization as discussed above. As a result of this relationship, the total 

polarization energy (which is just the sum of the stabilization and distortion contributions) is 

negative and substantial, amounting to about a third of the total interaction energy per 

molecule.  

 The balance between the distortion component and the purely electronic component 

of polarization, i.e. the interaction between the polarized central molecule and the electronic 

degrees of freedom of the surrounding liquid, is of particular interest in the context of force 

field development [13]. This is because they account for the two missing elements in 

simulations that make use of classical non-polarizable models [8], and hence yield a 

polarization correction that can be applied to phase-change energies and free energies [9] to 

improve agreement with experiment and force field transferability. Our SCEE results show 

that those two contributions have opposite sign and very similar magnitude, so that the total 

polarization correction is very close to zero (in fact, it is zero, within statistical uncertainty). 

This confirms previous assertions by ourselves [9] and others [44], now making use of a more 

accurate procedure for estimating the two separate contributions, and confirms that 

predictions of vaporization enthalpies and hydration free energies using fixed-charge water 

models are biased if only the distortion correction is applied. 

 Finally, it is interesting to assess to what extent approximate analytical expressions 

are able to predict the distortion and electronic contributions of polarization. In Figure 8a, we 

plot EDist against the dipole moment shift for each individual configuration, both from SCEE 

and from the Swope [105] formulas. A similar plot for EElec, but using the liquid dipole 

moment as the x-axis, is shown in Figure 8b, while the net polarization correction is analyzed 

in Figure 8c. As expected, the distortion correction tends to zero as the liquid dipole becomes 

closer to the gas-phase dipole and shows an approximately quadratic dependence on the 

dipole shift. This dependence is exact for the dipole formula, but both the SCEE results and 
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the approximation of Swope et al. [105] with dipoles and quadrupoles show some 

fluctuations. This is because the latter also take into account distortions of higher order 

multipole moments, up to quadrupoles for the Swope approximations and up to infinity for 

SCEE, since it calculates the distortion energy from differences in the total molecular wave 

function. Both analytical approximations somewhat underestimate the magnitude of the 

energy, but by including the quadrupole distortion the agreement is significantly improved. 

This suggests that, as conjectured in our previous work [9], multipole moments beyond the 

quadrupole have very small contributions to the distortion energy.  

 Similar conclusions can be drawn from analyzing the electronic contribution to the 

polarization energy (Figure 8b). The dependence is now approximately quadratic with respect 

to the liquid dipole moment (not the shift), and the energy tends to zero as L ~ 0. The 

underestimation of the energy magnitude by the simple dipole formula is, however, much 

larger than observed for the distortion correction. Consequently, the total correction estimated 

by assuming that only dipole moments are important is much more positive than the results of 

our SCEE calculations (Figure 8c). The results from the Kirkwood-Onsager model including 

up to quadrupole moments provide an excellent approximation of the SCEE data. Once more, 

this suggests that higher order multipole contributions, beyond the quadrupole, are negligible 

for water. Taken together, the two approximations that go up to quadrupole moments are able 

to capture the trend of the overall polarization correction very well (Figure 8c), despite a 

small underestimation at high dipole moments that leads to a slightly more negative 

correction term.  
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Figure 8 – Polarization energy contributions as a function of the liquid phase dipole moment for 600 

configurations obtained with the SPC/E, TIP4P2005 and TIP4P-FB models (points for each separate 

model are denoted by different symbols): a) Distortion energy; b) Electronic polarization energy; c) 

Total polarization correction. SCEE results used the B3LYP/DTZ QM level of theory with hydrogen 

atom optimization. The analytical approximations were based on the expressions of Swope et al. 

[105] for the distortion energy and on the Kirkwood-Onsager [2, 3] solvation model for the electronic 

polarization energy. 

3.5 Other state points 

 After an in-depth analysis of liquid water at ambient conditions, we now apply SCEE 

to two additional state points: i) liquid water at elevated temperature; ii) ice Ih. The optimal 

set-up determined above was applied in both cases, i.e. B3LYP/DTZ level of theory, 

optimization of the hydrogen atoms of the central water molecule, cluster radius of 1.5 nm, 

averaging over 200 configurations. For the high-temperature calculation, we selected the 

TIP4P2005 model for configurational sampling, set the temperature of an NVT ensemble 

simulation at a value of 500 K and kept the density identical to the equilibrium value for that 

model at 298 K (i.e. 997.04 kg/m
3
). This was done in order to isolate the effect of 

temperature from that of density, and to enable comparison to a previous AIMD study of 

Dyer and Cummings [40]. For the ice Ih calculation, we generated 200 independent proton-

disordered configurations using the software GenIce of Tanaka and co-workers [120] and 

considering different random seeds. The resulting dipole moment distributions obtained from 

SCEE calculations are shown in Figure 9, while Table 7 reports the average dipole moments 

and polarization energy contributions for each case. 

 

Figure 9 – Liquid dipole moment distributions over 200 configurations of water for different state 

points: (a) liquid water at 298 K sampled with TIP4P2005 in the NPT ensemble (average density of 

997.04 kg/m
3
); (b) liquid water at 500 K sampled with TIP4P2005 in the NVT ensemble (constant 

density of 997.04 kg/m
3
); (c) ice Ih, with configurations sampled using GenIce [120]. The 

B3LYP/DTZ level of theory was employed with optimization of water hydrogens. 
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Table 7 – Average liquid phase dipole moments and polarization energies for water at different state 

points. Results are averages over 200 SCEE calculations, with configurations obtained with the 

TIP4P2005 model for the liquid and with GenIce [120] for ice Ih, using the B3LYP/DTZ level of 

theory with hydrogen atom optimization. 

 TIP4P2005 (298 K) TIP4P2005 (500 K) Ice Ih 

 (D) 2.81 ± 0.04 2.64 ± 0.05 2.92 ± 0.01 

EDist (kJ/mol) 32.1 ± 2.3 22.9 ± 2.3 70.2 ± 0.8 

EElec (kJ/mol) -32.8 ± 0.8 -29.0 ± 0.9 -45.2 ± 0.3 

ECorr (kJ/mol) -0.6 ± 1.5 -6.1 ± 1.4 24.9 ± 0.5 

 

 Our results show that increasing the temperature by ~200 K causes a statistically 

significant decrease in the liquid dipole moment. We obtained a difference of 0.17 D, which 

is consistent with the difference of ~0.2 D observed by Dyer and Cummings in their AIMD 

calculations [40]. We note also that other theoretical studies have also shown a decrease in 

the dipole moment of water with temperature, although in most cases the density was also 

changing [34, 116, 117, 121]. We can also see that the distribution of dipole moments is 

somewhat wider for 500 K (cf Figures 9a and 9b), which reflects the higher degree of thermal 

fluctuations in the high-temperature liquid. An interesting observation can be seen in the 

polarization energies – while both the distortion and the electronic contributions decrease in 

magnitude, the effect of temperature is more significant for the distortion energy. As a 

consequence, the overall polarization correction is now significantly more negative (and 

statistically distinct from zero). This suggests that predictions of phase-change energies (e.g. 

enthalpy of vaporization) from simulations using fixed-charge force fields may require 

polarization corrections that are state-dependent. We aim to carry out a more in-depth 

analysis of this effect, and will report on our results in due course. 

 As for ice Ih, our SCEE calculations yield a dipole moment of 2.92 D, which is 0.11 

D higher than in the liquid state at room temperature, in qualitative agreement with previous 

theoretical studies [37, 122]. This shows that the three-dimensional ordered structure of ice 

leads to a statistically significant increase in the molecular dipole moment. This observation 

is also consistent with discrete changes in the dielectric constant of water when changing 

from liquid to solid state and suggests, as argued by Vega and co-workers [10, 114, 123], that 

one should not expect a simple fixed-charge model to be able to describe dielectric properties 

of both ice and liquid water. As expected, the conformational fluctuations in the ice structure 

are much less pronounced than in the liquid, leading to a dipole distribution (Figure 9c) that 
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is much narrowed than those obtained for the liquid state and to a much lower statistical error 

(Table 7). Regarding the polarization energies, our calculations indicate that the distortion 

energy increases dramatically relative to the liquid, i.e. the water molecule wave function is 

significantly more disrupted when transferring from the gas to the solid than when 

transferring from the gas to the liquid state. Although the electronic contribution also 

increases in magnitude, the polarization correction is now dominated by the distortion energy, 

and is significantly positive. This is relevant information for those attempting to predict 

sublimation enthalpies and free energies from fixed-charge molecular models of water. 

4. Conclusions 

 In this paper, we presented a new QM/MM approach for representing polarization in a 

liquid phase that satisfies the five key criteria described in the introduction: 1) the central 

molecule is polarized by the electric field of the surrounding molecules; 2) the surrounding 

molecules are polarized by the presence of their neighbors, including the central molecule; 3) 

the structure of the liquid, in terms of molecular arrangements, is correctly described; 4) an 

adequate statistical sample of liquid-phase fluctuations at the relevant temperature is carried 

out; 5) the electronic properties of the central molecule are decoupled from those of adjacent 

molecules. Our Self-Consistent Electrostatic Embedding (SCEE) approach is based on a 

relatively small number of computationally inexpensive electrostatic embedding calculations 

with different values of surrounding charges, so that the dipole of the central molecule can be 

determined self-consistently. We carried out a systematic test of methodological parameters 

and a thorough comparison with previous studies in the literature, leading to the following 

conclusions: 

 The level of theory of the QM calculation on the central molecule must be able to 

accurately predict the gas-phase dipole moment and the polarizabilities, otherwise 

Criterion 1 is not satisfied. Most hybrid, double-hybrid and meta-GGA DFT 

functionals yield good results [100, 101], as do higher-level wave-function methods 

like MP2 and CC. However, lower-level methods like HF, LDA or GGA DFT 

functionals, as well as semi-empirical approaches, are much less reliable and 

underestimate the dipole moment shift from vapor to liquid. Similarly, the basis set 

needs to be large enough and include diffuse functions so that dipole moments are 

accurately predicted. However, within the subset of “good enough” functional/basis 

set combinations, the results for the dipole moment shift and polarization energies are 
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not very sensitive to that particular choice – for example, we estimate a maximum 

uncertainty of 0.05 D on the liquid dipole moment arising from the choice of QM 

method. Overall, we recommend the use of B3LYP/aug-cc-VTZ as a good 

compromise between accuracy, computational speed and general availability. 

 A sufficiently large cluster of surrounding MM molecules must be considered to 

satisfy Criteria 1 and 3. We observed that our results converged beyond a cut-off 

radius of ~1.2 nm, in broad agreement with previous observations. This radius may 

need to be extended for larger molecules than water, and we intend to test this in the 

future. Adding a dielectric continuum beyond the MM cut-off sphere was found to 

yield only a minor increase in the liquid dipole moment of small clusters, at a 

dramatic increase in computational expense. We found this to be unnecessary, as 

using a large enough cluster of surrounding molecules effectively accounts for long-

range effects on the polarization of the central molecule. 

 Allowing the hydrogen atoms of the central molecule to relax was found to lead to a 

statistically significant increase in the liquid dipole moment and is therefore necessary 

to obtain accurate results, at least for the water models considered here. This may be 

related to the fact that the water configurations were obtained from MD simulations of 

rigid classical models. We intend to assess if this conclusion still applies for other 

molecules described through flexible potentials. It is important to remark that the vast 

majority of previous QM/MM calculations on water have not allowed for geometry 

relaxation; this at least partly explains why they have yielded liquid dipole moments 

that are systematically lower than those obtained from AIMD simulations, which 

explicitly allow for geometry relaxation. 

 A sufficient number of liquid state configurations need to be sampled to obtain 

converged results. We found that Criterion 4 was satisfied if at least 150 statistically 

uncorrelated configurations were sampled, although we recommend using more 

configurations to increase statistical precision. 

 The classical molecular model used to obtain liquid configurations needs to provide a 

realistic description of the local structure and thermodynamic properties (e.g., density) 

of liquid water. When this is not the case (e.g., TIP3P model), Criterion 3 is not 

obeyed and the liquid dipole moment is underestimated. Many previous QM/MM 

calculations used TIP3P and hence report lower dipole moments than estimated with 
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more accurate models. Our SCEE calculations yielded consistent results for three 

different water models (SPC/E, TIP4P2005 and TIP4P-FB), all of which provide a 

reasonable description of the liquid state. Therefore, it appears that the results are not 

very sensitive to the choice of model, as long as it is sufficiently realistic. 

Furthermore, statistically identical results were obtained when configurations were 

sampled from a polarizable model, where the dipole moments of surrounding MM 

molecules can take on different values, supporting the use of the much less 

computationally demanding fixed-charge models. 

 Standard electrostatic embedding calculations, where the surrounding MM charges 

are held fixed at the same values as in the classical non-polarizable model, 

significantly underestimate the degree of polarization of the central molecule. It is 

thus necessary to allow the MM charges to respond self-consistently to the presence 

of surrounding molecules (Criterion 2), as done in our SCEE approach and in PE 

calculations. 

 We observed that previous QM/MM calculations on liquid water suffered from at 

least one (often more) of the methodological limitations discussed above. When these 

are accounted for, the results of previous studies are consistent with our SCEE 

calculations.  

 Overall, we observed that when a water molecule is transferred from the gas to the 

liquid phase, its dipole moment increases by ~0.95 to ~1.00 D. This increase is consistent 

with previous estimates from AIMD and experiment, which are between 0.95 and 1.05 D. 

The two quadrupole moment components are also enhanced in the liquid phase. This has 

several implications for classical force field development. For instance, the significant 

enhancement of the liquid dipole moment supports previous assertions by ourselves [11, 13, 

124] and others [8, 10, 43, 123] that classical fixed-charge models should not be expected to 

yield accurate predictions of the static dielectric constant of water, which depends on the 

dipole moment surface of the system. Instead, one needs to apply a correction for the fact that 

the dipole moment of fixed-charge models (normally between 2.2 and 2.4 D) is actually an 

effective value that is scaled down with respect to the real liquid phase dipole moment (of 

around 2.8 to 3.0 D) [8, 10, 11, 44]. This also means that point charges obtained from SCEE 

(or any other QM-based approach to describe the liquid state) should not be used directly in 

fixed-charge force fields. Instead, the charges that best describe the liquid-state PES for non-
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polarizable models are more likely to lie somewhere between gas-phase and liquid-phase 

charges, as proposed in recent studies [12, 13, 44-46]. This suggests, therefore, that it may be 

possible to obtain a set of charges from SCEE that represent the real liquid dipole moment, 

and then scale them by a constant factor to provide “effective” charges for a fixed-charge 

force field. We are currently testing this possibility for molecules with different functional 

groups, and will report on those results in the near future. 

Our SCEE approach, like other QM/MM methods, has the significant advantage over 

AIMD of easily satisfying Criterion 5. Taking advantage of this fact, it becomes 

straightforward to estimate different energetic contributions to the polarization process by 

carrying out single-point energy calculations under different conditions. Our results confirm 

that the energetic gain obtained from polarizing the molecule in the liquid phase (i.e., the 

stabilization energy) is approximately twice the magnitude of the energy lost due to distorting 

the molecular wave function (i.e., the distortion energy). The latter, however, is almost 

entirely compensated by the purely electronic component of polarization, i.e. the interaction 

energy between the polarized molecule and the fluctuating electron clouds of the surrounding 

liquid. Because those two terms (distortion and electronic) are missing in non-polarizable 

classical potentials, they can be added post facto to predictions of phase change energies 

(e.g., vaporization enthalpy and hydration free energies) [13]. In future work, we intend to 

estimate these energy contributions for several other molecules in the liquid state, to assess if 

the almost exact compensation observed for water is a general feature, or if, instead, it varies 

with the degree of polarity of the liquid. Furthermore, we aim to extend the current 

implementation of the SCEE method to deal with solutions, where solute and solvent have 

different identities, by adopting an approach along the lines reported by Georg et al. for 

solvation of acetone in water [125]. 

List of Acronyms:  

AIMD – Ab Initio Molecular Dynamics 

CC – Coupled Cluster 

DFT – Density Functional Theory 

EE – Electrostatic Embedding 

GGA – Generalized Gradient Approximation 

HF – Hartree-Fock 

MD – Molecular Dynamics 
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MLWF – Maximally Localized Wannier Functions 

MM – Molecular Mechanics 

MP2 – Moller-Plesset 2
nd

 order perturbation 

PE – Polarized Embedding 

PES – Potential Energy Surface 

QM – Quantum Mechanics 

SCEE – Self-Consistent Electrostatic Embedding 

SCF – Self-Consistent Field 

SCRF – Self-Consistent Reaction Field 
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calculations in Gaussian. Additional figures to support the discussion in the main paper. 

Table containing a detailed analysis of liquid water dipole moments reported in previous 

QM/MM studies. 
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Highlights: 

 

 New method (SCEE) to quantify the extent of polarization in molecular liquids. 
 Dipole moment of water is enhanced in the liquid phase by about 1.0 D. 
 Distortion and electronic polarization contributions cancel out. 
 SCEE can be used to estimate polarization corrections in non-polarizable force fields. 
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