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Abstract 

Electromagnetic generators are widely used to power both small-scale and large-scale devices. They are 
suitable to operate as self-powering technologies, allowing customizable upscaling and downscaling, 
ensuring low production and maintenance costs, and even able to integrate into hybrid solutions. As their 
architectures are well-suited to power a broad range of multifunctional devices, their performance 
optimization is a research topic of utmost importance. Their performance, strongly dependent on the 
frequency and amplitude of mechanical excitations and hysteretic behaviors, still needs to be improved. In 
this paper, a theoretical and experimental study is provided to demonstrate the effectiveness of a new 
concept of self-adaptive electromagnetic generator. An instrumented generator using a magnetic levitation 
architecture was implemented using a stepper motor, an accelerometer and a processing system. Self-
adaptability was realized by changing the generator’s effective length and resonance frequency as a function 
of the mechanical excitation characteristics. Considering the power consumption of instrumentation, output 
power gains around 30% were achieved under conditions of harmonic inputs with time changing 
frequencies and amplitudes. These are very promising results that highlight the potential of self-adaptive 
energy harvesting technologies for opening new research directions towards the emerging of a new line of 
highly sophisticated autonomous generators. 
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1. Introduction 
The development of high-performance energy harvesting technologies is a worldwide cutting-edge 

research topic for both small-scale and large-scale powering [1-3]. Remote sensors and/or actuators [4], 
mobile devices [5], portable and wearable systems [6], and intracorporeal biomedical devices [7, 8] are 
some examples of using self-powering technologies for ever-increasing small-scale harvesters. Battery-free 
solutions have been proposed for the cases when high energy demanding stand-alone operations are not 
needed, which is increasingly common due to the multifunctionality of a large number of actuators, sensors, 
communication and processing systems [9, 10]. Besides, their replacement must be significantly minimized, 
mainly in bioelectronic intracorporeal medical devices, not only to avoid unnecessary risks related to 
surgical procedures, but also to avoid battery malfunctioning (currently around 20%) [11]. Hence, 
promising energy harvesting technologies are those that will support long-term and intensive monitoring 
and actuation operations, processing of dynamic control and complex artificial intelligence algorithms, as 
well as short periods for data transmission/receiving [12-14]. Concerning large-scale powering, huge 
challenges must be addressed: even though the average annual consumption growth rate is estimated to 
surpass 1% per year up to 2050 [15], 90% of conventional non-renewable energy sources must be reduced 
over the next three decades, such that the global temperate rise keep below 2°C [16, 17]. Many relevant 
advances have been carried out in renewable energy systems [18-20]. Even so, they are not enough to 
overcome the limitations of intermittency of some renewable sources, such as wind and sun, and/or the 
significant time-varying mechanical excitations provided by wind and ocean energy, among others sources 
[21, 22]. If energy sources are intermittent, energy production costs are high, as complex grid management, 
expensive energy transduction mechanisms and energy storage systems are required [23]. If energy 
generators are designed to generate energy from non-intermittent sources: (1) high maintenance costs must 
be supported, as their energy transduction systems requires complex machinery (such as turbines, oleo-
hydraulic systems and transmission systems); (2) low generation performance is obtained, as current non-
intermittent renewable energy systems are not able to carry out performance adaptation to varying 
mechanical excitations [24, 25]. 

Many transduction mechanisms have been developed to convert the ubiquitous mechanical energy 
surrounding us to electric energy, among which one must highlight the piezoelectric [26, 27], 
electromagnetic [1, 28], and triboelectric [3, 29]. Electromagnetic harvesting is a unique technology 
because it is scalable from small- to large-scale [29-31]. Unlike triboelectric and piezoelectric harvesting, 
electromagnetic harvesters behave as low voltage sources with low internal impedance and high short-
circuit currents [24, 32], which is essential to provide self-powering ability for a wide range of devices [28]. 
Moreover, electromagnetic energy harvesting systems using magnetic levitation architectures are recent 
disruptive technologies with a non-complex design that require low maintenance costs and provide stable 
performance over long harvesting time [28]. Although these are prominent features, this work claims that 
the most useful one is self-adaptability: so that their architectures can be automatically tuned to optimize 
the harvester length as a function of time-varying external power source dynamics driving the harvesters. 
This feature is of utmost importance as these electromagnetic harvesters exhibit highly nonlinear behaviors 
with resonant (excitation frequency matching the natural harvester resonance frequency) and hysteretic 
dynamics [24, 33]. Indeed, the geometric optimization prior to fabrication is by far not sufficient to ensure 
optimized performance throughout their operation. The problem remains critical even if alternative designs 
are used, such as multimodal architectures (array assemblies, i.e. chain or network of resonant structures), 
multi-stable architectures (n-stable harvesters) or hybrid architectures (such as electromagnetic-
triboelectric generators) [30, 34-36]. In this paper, we propose an instrumented electromagnetic generator 
(EMG) for optimized self-adaptive performance. Instrumentation comprises: (i) an accelerometer to 
monitor the mechanical excitations driving the harvester; (ii) a stepper motor to change the harvester length 
by changing the distance between non-levitating magnets; (iii) a processing system with a microcontroller 
and conditioning circuitry to manage and control the entire system. We demonstrate here that this self-
adaptive instrumented electromagnetic harvester provides significant performance gains. Successful 
simulation and experimental results will most likely trigger the development of a new era of highly 
sophisticated energy harvesters that are urgently required for emerging hybrid technologies. 
 
2. Results 
2.1 Structural design overview. An EMG prototype was developed comprising a hollow cylindrical 
structure, two multi-layer coils connected in series and three cylindrical annuli hard-magnetic elements, 
with a central stacked levitating-magnet experiencing levitation by opposite poles facing each other. 
Instrumentation was incorporated within the EMG for adaptive performance by controlling the distance 
between fixed magnets as a function of time-varying patterns of mechanical power sources externally 
exciting the harvesters. This instrumented harvester includes an accelerometer, a microcontroller, and a 
step motor to axially move one of the non-levitating magnets to an optimal position, by means of an open-
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loop control system, as illustrated in Fig. 1a-e. The aperture parameter describes the distance between the 
fixed magnets, ranging between 0 and 40 mm, corresponding to distances between 60 and 100 mm, as 
shown in Fig. 1c. The levitating stack dynamics was also monitored using an ultrasonic sensor by measuring 
the axial distance to the tip of a thin inertial guiding rod coupled to the magnet. Overall, the simple linear 
shaped generator permits a straightforward optimization of the relative position between levitating-magnet 
and coils for maximum magnetic flux change. Two separate coils were used to maximize the effective 
electromechanical (EM) coupling with the levitating-magnet over all of its axial positions. A relatively 
large number of windings for the coils was employed to enhance the output energy conversion efficiency 
and voltage. 

 

 
Fig. 1: (a) Instrumented harvester photo; (b) Photo-realistic view (1 – non-levitating magnet; 2 – levitating-
magnet; 3 – adaptive non-levitating magnet; 4 – ultrasonic sensor; 5 – actuating stepper motor; 6 – 
container; 7 – coil); (c) Cross-sectional view; (d) Diagram representing the open-loop control approach 
using data from the mechanical excitation dynamics; (e) Custom experimental platform and adaptive 
electromagnetic energy harvester (8 – accelerometer and microcontroller); (f) Translations and rotations of 
the cylindrical container and levitating-magnet (ℬ ), in relation to a time-independent reference 
configuration (ℬ ), in inertial and non-inertial frames. 
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2.2 Model from first principles. The fundamental operation of levitating EMGs is based on the 
phenomenon of electromagnetic induction or the generation of an electromotive force in a wire loop by a 
changing magnetic flux from a moving magnet. According to Lenz’s law, the generated electric currents 
produce magnetic fields opposing the change of the magnetic flux, thus providing a force opposing its 
relative motion (i.e., damping) by the conservation of momentum. Therefore, the generators convert part 
of the kinetic energy of its moving parts into electrical energy in the form of currents and voltages in an 
external circuit. The relationship between EM parameters can be derived using classical electrodynamics 
and rigid body dynamics, most generally described by Maxwell’s equations, Lorentz force and balance 
laws for mass, momentum, and energy [24]. 

As shown in Fig. 1f, we consider a cylindrical material system to model the transduction mechanism of 
the EMG, whose points in a reference configuration are described in an inertial frame, with Cartesian 
coordinates and basis vectors 𝑬  centered at the geometric center of the cylinder (𝐸  pointing along the 
rotational axis of symmetry), by the time-independent position vector 𝑿. In a time-dependent frame with 
orthonormal basis vectors 𝒆 (𝑡), also centered at the geometric center of the cylinder, which follows its 
movement in space, the current position of the reference point is given by 𝒙 = 𝜒(𝑿, 𝑡). The basis vectors 
can be related through a 𝑹 unitary rotation matrix (using Einstein’s summation convention: upper case 
indexes for the vector components in the inertial frame and lower case indexes for the components in the 
non-inertial frame): 𝒆 (𝑡) = 𝑅 (𝑡)𝑬 . The current position coordinates in each referential system are thus 
related by: 
 

𝑦 = 𝑅 𝑥 + 𝑇 , (1) 
 
where 𝑻(𝑡) is a translation vector. Assuming the levitating-magnet as a rigid body constrained to 
unidimensional translations in the 𝒆  direction, the points in its interior can be described by: 
 

𝑥 = 𝛿 𝑋 + 𝛿 𝛿, (2) 

 
where 𝛿 is the displacement, i.e. the axial position of the geometric center of the levitating-magnet in 
relation to the center of the container (∫ 𝑋 𝑑𝑉  = 0, by definition), and 𝛿  is the Kronecker delta symbol. 
Combining these two expressions with the balance of linear momentum equation for a rigid body in the 
inertial frame (∫ 𝜌 �̈�𝑑𝑉 = 𝑭) results in: 
 

𝑅 �̈� + (𝑅 𝛿)̈ + 𝑅 �̈� 𝑋 = 𝐹 /𝑚, (3) 

 
where 𝑋  is the center of mass of the levitating-magnet (and guiding rod) in the reference configuration, 
𝐹  are the components of the external forces and 𝑚 is the magnet mass. Expressing the rotation matrix in 
terms of intrinsic 𝑧‒ 𝑥 ‒ 𝑧  Euler angles 𝛼, 𝛽, 𝛾 to describe the container position in space at a given time 
(Fig. 1f) and assuming the center of mass position is along 𝑬 : 𝑋 = 𝛿 𝑋 , simplifies the dynamic 
equation in the axial 𝑖 = 3 direction to: 
 

𝑚�̈� = 𝐹 + 𝐹  (4a) 

𝐹 = 𝑚 −cos(𝛽)𝛿 �̈� + sin(𝛽) cos(𝛼)𝛿 �̈� − sin(𝛽) sin(𝛼) 𝛿 �̈� + �̇� +

sin (𝛽) �̇� (𝛿 + 𝑋 ) , 
(4b) 

 
where 𝐹  is the equivalent inertial force applied to the levitating-magnet. In operation, external forces 
applied to the container ( 𝐹 = 𝑀�̈� + 𝐹 , with 𝑀 the mass of the container) compels it to move in space 
and, in the non-inertial frame of reference of the container, the levitating-magnet is subjected to resulting 
inertial forces [28, 37, 38]. The form of this force (equal to −𝒆 . 𝑚 �̈� + 𝝎 × 𝝎 × 𝒆 (𝛿 + 𝑋 ) , in 
vector form with material angular velocity 𝝎 with components 𝜔 = (1/2)𝜀 𝑅 𝑅 ̇ ; 𝜔 =

−(1/2)𝜀 𝑅 𝑅 ̇ ), shows that the transduction system is sensitive to accelerations of the translation 
components along the axial direction of the cylinder (�̈�. 𝒆 ), as well as to time changes in precession (𝛼) 
and nutation (𝛽) angles, which are related to the centrifugal acceleration. The levitating-magnet is also 
allowed to undergo self-rotations by an angle 𝜃 around the 𝒆  axis of the container in Eq. (2), so that 𝛾 →
𝛾 + 𝜃, although this should not contribute to the output of the system as can be seen from the absence of 
the 𝛾 angle in Eq. (4b). The total axial force term (𝐹 ) in the non-inertial referential does not contain 
components from normal tractions, which constrain the magnet to move inside the container, but includes 
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non-linear magnetic restoring forces ( 𝐹 (𝛿)), gravity forces ( 𝐹 (𝛽)), Lorentz braking forces 
( 𝐹 (𝛿, 𝐼)) and mechanical damping forces ( 𝐹 (�̇�)). 

First principle models for EMGs make fundamental use of the quasi-magnetostatic form of the 
Maxwell’s equations (𝜕𝑫/𝜕𝑡 ≈ 0), Lorentz’s force and continuum mechanics [39-41]. The magnetic fields, 
magnetic force between magnets and Lorentz forces between current loops and magnets can be obtained 
using equivalent surface current (Ampère model) [42, 43] or charge (Gilbert model) [43, 44] models or, 
alternatively, magnetic energy variation [28, 45] or Maxwell’s stress tensor methods [46, 47]. Here we 
make use of the equivalent surface current model since it provides a similar formalism for the description 
of the magnetic fields generated by the magnets and coils. 

Because the system under study has cylindrical symmetry, it is convenient to work in cylindrical 
coordinates (𝜌, 𝜑, 𝑧) with 𝒆 = 𝒆 , 𝒆 = cos 𝜑 𝒆 + sin 𝜑 𝒆  and 𝒆 = − sin 𝜑 𝒆 + cos 𝜑 𝒆 . For this 
special case, the magnetic fields and forces can be analytically computed using elliptic integrals [28, 48, 
49] or Bessel functions [28, 50]. Considering a cylindrical annuli shaped permanent magnet with a constant 
magnetization pointing in the 𝒆  direction, 𝐌 = M 𝒆𝒛 (∇ × 𝐌 = 0; 𝑱 = 0), occupying a volume 
described by 𝑧 − 𝐿 /2 ≤ 𝑧 ≤ 𝑧 + 𝐿 /2; 𝜌 ≤ 𝜌 ≤ 𝜌 ; 0 ≤ 𝜑 < 2𝜋, where 𝑧  is the 𝑧 position 
of its center in the symmetry axis, 𝐿   its length, 𝜌  the inner radius and 𝜌  the outer radius. With the 
quasi-magnetostatic Maxwell equations and Helmholtz decomposition theorem for the magnetic induction 
𝑩 = ∇ × 𝑨 field (𝐀 = (𝜇 /4𝜋) ∫ 𝑑𝑉 𝑱 + ∇ × 𝐌 /|𝒙 − 𝒙 |

 
+ ∫ (𝐌 × d𝐀 )/|𝒙 − 𝒙 |

 
, where 𝜇  is the 

vacuum permeability), and element of area 𝑑𝐀 = ±𝒆𝒛𝜌 𝑑𝜑 𝑑𝜌 , for 𝑧 = 𝑧 ± 𝐿 /

2; ±𝒆𝝆𝜌 𝑑𝜑 d𝑧 , for 𝜌 = 𝜌 , 𝜌 , the only non-null component of the magnetic vector potential is: 
 

𝐴 (𝜌, 𝑧) =
𝜇 M

2𝜋
𝑑𝑧 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 )

 
 

 
 

⎦
⎥
⎥
⎥
⎤

 

 

 

 

(5a) 

𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ) = ∫ 𝑑𝜑
( ) ( )

, (5b) 

 
where 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ) is an important dimensionless function which can be written in terms of complete 
elliptic integrals of the first and second kind (𝑓 = (𝛽/2𝜌)[(2 − 𝑘 )𝐾(𝑘) − 2𝐸(𝑘)]; 𝑘 = 4𝜌𝜌 / 𝛽 ; 𝛽 =
(𝜌 + 𝜌 ) + (𝑧 − 𝑧 ) ) [28] and has the useful commutation properties: 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ) = 𝑓(𝜌, 𝑧 , 𝜌 , 𝑧), 
𝜌. 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ) = 𝜌 . 𝑓(𝜌 , 𝑧, 𝜌, 𝑧 ), 𝜕 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ) = −𝜕 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ). Fig. 2a shows the distribution of 
this magnetic vector potential in space for the EMG. 

The other component of the system is a coil which for simplicity we assume to be composed of 
infinitesimally thin current loops with a radius 𝜌  and axial position 𝑧 . The corresponding free-current 
density is: 𝑱 = 𝒆𝝋𝐼δ(𝜌 − 𝜌 )δ(𝑧 − 𝑧 ), where 𝐼 is the current and δ() are Dirac delta functions. The 
same procedure yields the magnetic vector potential for a single loop of wire (𝐌 = 0): 
 

𝐴 (𝜌, 𝑧) = 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 ). (6) 

 
The distribution of this vector potential is depicted in Fig. 2c for the two coils connected in series per unit 
of flowing current, producing a force that tends to push the levitating-magnet downwards. The two non-
null components of the magnetic fields can be obtained from the two potentials (defined by Eqs. (5a) and 
(6)) by: 𝐵 = (1/𝜌)𝜕 𝜌𝐴 , 𝐵 = −𝜕 𝐴 , and are represented in Fig. 2b,d. From the superposition 
principle, the total magnetic field associated with the system is the sum of each component due to the 
magnets and current loops. Thus, for 𝑁  magnets and 𝑁  current loops, the total magnetic vector potential 
at a given point in space is given by: 𝐴 (𝜌, 𝑧) = ∑ 𝐴 (𝜌, 𝑧, 𝜌 , 𝑧 ) +

∑ 𝐴 (𝜌, 𝑧, 𝜌 , 𝜌 , 𝑧 , 𝐿 ). For a large number of current loops, the summation can be 
approximated by a continuous integration with a given density of loops. 

From Faraday’s law of induction, we can model, in integral form, the generation of an electromotive 
force (𝜉) in a current loop from the time change of the magnetic flux (𝛷 ) over a time-independent surface 
delimited by the current path (𝜉 = −𝑑𝛷 /𝑑𝑡). If we consider the surface with area element 𝑑𝑨 =
𝒆 𝜌𝑑𝜑𝑑𝜌, and the magnetic fields calculated before with projected magnetic field component 𝐵 , we find 
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𝛷 = 2𝜋 𝜌 𝐴 ( 𝜌 , 𝑧 ), and the total electromotive force induced on a loop 𝑖 by the time changing currents 
(𝐼 ), flowing on other loops (with index 𝑗), and the displacement of the levitating-magnet (𝛿) is: 
 

𝜉 = −𝐿 𝐼̇ − 𝛼 �̇� (7a) 

𝛼 = 𝜕 𝛷 /𝜕𝛿 = 𝜇 M 𝜌 𝑓( 𝜌 , 𝑧 , 𝜌 , 𝑧 )]
 

 

 

 

 (7b) 

𝐿 = 𝜕 𝛷 /𝜕𝐼 = 𝜇 𝜌 𝑓 𝜌 , 𝑧 , 𝜌 , 𝑧 = 𝐿 , (7c) 
 
where 𝐿  is the inductance matrix of the coil and 𝛼  is an EM coupling factor between magnets and coil 
loops, which relates the output voltage with the velocity of the magnet. As shown in Fig. 2e, this coefficient 
takes maximum absolute values (with different signs) when the top or bottom edge of the levitating-magnet 
is at the center position of a loop of wire with the same radius (i.e. where the change of magnetic flux for a 
given axial infinitesimal displacement is maximal) [42, 51]. Therefore, these are the regions where the 
loops of the coil should be concentrated, up to a certain radius where the contribution to the internal 
resistance of the coil becomes more significant than the contribution to the EM coupling. As the length-to-
radius ratio of the magnet increases, the regions with high magnetic flux change reach farther away in the 
radial direction and the average absolute EM coupling over all of space increases up to a maximum value 
(up to length-to-radius of ≈ 3, after which staked magnets with opposite magnetizations, such as in Ref. 
[38], and the same total length can start to become practical). The self-inductance terms 𝐿  in Eq. (7c) 
diverge, because the loops were assumed to be infinitely thin, but Eq. (7c) can still be used to estimate its 
value, such as by calculating the magnetic flux through the outer or inner parts of loops with a finite wire 
diameter 𝛷. 
 

 
Fig. 2: (a) Magnetic vector potential and (b) corresponding magnetic induction field (field lines (in white) 
and direction arrows (in black) and corresponding absolute value in color scale) generated by the magnets; 
(c) Magnetic vector potential and (d) corresponding magnetic induction field generated per unit of current 
flowing through the coils; (e) Variation of the magnetic flux (𝛷 ) through a centered loop of wire (at 
position 𝑧 with radius 𝜌) with the variation of the vertical position of the levitating-magnet (𝛿), equivalent 
to the electromechanical coupling factor ( 𝛼 ) for a single loop. 
 
With Maxwell-Faraday’s equation, Ohm’s law and Kirchhoff’s circuit laws, connecting the 𝑁  loops of the 
coil in series (described by an array (±1) , with +1 and −1 as array elements, depending on which 
terminals + and - are connected to which other) to an external circuit, yields a total voltage 𝑉 =

∑ (±1) 𝑉
  and current 𝐼 = (±1) 𝐼  (with no summation over 𝑖) related by: 

 

𝑉 = −𝑅 𝐼 − 𝐿 𝐼̇ − 𝛼 �̇� (8a) 
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𝛼 = (±1) 𝛼  (8b) 

𝐿 = ∑ ∑ (±1) 𝐿 (±1) , (8c) 

 
where 𝛼  is the total EM coupling coefficient [37, 42, 52], roughly increasing with the number of loops 
of the coil, 𝑅  is the inner equivalent resistance of the coil and 𝐿  is its equivalent inductance. The EM 
coupling coefficient, unlike considered in most studies where it tends to be averaged out [24, 28, 37, 38, 
45, 52], strongly depends on the relative position between the levitating-magnet and coils, significantly 
influencing the form of the system’s output. As shown in Fig. 3a, this coefficient for two different coils 
appropriately connected in series is the sum of the coefficient related to each coil. A maximum absolute 
value is reached when the magnet has its two vertices in the interior region of each of the coils. A null value 
occurs when the magnet is completely inside a single coil since the changes in magnetic flux in each loop 
cancel out. A second local maximum occurs for larger displacements when only one of the vertices is inside 
a single coil. The EM coupling curve for a single loop of wire has a symmetric shape (i.e. an odd function) 
similar to the one for a single coil shown in Fig. 3a (bottom or top), centered at the axial 𝑧  position of the 
loop and with thinner positive and negative maximum peaks on the sides separated by a distance equal to 
the length of the levitating-magnet. Therefore, concentrating closely spaced loops of wire connected in 
series along the axial direction results in a linear superposition of the EM coupling factors (and resistances) 
and a corresponding increase and widening of the peaks up to a certain point. As the axial length of the coil 
starts to get closer to the length of the magnet, the individual positive and negative peaks begin to overlap 
and the EM peaks attain maximum absolute values. Since in general we aim to maximize a 𝛼  /𝑅  factor, 
relating the output power with the velocity of the levitating-magnet at a certain position, a configuration 
with multiple coils with lengths inferior to the length of the magnet connected in series in an alternate 
fashion is sought after. Regarding the axial length of the coils, a compromise must be found since lengths 
closer to the length of the magnet result in a maximum average of the 𝛼  /𝑅  factor over all of the 𝛿 
magnet position space, while lower lengths might result in larger and thinner 𝛼  /𝑅  factor peaks, which 
can be useful for small amplitude excitations. A parallel connection between the coils can also be considered 
although in general yielding worst results due to the flow of currents between coils with large and low 
induced electromotive force instead of through the external circuit.  

The Lorentz forces induced on an isolated material by an external magnetic field (𝐁𝟎) can be given in 
integral form by [41]: 𝑭 = ∫ 𝑑𝑉 𝐉 + 𝛁 × 𝐌 × 𝐁𝟎

 
+ ∫ 𝑑𝐴(𝐌 × 𝐧) × 𝐁𝟎

 
. For the levitating-magnet 

(𝐉 + 𝛁 × 𝐌 = 0), taking into account the cylindrical symmetry of the system (𝑑𝐴(𝐌 × 𝐧) × 𝐁𝟎 =

±𝜌𝑑𝜑𝑑𝑧 −𝒆 M 𝐵 (𝜌, 𝑧) + 𝒆 M 𝐵 (𝜌, 𝑧) , for 𝜌 = 𝜌 , 𝜌 ), the non-null 𝒆 = 𝒆  directed 

component of the force applied to it will be: 
 

𝐹 = 2𝜋M 𝜌𝐴 (𝜌, 𝑧)
 

 

 

 

. (9) 

 
With the magnetic vector potentials associated with the fixed magnets given by Eq. (5a), the total magnetic 
restoring force applied to the levitating-magnet (with index 𝑘 = 1) is: 
 

𝐹 = ∑ M 𝜇 M 𝜌 ∫ 𝑑𝑧 𝑓(𝜌, 𝑧, 𝜌 , 𝑧 )]
 

 

 

 
 

 

 
 

 

 

. (10) 

 
This integral can be evaluated using the elliptic integrals or by interchanging the order of integration and 
numerically solving the analytical result. This magnetic restoring force changes according to a highly non-
linear pattern with the position of the levitating-magnet, as depicted in Fig. 3b, and is the symmetrical 
superposition of the magnetic forces from each individual fixed magnet, with the position of the top one 
depending on the value of the aperture. The angular natural frequency of the system (𝜔 (𝛿) = 𝑘/𝑚 ≈ 6 
Hz; 𝑘 = −𝜕 𝐹 (𝛿)/𝜕𝛿), where the output power is typically maximal, can be tuned by controlling the 
distance between fixed magnets (i.e. the aperture of the container) [42]. The calculated variation of the 
natural frequency of the system in its equilibrium position as a function of the aperture is shown in Fig. 3c, 
taking values between 6 Hz and 18 Hz and changing approx. with the –5/2 power of the distance between 
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magnets. The resonance frequency also tends to increase with the axial length of the levitating-magnet 
since, although the mass increases the slope of the magnetic restoring force increases faster. 

The force Eq. (9), with the magnetic vector potentials associated with the current loops given by Eq. 
(6), results in the total Lorentz braking force applied to the levitating-magnet by the currents flowing in the 
loops: 
 

𝐹 = ∑ M 𝜇 𝐼 𝜌𝑓(𝜌, 𝑧, 𝜌 , 𝑧 )]
 

 

 

 

= 𝛼 𝐼, (11) 

 
where the identity is due to the commuting properties of the 𝑓 function and Eqs. (8b) and (7b). Close range 
Lorentz forces produced by eddy currents on the conductive Ni plating of the transversal faces of the NdFeB 
magnets were not taken into account. 

The gravity force ( 𝑭 = −𝑚𝑔𝐸 ) on the levitating-magnet in the axial direction can be approximated 
by: 
 

𝐹 = −𝑚𝑔cos(𝛽), (12) 
 
where 𝑔 is the standard acceleration of gravity. This shows that the transduction system is also sensitive to 
changes in axial orientation in relation to Earth’s gravitational field. The mechanical damping force term 
was modelled taking into account the Coulomb dry friction and viscous drag friction: 
 

𝐹 =

− 𝐹 , �̇� = 0 ⋀ | 𝐹 | < 𝜇 𝐹

−𝜇 𝐹 sign( 𝐹 ) , �̇� = 0 ⋀ | 𝐹 | ≥ 𝜇 𝐹

−𝑐�̇� − 𝜇 𝐹 sign �̇� , �̇� > 0

, (13) 

 
where 𝐹  is the total force applied to the levitating-magnet excluding the damping force itself, 𝐹  is the 
normal force exerted by the walls of the container (equal to 𝑚𝑔. |sin(𝛽)| for translations along the axial 
direction), 𝜇  is the static coefficient of friction, 𝜇  the kinetic coefficient of friction and 𝑐 the mechanical 
damping coefficient. 
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Fig. 3: (a) Electromechanical coupling coefficient calculated as a function of the levitating-magnet position 
(𝛿) for the two coils connected in series and for each separate coil. Equilibrium positions for each aperture 
and 1-5 position labels correspondent to those in Fig. 5 are indicated; (b) Variation of the magnetic restoring 
force applied to the levitating-magnet by the fixed magnets with its position for different apertures of the 
container. Experimentally determined values for the force between the bottom magnet and the levitating-
magnet are shown; (c) Natural resonance frequency of the generator in the equilibrium position as a function 
of the aperture. Experimentally measured values are superimposed. 
 

Combining the balance of the linear momentum, electrical circuit equations and forces, as provided by 
Eqs. (4a), (8a) and (10-13), a system of non-linear second-order ordinary differential equations (ODE) is 
obtained to completely describe the behavior of the generator: 
 

𝑚�̈� − 𝛼 (𝛿)𝐼 − 𝐹 �̇�, 𝐹 − 𝐹 (𝛿) = 𝐹 (𝑻, 𝛼, 𝛽, 𝛿) + 𝐹 (𝛽)

𝑉 + 𝐿 𝐼̇ + 𝑅 𝐼 + 𝛼 (𝛿)�̇� = 0
. (14) 

 
This system of equations can be solved for the displacement 𝛿 and current 𝐼 as a function of time with 
prescribed initial conditions of displacement (𝛿(0) = 𝛿 ), velocity (�̇�(0) = �̇� ) and current (𝐼(0) = 𝐼 ), 
provided relation between the voltage and current for the external circuit (𝑉 = 𝑉(𝐼)), as well as the time-
dependent input translation (𝑻) and rotation (𝛼 and 𝛽) components. In this study, a resistive load (𝑅) is 
connected to the output of the coils, so that Ohm’s law applies: 𝑉 = 𝑅𝐼. Multiplying the top equation in 
(14) by �̇� and the bottom equation by 𝐼, and combining the terms results in a statement of conservation of 
energy i.e. the power input from the external inertial and gravity forces equals the power loss due to friction 
and Joule heating plus the time rate of change of the kinetic ((1/2)𝑚�̇� ), potential (− ∫ 𝐹 (𝛿)𝑑𝛿) and 
inductor ((1/2)𝐿 𝐼 ) energies. A low-frequency approximation can usually be considered, in which the 𝐿 𝐼̇ 
term in the bottom equation is assumed to be small when compared to the other terms (i.e., for frequency 
of excitation 𝑓 ≪ (𝑅 + 𝑅 )/2𝜋𝐿 ≈ 327 Hz) and, thus, the current can be written explicitly as [51]: 𝐼 =

− 𝛼 (𝛿)�̇�/(𝑅 + 𝑅 ). This important expression shows that the output current of the generator will be 
approx. equal to the product of the EM coefficient at a certain position of the magnet and its corresponding 
velocity. The current in this form can then be plugged into the top equation in (14), resulting in a single 
second-order ODE with a load-dependent EM damping constant equal to: 𝑐 = 𝛼 (𝛿) /(𝑅 + 𝑅 ). The 
magnetic force and EM coupling coefficient change in a highly non-linear manner with the position of the 
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levitating-magnet, so that approximate solutions to this kind of equation are commonly obtained 
analytically using a harmonic balance method or a perturbation method of multiple scales [52] or 
numerically e.g., using Runge-Kutta methods [28, 33, 53]. 

In a first approximation, valid for low enough displacements of the levitating-magnet, the magnetic 
force, and EM damping terms can be expanded in a power series around an equilibrium point of the system. 
Truncating the powers up to order one for the magnetic force (𝜔 (𝛿) ≈ 𝜔 ) and zero for the EM coefficient 
( 𝛼 (𝛿) ≈ 𝛼 ), using a simple viscous force ( 𝐹 = −𝑐�̇�) and an input harmonic forcing term 
( 𝐹 = 𝑚𝜔 𝑋cos(𝜔𝑡) and 𝐹 = 0), with translation amplitude 𝑋, results in the linear driven 
harmonic oscillator equation with a well-known analytical solution [54]. The corresponding complex 
displacement phasor (i.e., for a complex exponential response formula 𝑧 = �̂�𝑒 ), current/voltage phasors 
and average output power are given by the following equations: 
 

𝛿 = 𝑋
𝜔

(𝜔 − 𝜔 ) + 𝑖𝜔𝜔 2(𝜁 + 𝜁 )
 (15a) 

𝐼 =
𝑉

𝑅
= −

𝛼 
𝑅 + 𝑅

𝑖𝜔𝛿 (15b) 

〈𝑃〉 =
𝑚

𝜔
(𝑋𝜔 )

𝑅

𝑅 + 𝑅
𝜁

(𝜔𝜔 )

(𝜔 − 𝜔 ) + 𝜔𝜔 2(𝜁 + 𝜁 )
 (15c) 

𝜁 =  , 𝜁 = 𝑐 , (15d) 

 
where 𝜁  and 𝜁  are effective EM and mechanical damping ratios, respectively. These equations show 
that all electrical parameters have a resonant behavior, taking local maximum absolute peak values for 𝜔 =
𝜔 . Besides, the displacement, voltage and current increase linearly with the displacement amplitude (𝑋), 
while the average power increases with its square. Larger values of the load resistance (𝑅) also correspond 
to smaller EM damping ratio (𝜁 ) and, thus, larger resonant displacements and sharper peaks. The linear 
EMG behaves broadly like a Thévenin (Norton) equivalent circuit composed of a voltage (current) source, 
with amplitude 𝑉  (𝐼 ) given by Eq. (15b) in the limit of an infinite (null) load resistance 𝑅, and an internal 
complex impedance in series (parallel) given by the ratio 𝑍 = 𝑉 /𝐼 . The output average power should 
be of the form 〈𝑃〉 = (1/2)𝑅𝐼𝐼∗, taking a maximum value of 〈𝑃〉 = (1/4) 𝑉 𝐼 (|𝑍|/[|𝑍| + 𝑍 ]) 
for an optimal matching resistance 𝑅 = |𝑍| = 𝑉 / 𝐼  (the asterisk indicates the complex conjugate and 
the apostrophe the real part). This resistance is approx. equal to the internal resistance of the coil for 
sufficiently low and high frequencies. For frequencies significantly larger than the resonant frequency, the 
maximum average power takes a value of 〈𝑃〉 , ≫ = (𝑋𝜔) (1/8)( 𝛼 /𝑅 ), increasing with the 
square of the frequency. Thus, maximum average powers are generally expected for conditions of 
maximum amplitude and frequency, while also being limited by the maximum displacement amplitude 
allowed for each aperture ( 𝛿 = 21 + (1/2)𝐴𝑝𝑒𝑟, where 𝐴𝑝𝑒𝑟 is the aperture in mm). Under resonance 

conditions (𝜔 = 𝜔 ), the matching resistance takes a maximum value that can be as large as 𝑅 = 𝑅 +

𝛼 /𝑐 = 𝑅 (1 + 𝜁 /𝜁 ), with 𝜁 = 𝛼 /𝑅 2𝑚𝜔  [54]. The corresponding maximum average 
power increases with the 𝑚𝑋 𝜔  power factor and approx. with the inverse of the mechanical damping 
ratio 𝜁  (up to an upper limit due to physical constrains and the steady-state never being achievable for 
𝜁 → 0) as 〈𝑃〉 , = (𝑚𝑋 𝜔 )(1/8)(1/2𝜁 )(𝜁 /[𝜁 + 𝜁 ]). The energy conversion 

efficiency over one cycle of period 𝑇 in the steady-state can be given by: 𝜂 = ∫ 𝑉𝐼𝑑𝑡 /

∫ −( 𝐹 + 𝐹 )�̇�𝑑𝑡 = 𝑅𝜁 /(𝑅 + 𝑅 )(𝜁 + 𝜁 ), taking a maximum value at 𝑅 =

𝑅 1 + (𝜁 /𝜁 ) of 𝜂 = (𝜁 /𝜁 ) (𝜁 /𝜁 ) − 2 1 + (𝜁 /𝜁 ) + 2 , increasing from 0 to 

1 with the 𝜁 /𝜁  ratio. The 𝛼 /𝑅  factor, is thus a good indicator of the ability of the system to convert 
kinetic energy into electrical energy, scaling roughly with the number of loops in the coil, the radius and 
the square of the magnetization of the levitating-magnet. Scaling each dimension of the EMG by a constant 
𝐶 term, while maintaining the aspect-ratio, will result in the transformations 𝛼 (𝛿) → 𝐶. 𝛼 (𝛿/𝐶), 

𝐹 (𝛿) → 𝐶 . 𝐹 (𝛿/𝐶), 𝜔 → 𝐶 . 𝜔 , 𝑚 → 𝐶 . 𝑚, 𝑅 → 𝐶. 𝑅 , and corresponding average powers 
normalized by the square of the acceleration (𝜔 𝑋)  for a matching load scaling with 𝐶 , at low 
frequencies, 𝐶, at large frequencies, and approx. between 𝐶  and 𝐶  under resonance conditions, depending 
on whether the mechanical damping constant will scale as 𝐶  or 𝐶 . 

In the general case, Eq. (14) is more similar to Duffing’s differential equation with a cubic nonlinearity 
[52, 55] exhibiting a hardening stiffness, with the frequency response overhanging to the high-frequency 
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side as well as a hysteretic response, with two solutions for frequencies close to the resonance frequency, 
as well as amplitude jumps at two points. Furthermore, the non-linearity of the EM coefficient also results 
in higher harmonic output electrical signals with characteristic frequencies at multiples of the input 
frequency, each one initially increasing proportionally with higher powers of the input amplitude (i.e. 𝐼 =
(1/2) 𝐼 𝑒 + 𝐼∗𝑒 + 𝐼 𝑒 + 𝐼∗𝑒 + 𝐼 𝑒 + 𝐼∗𝑒 + ⋯ , with 𝐼 = 𝐼 𝛼 𝛿 +

⋯ , 𝐼 = 𝐼 (1/2) (𝜕 𝛼/𝜕𝛿 )𝛿 + ⋯ , 𝐼 = 𝐼 (1/8) (𝜕 𝛼 /𝜕𝛿 )𝛿 + ⋯ ; 𝐼 = −𝑖𝜔(𝑅 + 𝑅 ) ). 
When the position of equilibrium of the levitating-magnet is centered between the two coils, for the 
maximum aperture of 40 mm, the EM coupling is an even function of the position corresponding to non-
null even derivatives. Thus, the system has dominant output voltages with the same frequency as the input 
signal or odd multiples of it for large enough amplitudes of excitation. When the equilibrium position is 
centered on a single coil, as occurs for an aperture of 10 mm, the EM coupling is locally an odd function 
of the position corresponding to large odd derivatives. The generator thus will provide dominant output 
voltages at even multiples of the frequency of the input. 

In this study, we considered simple translations of the EMG along its axial direction with a sinusoidal 
time-changing inertial force, as exhibited in Eq. (4b), with the following parameters: 𝛼 = 0; 𝛽 = −π/2; 𝑇  = 
𝑇  = 0; 𝑇  = 𝑋 cos(𝜔𝑡); 𝐹  = 𝑚𝜔 𝑋 cos(𝜔𝑡). The initial conditions were set to: 𝛿(0) = �̇�(0) = 𝐼(0) = 
0. The time and frequency response of the transduction mechanism was investigated with a constant 
amplitude of displacement 𝑋, while continuously sweeping the frequency 𝜔 in steps in ascending followed 
by descending order. The differential Eq. (14) was numerically solved using Runge-Kutta methods. The 
tested parameters of excitation of the system, as well as its EM characteristics, are summarized in Table 1. 
 
Table 1 – Parameters of excitation and electromechanical characteristics of the generator. 

Frequency 
(Hz) 

Amplitude 
(mm) 

Resistance 
(Ω) 

Aperture 
(mm) 

𝒛 
𝑴  

(mm) 
𝑳 

𝑴  
(mm) 

𝝆𝑰 
𝑴  

(mm) 
𝝆𝑶 

𝑴  
(mm) 

𝒎 (g) 
𝐌𝒛 

(MA/m) 

4−18 3−10 1k−5M 0−40 
-53/ 𝛿 
/13−53 

6/ 18/ 
6 

3 7.5 28.26 1.138 

𝒛𝑳
 

 
𝑰  (mm) 𝜌 

  (mm) 𝛷 (µm) 𝑁 × 𝑁  
𝑅  

(kΩ) 
𝐿  (H) 

𝑐 
(N/(m/s)) 

𝜇  𝜇  (±1) 

±5±𝜱/𝟐 8.75+𝛷/2 67 298×45 8.41 4.1 0.31 0.04 0.04 [1, −1] 
 

The computed frequency response of the generator, with an aperture of 20 mm, for a low amplitude of 
excitation of 𝑋 = 3 mm and various load resistances, is shown in Fig. 4. For low values of the resistance (< 
50 kΩ), the generator behaves as predicted by the linear approximation given by Eqs. (15a-d). At low and 
high frequencies, the output average power is maximal for a matching load approx. equal to the internal 
resistance of the coil. Under resonance conditions at ≈ 9 Hz, the amplitude of displacement, velocity, and 
voltage are enhanced, and the average power has a local maximum for an optimal load of 𝑅 = 𝑅 +

𝛼 /𝑐 ≈ 34 kΩ. For loads between 50 kΩ and 350 kΩ, the effective EM damping ratios (𝜁 ) are small, 
resulting in larger displacements where the non-linearities of the force and EM constant become noticeable. 
The characteristic shifting of the resonant frequency to higher values and hysteresis can be observed. Since 
the amplitude of the input displacement is kept constant, the corresponding acceleration increases very 
rapidly with the frequency as 𝜔 𝑋. Therefore, as depicted in Fig. 4, a permanent stable non-linear resonant 
steady-state may appear very suddenly after a threshold of sufficiently large frequency, amplitude, and 
resistance (> 350 kΩ in this case). This state is characterized by levitating-magnet displacement amplitudes 
very close to the maximum allowed displacements, as well as by high velocities and voltages up to large 
frequencies. Rather than having a hysteretic response, this non-linear resonance is dependent on the initial 
conditions (as it is detailed in the following section). Even though the linear natural resonance frequency is 
9 Hz, the maximum output average power is observed at a frequency of 18 Hz under non-linear resonance 
conditions for an optimal load that can be as large as 500 kΩ (Fig. 4d). The insets in Figs. 4a-c show the 
characteristic phase lag of the output (𝜃 = atan2(−�̂� , �̂� ), for an output function approx. of the form 
|�̂�| cos(𝜔𝑡 − 𝜃)), indicating that the displacement of the levitating-magnet is in phase with the input 
excitation for low frequencies and 180º out-of-phase for large frequencies. Close to the resonance 
frequency, it takes values of the order of 90º. The energy conversion efficiency can increase up to ≈ 40% 
for a load of 20 kΩ, as depicted in the inset of Fig. 4d. 
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Fig. 4: Frequency response of the EMG (aperture of 20 mm) to a harmonic translational input with low 
amplitude 𝑋 = 3 mm for different load resistances. Discrete Fourier transforms (component with the same 
frequency as the frequency of the input signal) of the output: (a) position of the levitating-magnet; (b) 
velocity of the levitating-magnet; and (c) voltage. The insets show the corresponding phase lag. (d) Output 
average power. The inset shows the energy conversion efficiency. 
 

The calculated time response of the EMG is shown in Fig. 5a-d. It was obtained for a maximum aperture 
of 40 mm, a large amplitude of excitation of 𝑋 = 10 mm and frequency of 𝑓 = 18 Hz, and an optimal load 
resistance of 30 kΩ. Depending on whether the generator behavior was conducted to reach these conditions 
from high initial displacement/velocity, as in the frequency sweep case, or from rest, it may evolve into a 
non-linear resonant high amplitude or a non-resonant lower amplitude steady state. As highlighted by Fig. 
5, the characteristic times of the transient responses are low. Under high-frequency resonant conditions, the 
output displacement and velocity of the levitating-magnet, shown in Fig. 5a,b, have almost triangular and 
rectangular waveforms, respectively, a scenario in which the Lorentz braking force acts with low relative 
significance. The correspondence between the displacement/velocity (Fig. 5a,b), EM coefficient and 
magnetic force (Fig. 3a,b), voltage and instantaneous power (Fig. 5c,d) in the time response as the 
levitating-magnet moves through different positions between the coils, is indicated by the numbers 1-5. 
Since the magnet moves with high velocity during half a cycle through the top, bottom, and middle positions 
between the coils, where the EM coupling has local maxima, the output voltage and power in Fig. 5c,d have 
a dominant component with three times the input frequency, as provided by the discrete Fourier transform 
in Fig. 5e. Fig. 5f shows the initial conditions of displacement/velocity (null initial current) and the 
corresponding steady state to which the system evolves. These conditions must be high enough and properly 
synchronized with the input excitation (∝ cos(𝜔𝑡)) such that the magnet can achieve the high frequency 
non-linear resonant state. While sweeping the frequency, after a steady state with the displacement 
amplitude 𝛿 , the initial conditions for a subsequent step should have a phase lag approx. as in: 𝛿(0) =

𝛿 cos(−𝜃) and �̇�(0) = −𝜔 𝛿 sin(−𝜃), with 0 ≤ 𝜃 ≤ 𝜋, corresponding to the positive initial velocity 
semi-plane in Fig. 5f. As the input frequency decreases, the non-linear resonance region in Fig. 5f grows 
and the two steady-state amplitudes converge until combining. 
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Fig. 5: Time response of the EMG (aperture of 40 mm) to a harmonic translational input with high amplitude 
𝑋 = 10 mm and frequency 𝑓 = 18 Hz for an optimal load resistance of 𝑅 = 30 kΩ with high (i.e. from 
sweeping the frequency) or null displacement/velocity initial conditions. (a) Position of the levitating-
magnet; (b) Velocity of the levitating-magnet; (c) Voltage; (d) Instantaneous electrical power. 1-5 labels 
correspondent to those in the EM coupling and magnetic force in Fig. 3 are indicated; (e) Absolute value of 
the discrete Fourier transform for the voltage and magnet position (in the inset); (f) Amplitude of the 
displacement, in color scale, associated with the resonant or non-resonant steady state to which the system 
evolves as a function of the initial position and velocity conditions (for null initial current). 

 
 
2.3 Experimental results and discussion. In order to validate the model of the transduction mechanism, 
the fundamental factors of magnetic force and EM coefficient, as a function of the position of the levitating-
magnet, were experimentally measured. By superimposing the experimental results with the calculated 
curve in Fig. 3b, very good agreements were achieved.  

The voltage output for different input frequencies and an amplitude of 3 mm, resistance of 200 kΩ, and 
aperture of 20 mm is provided in Fig. 6a. A non-linear resonance at an up-shifted frequency of ≈ 9.5 Hz is 
evidenced. Under these conditions, the time response has a large second harmonic component due to the 
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significant displacement amplitude and equilibrium position close to the center of the bottom coil (Fig. 3a). 
The frequency response for the same amplitude of 3 mm, aperture of 20 mm, and multiple load resistances 
was also obtained (Figs. 6 b-d). The voltage (Fig. 6b) and average power (Fig. 6c) follow a similar pattern 
to the calculated values in Figs. 4c,d, whose results have already been discussed in the model section. Since 
the excitation amplitude of displacement 𝑋 was kept constant while the frequency 𝜔 was swept, the 
instantaneous power supplied by the generator system vary according to 𝜔 𝑋 , increasing very rapidly with 
the frequency, and resulting in output powers also increasing with the frequency. It is thus useful to 
normalize the power by the square of the acceleration (𝜔 𝑋) . Fig. 6d shows that the average power takes 
a maximum peak value of ≈ 15.5 mW/g2 at a resonance frequency of 9 Hz for a matching resistance of the 
order of 10-100 kΩ, as predicted by Eq. (15c). In the linear regime, the power is maximal out of resonance 
conditions for a load equal to the internal resistance of the coil of ≈ 10 kΩ. 
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Fig. 6: (a) Experimentally measured voltage of the EMG (aperture of 20 mm) to a harmonic translation 
input with low amplitude 𝑋 = 3 mm and a continuously increasing frequency (transition periods removed) 
for a load resistance of 𝑅 = 200 kΩ. Frequency response of the (a) Voltage; (b) Average power; and (c) 
Average power normalized by the square of the input acceleration (𝜔 𝑋)  for different load resistances. 
 

Figs. 7a,b show the peak voltage, peak current, and average power as a function of the load resistance 
for a large input displacement amplitude of 10 mm and frequency of 18 Hz, as well as for different apertures. 
For large enough resistances, the generation system is under non-linear resonance conditions where the 
outputs are enhanced and the displacement and velocity should be close to the maximum allowed values. 
The system with higher aperture values requires larger resistances to be able to maintain its non-linear 
resonance state up to 18 Hz, since its linear resonance frequency is significantly lower. Open-circuit voltage 
peaks up to ≈ 500 V, short-circuit current peaks up to 36.5 mA, and average powers of 1.5 W (with 
instantaneous power peaks up to 6 W) were obtained for matching loads of 10-30 kΩ. The average power 
in Fig. 7b exhibits two local maximum, a larger one under resonance for a larger matching load and a 
smaller one out of resonance for the internal resistance. For apertures lower or equal to10 mm, the two 
loads are very similar and the resonant state is maintained down to very low resistances. Even though the 
effective EM coupling might be lower for apertures lower than the maximum, the linear frequency of 
resonance is larger, which means that the system can reach the non-linear resonance state at 18 Hz for lower 
resistances 𝑅, closer to the internal resistance 𝑅 , giving rise to larger effective velocity-to-power 
conversion ratios, 〈𝑃〉/�̇� = 𝑅 𝛼 (𝛿) /(𝑅 + 𝑅 ) . Thus, the maximum output power was obtained for a 
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non-maximal aperture of 30 mm (Fig. 7b). Figs. 7c,d show the electrical output normalized by the input 
acceleration for a displacement amplitude of 10 mm and the frequency of resonance for each aperture. 
Open-circuit voltage peaks of ≈ 85 V/g, short-circuit current peaks of 2.9 mA/g and average powers of 26 
mW/g2 were measured for matching loads of 10-30 kΩ. Larger apertures are associated with larger effective 
EM constants ( 𝛼 ), as is evidenced by Eqs. (15a-d), and thus to open-circuit voltages, except for the 
aperture of 10 mm, where the 2nd harmonic output is dominant. The short-circuit current has a more complex 
dependence of the type 𝛼  

 /(𝑐 + 𝛼 /𝑅 ), increasing and then decreasing with 𝛼  
 . The maximal 

average power changes with 𝛼 /(𝑐 + 𝛼 /𝑅 ) and the matching load with 𝑅 + 𝛼 /𝑐, thus 
increasing with the EM coupling. 
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Fig. 7: (a) Peak voltage and current and (b) average power of the EMG for a large displacement amplitude 
of 𝑋 = 10 mm and frequency of 𝑓 = 18 Hz for different apertures as a function of the load resistance; (b) 
Peak voltage and current; and (c) Average power normalized by the input acceleration for a large 𝑋 = 10 
mm and linear frequency of resonance for each aperture as a function of the load resistance. 
 

The maximum output average power, normalized by the square of the input acceleration measured for 
an optimal load resistance as a function of the input frequency and aperture for different input displacement 
amplitudes, is shown in Fig. 8. In general, maximum powers up to ≈ 26 mW/g2 were obtained under 
resonance conditions, following the resonance frequency vs aperture relation as depicted in Fig. 3c. As the 
input amplitude increases, we observe a shift of the maximum power from larger frequencies and lower 
apertures to lower frequencies and larger apertures. At the lower amplitudes of excitation of 3 mm (Fig. 
8a), the generator system can more easily attain higher displacements and velocities under resonance for 
the lower apertures of ≈ 10 mm, since these apertures are associated with low EM coupling in the 
equilibrium position, where the velocity is typically maximal, and thus Lorentz braking forces are low. This 
should be further exacerbated by the lower effective mechanical damping ratio (𝜁 ) for the friction force 
in Eq. (13) associated with larger velocities. For medium amplitudes of 5 and 7 mm (Fig. 8b,c), the 
generator system is able to attain high displacements and velocities for lower resonance frequencies at 
larger apertures, which are also associated with larger average square of the EM coupling factors and, thus, 
to larger output powers. At the larger amplitudes of 10 mm (Fig. 8d), the displacements and velocities are 
very large and tend to saturate for the lower apertures, due to the lower upper limits imposed, resulting in 
higher output powers for the higher apertures. These results demonstrate the benefit of changing the 
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aperture of the EMG to maximize the output power as a function of the frequency and amplitude of the 
input signal (external mechanical excitation). 
 

 

 
Fig. 8: Maximum output average power normalized by the square of the input acceleration (𝜔 𝑋) , in color 
scale, for an optimal load resistance as a function of the input frequency and aperture using input 
displacement amplitude 𝑋 of (a) 3 mm; (b) 5 mm; (c) 7 mm and (d) 10 mm. 
 

The total harvested power can be visualized in the scalar volume data plots in Fig. 9a,b, with isosurfaces 
of the maximum output average powers for an optimal load, represented as a function of the apertures, input 
displacement amplitudes, and frequencies. The experimentally obtained and calculated results (Fig. 9a,b) 
highlight the general increase of the power with the frequency and amplitude, as well as local maxima at 
the apertures for the linear frequency of resonance, for lower values of the amplitude, and for larger values 
of the amplitude at the highest aperture. The maximum output average power measured for corresponding 
optimal apertures and resistances, as a function of the displacement amplitude and frequency of the input 
excitation, are shown in Fig. 9c,e,g. The same results calculated using the model developed from first 
principles with a higher resolution on the amplitude, aperture, and resistance are depicted in Fig. 9d,f,h. 
The small differences between the experiment and simulation results should most likely be attributed to 
discrepancies between the geometric and EM parameters of the EMG, the form of the friction forces, and 
possibly small dangling oscillations of the levitating-magnet due to the magnetic torque. For large 
amplitudes and frequencies, the output power is shown to increase roughly with the acceleration 𝜔 𝑋 up 
to a maximum of 1.5 W at 10 mm and 18 Hz (Fig. 9c,d). As evidenced by Fig. 9e,f, at the lower frequencies 
lower than 6 Hz, the generator system is in a non-resonant state. Larger electric powers can be harvested 
for the maximum aperture of 40 mm, since this is related to the lowest resonant frequency (𝜔 ) and largest 
EM coupling ( 𝛼 ) and, thus, referring to the linear solutions in Eq. (15), to larger displacements, 
velocities and currents. At higher frequencies, the generation system is in a resonant state. The maximum 
power will generally be achieved for lower amplitudes and lower apertures with resonance frequencies 
matching the input frequency. For larger frequencies and amplitudes, the displacement magnitude of the 
levitating-magnet is large under non-linear resonance conditions. 
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Fig. 9: (a,b) Isosurfaces of maximum output average power for an optimal load resistance as a function of 
the apertures, input displacement amplitudes, and frequencies; (c,d) Maximum output average power, in 
color scale, as a function of the amplitude and frequency of an input signal for a corresponding optimal (e,f) 
Aperture and (g,h) Resistance. (a,c,e,g) Experimental results; (b,d,f,h) Calculated results using the model 
derived from first principles. 
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The low average EM coupling and the upper limit imposed on the displacement for the lower apertures thus 
result in a shift of the maximum output powers to the larger apertures. The matching load resistance for 
maximum extracted power varies approx. between 15-100 kΩ and is significantly larger in the regions 
corresponding to the larger EM coupling and the linear resonance regime (Fig. 9g,h).  

In order to validate the concept of the active self-adaptive electromagnetic energy harvester, we used a 
Monte Carlo method to analyze the output energy performance of the device with a random input excitation 
with a decreasing reciprocal probability distribution of displacement amplitudes and frequencies. The 
energy demand from the adaptive mechanism, namely the sensing, processing, and actuation systems, was 
considered. The total electrical energy extracted by a load during a time interval between 𝑡  and 𝑡  is: 
 

𝐸 = ∫ [𝑃(𝑦(𝑡), 𝑥(𝑡), 𝑡) − 𝑃 (�̇�(𝑡), 𝑦(𝑡), 𝑡)] 𝑑𝑡, (16) 

 
where 𝑃 is the instantaneous power received by the load, 𝑃  are the power losses from the self-adaptive 
system, 𝑦(𝑡) are the time changing adaptive variables of aperture and load, and 𝑥(𝑡) are the input excitation 
variables of amplitude and frequency. The objective is, for given input parameters 𝑥(𝑡) in a time interval, 
to find the optimum corresponding control variables 𝑦(𝑡) that maximize the energy integral, as expressed 
by Eq. (16). If the integrand is continuously differentiable, a solution is achievable by solving the associated 
Euler-Lagrange equation. 

Multiple case studies were carried out using different control algorithms. Sinusoidal excitations with 
random continuously changing amplitudes and frequencies, with a characteristic stability time (𝜏) over 
which they slowly change, were considered as depicted in Fig. 10a. The control algorithm measures the 
inputs and adapts the system in time steps of ∆𝑡 = 𝑡 − 𝑡 . If 𝑡  is the present time, the form of the input 
signal between 𝑡  and 𝑡  is not known a priori and can only be estimated from past sensor data. In the 
simplest scenario, the input signal used in the control algorithm can be assumed to be constant and equal to 
its value measured at present 𝑥(𝑡 ) (Fig. 10a). For simplicity, we assume the electrical load always 
corresponds to the optimal load for maximum power output and 𝑦(𝑡) represents the aperture. We considered 
time constant power losses associated with the sensors and processors: 𝑃 , = 𝐶. The stepper motor 
that changes the aperture yield power losses of the form: 𝑃 , = 𝐹𝑣, where 𝐹 is the force that it applies 
and 𝑣 the speed of the changing aperture. The system changes the aperture beginning at the time 𝑡 , with a 
constant positive or negative velocity 𝑣, until attaining a final value 𝑦(𝑡 ) at a time: 𝑡 = 𝑡 +
[𝑦(𝑡 ) − 𝑦(𝑡 )]/𝑣. With these considerations, the estimated energy gain in the 𝑡 − 𝑡  time interval has the 
form: 
 

𝐸 = 〈𝑃 𝑦(𝑡 ) + 𝑣. (𝑡 − 𝑡 ), 𝑥(𝑡 ) 〉 𝑑𝑡 + 〈𝑃 𝑦(𝑡 ), 𝑥(𝑡 ) 〉𝑑𝑡 − 𝐶. (𝑡 − 𝑡 )

− |𝐹𝑣/𝑣||𝑦(𝑡 ) − 𝑦(𝑡 )| 

(17) 

 
This gain can be computed in each interval for various achievable final apertures 𝑦(𝑡 ) (or equivalently, 
motor operation times 𝑡 − 𝑡 ) to find the corresponding optimal value that should maximize the energy 
harvested. The real energy gain for the actual input 𝑥(𝑡) can then be obtained as in Eq. (16).  

Analyses were conducted considering the power consumption of a real hardware apparatus. The 
harvester was excited with random patterns with frequencies in the range of 4-18 Hz and amplitudes in the 
range of 3-10 mm, having a realistic decreasing 1/𝑓 reciprocal probability distribution as shown in the inset 
of Fig. 10a. The tested control algorithms included: (i) a reference measurement (Reference), where the 
generator operates with a constant aperture equal to 30 mm, corresponding to the aperture for the maximum 
measured power, and with no energy losses related to the adapting mechanism (i.e. effectively with no self-
adaptation); (ii) A method (Max P. Chase) where the system periodically adapts the aperture to the input 
excitation to maximize the output electrical power, chasing the local power peak as in Fig. 9e,f; (iii) An 
algorithm (Optimal) that maximize the total energy gain from the self-adapting EMG by taking into account 
the power losses, achieved by maximizing Eq. (17). The results obtained for these different case studies as 
a function of time are represented in Fig. 10b, for a stability time of 𝜏 = 200 s and a control time of ∆𝑡 = 40 
s. Overall, the Reference case achieved a long-term average power gain of 122 mJ/s, while the Max P. 
Chase method yielded 152 mJ/s and the Optimum algorithm a maximum value of 156 mJ/s. Therefore, the 
self-adaptation mechanism provided 28% energy gain in relation to the non-adaptive generator, as shown 
in the inset in Fig. 10b. The Max P. Chase algorithm resulted in the largest variations of the aperture and 
consequently significant energy losses (Fig. 10b), although the energy gain was still superior to that of the 
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reference configuration. Fig. 10c depicts the long-term energy gain with the reference configuration as a 
function of the stability time of the input signal. If this time is too small, the self-adapting mechanism is 
not fast enough and, thus, the potential extractable energy gains from changing the configuration during 
these small time intervals are not enough to compensate the power losses. This results in potentially 
negative and null energy gains from the Max P. Chase and Optimal algorithms, respectively. As the stability 
time increases, both ensure positive gains up to a maximum of ≈ 30%. For lower control/sensing times, 
such as ∆𝑡 = 𝜏/2, the adaptive system will follow the time-changing input frequencies and amplitudes less 
closely (as in Fig. 10a), and thus, lower energy gains for large stability times will be observed. On the other 
hand, due to the larger integrating times in Eq. (17), the algorithm more readily detects possible energy 
gains from changing the aperture by a fixed amount for lower values of the stability time. We should note 
that the values of the power losses influence these results, especially those associated with the motor, since 
the ones related to the sensor and controllers are comparatively insignificant. Large losses from the motor 
result in the Max P. Chase algorithm generally yielding energy losses and the Optimum algorithm tending 
towards the Reference case. Low losses result in the Max P. Chase and Optimum algorithms yielding 
maximum energy gains, which in the limit can increase up to ≈ 35%, as shown in Fig. 10c. This value drops 
for small stability times due to the finite velocity of changing the aperture. Overall, better energy gains 
could be expected if it weren’t for the relatively low 𝑄 factor of the system (≈ 1–5), resulting in small and 
wide resonance power peaks and, thus, small energy returns from changing the aperture. 

 
 

3. Conclusions 
This study analyzes the concept of self-adapting instrumented levitating electromagnetic generator. A 

model based on first principles was developed and experimentally validated. The ability of the self-adapting 
generator to provide significant power gains were both theoretically and experimentally demonstrated. An 
initial condition-dependent non-linear resonant behavior up to large frequencies was observed. Although 
this generator exhibits a volume of 140.7 cm3, maximum open-circuit resonant voltage peak values up to ≈ 
500 V, short-circuit current peaks of 36.5 mA and average powers of 1.5 W (with instantaneous power 
peaks up to 6 W) were achieved for matching loads of 10-30 kΩ under translational excitations with 
displacement amplitudes of 3-10 mm and frequencies of 4-18 Hz. The maximum power output was 
achieved under different conditions of input amplitudes and frequencies for corresponding controlled 
optimal loads and distances between fixed magnets. A Monte Carlo method for different case studies 
showed the ability of the self-adaptation mechanism to provide energy gains that can surpass 30%. Results 
prove the potential of self-adaptability to significantly enhance the efficiency of electromagnetic generators 
designed to convert the ubiquitous mechanical energy into electric one. Despite the impressive findings 
here presented, future technological breakthroughs will most likely imply to address the following issues: 
(i) Frequency and amplitude of mechanical excitations must be accurately predicted to ensure optimized 
decision making regarding switching the adaptive mechanisms on/off. Many applications experience time-
varying mechanical excitations patterns, as occur in mechanical sources driving renewable energy systems 
(ocean and wind energy, etc.) [22, 25] and human-induced motion [56, 57]. The response of the generator 
to more general input excitations, with broad frequency spectrums and movements, must be studied in 
detail, including changes of orientation (i.e. with inertial forces containing centrifugal and gravitational 
components, as in Eq. (4b)), irregularities and white noise. This problem is highly complex due to the non-
linear nature of the device, which require very large computational and experimental costs, although in 
general the system would still be expected to aim at tuning its resonance frequency to the higher power 
components of the input spectrum (i.e. higher frequencies and amplitudes). Therefore, predictive algorithms 
are mandatory, including autonomous machine learning of external excitations and intelligent decision 
making (to optimize the aperture dynamics, etc.), to ensure the high efficiency of the self-adaptive 
mechanisms for universal applications. Regardless, adaptation to fast randomly changing excitations might 
still prove unfeasible due to poor decision making and slow actuation times [58]. 
(ii) Innovative magnetic levitation architectures, comprising also innovative self-adaptive instrumentation, 
must be designed to increase energy efficiency. Particular attention is required for generators operating at 
a very low frequency (lower than 2 Hz). Forms of decreasing the resonance frequency of the generator 
could involve increasing the mass of the levitating-stack, increasing the distance between or decreasing the 
size and magnetization of the fixed magnets. Advanced power management methods for impedance 
matching and energy transfer maximization are also desirable. More sophisticated designs can also make 
use of the output voltage from the coils to determine the characteristics of the input excitations and operate 
in a closed-loop control approach. 
(iii) Miniaturization of these instrumented generators, including the actuation components, is demanded to 
power small-scale devices. Downscaling may be hard to achieve using conventional machining technology. 
Therefore, advanced manufacturing methods will most likely be essential. 
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(iv) Implementation of self-adaptive mechanisms to other electromagnetic generators. Considering the huge 
amount of electromagnetic generation architectures [24, 59], customized self-adaptability may be desirable. 
Instrumented generators must be designed to avoid additional power losses for smaller apertures and/or 
when the positional-controlled non-levitating magnet experiences significant magnetic forces. 
(v) Integration of instrumentation for self-adaptability into hybrid generators, such as hybrid 
electromagnetic-piezoelectric and electromagnetic-triboelectric generators [35, 60, 61]. 
 
Results here presented, as well as the future research directions proposed, are strong indicators that self-
adaptability of energy harvesters is a new research area that may conduct to great impacts in the coming 
years. 

 

 

 
 

Fig. 10: (a) Input frequency of the time changing sinusoidal excitation used in the Monte Carlo self-adaptive 
energy gain model. The estimated form of the input signal, based on the periodic information obtained from 
the sensor units, is represented. The inset shows the decreasing 1/𝑓 reciprocal probability distribution 
histogram of the input frequencies (similar to the one used for the input amplitudes); (b) Energy generated 
as a function of time for a reference configuration (Reference), with no self-adaptation mechanism, and 
following two adaptation algorithms: chasing the maximum electrical power output (Max P. Chase), with 
no regard to the power losses, and optimizing the total energy gain (Optimal). The corresponding adaptive 
variation of the aperture of the EMG is also presented as a function of time; (c) Total long-term energy gain 
in relation to the reference configuration as a function of the stability time (𝜏) of the sinusoidal input signal 
for two control times (∆t). The upper limit of the energy gain, which can potentially be obtained in case the 
energy losses associated with the self-adaptation mechanism were null, is represented. A photo-realistic 
representation of the instrumented self-adapting harvester under operation (with the actuation and sensing 
structures partially omitted) and energy generator powering 240 LEDs by using an exciting of 10 mm 
amplitude and 18 Hz frequency under optimal aperture, is also shown. 
 
4. Methods 
4.1 Numerical calculations. The dynamic differential Eq. (14) was solved numerically using Runge-Kutta 
methods through Matlab (v. 9.4, Mathworks) solver ode45 (low frequency approximation) and solver 
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ode15s in a time span of 𝑛2𝜋/𝜔, with 𝑛 ∈ ℕ the number of cycles. The magnetic forces and EM coefficients 
as a function of the position were previously calculated using Eqs. (10) and (7b,8b) and the integral function 
and saved in lookup tables. These parameters were spline interpolated for faster numerical performance, 
with the additional advantage of the force term exploding to infinity at negative distance between magnets 
(representing elastic collisions), thus introducing a natural constrain that keeps the levitating-magnet from 
escaping the container. The loops of a closely packed coil were described by indexes 𝑗, 𝑙 and 𝑘 with: 𝑗 =

𝑙 + (𝑘 − 1)𝑁 , radius 𝜌 = 𝜌 
 + √3/2 (𝑘 − 1)𝛷 and axial position 𝑧 = 𝑧  

 + sign( 𝑧  
 ) [(𝑙 − 1)𝛷 +

(1/4)(1 + (−1) )𝛷], where 𝑘 is the radial and 𝑙 the axial index, 𝜌 
  the inner radius and 𝑧  

  the position 
of the first loop of the coil in relation to the center of the container, 𝑁  the total number of loops along the 
𝑧 direction and 𝑁  the total number of loops along the 𝜌 direction. The inner resistance can be estimated 
by: 𝑅 = 𝜌 . Length/Area, with Length = 2𝜋𝑁 𝑁 𝜌 

 + (𝑁 − 1) √3/4 𝛷  and Area = 𝜋(𝛷/2) , 
where 𝜌  is the electrical resistivity of the conductor material. 
 
4.2 Instrumentation of the adaptive harvester. The excitation driving the harvester was monitored by an 
ultra-low power accelerometer (BMA400, Bosch Sensortec), which requires 52.2 µW of power 
consumption. A step motor (DM0620, Faulhaber Minimotor) of 0.25 mNm and ≈ 0.48 W of nominal power 
consumption (|𝐹𝑣| = 0.48 W) was used as the actuation system to perform the optimal positioning of the 
top non-levitating magnet. The average velocity of the changing aperture was experimentally monitored as 
|𝑣| ≈ 5 mm/s. The overall system was controlled by an ultra-low power microcontroller (MSP430, Texas 
Instruments) demanding 66 µW to perform processing operations (𝐶 = 118.2 µW), including monitoring 
of the mechanical excitations and command operations using the optimal apertures of the container. The 
ultrasonic sensor (microsonic nano-15/CU) was only used for model validation purpose. 
 
4.3 Energy gain model. The harvester was excited with random patterns with frequencies in the range of 
4-18 Hz and amplitudes in the range of 3-10 mm, having a realistic decreasing reciprocal probability 
distribution between 𝑎 and 𝑏 (𝑓(𝑦; 𝑎, 𝑏) = 1/(𝑦 ln(𝑏/𝑎)) ) associated with the random variable: 𝑌 =
𝑎. exp(𝑋. ln(𝑏/𝑎)), with 𝑋 a uniformly distributed random number between 0 and 1. The values of the 
output average power in Eq. (17) as a function of the frequency, amplitude, resistance and aperture were 
interpolated from the experimental results. The dependence of the power with the initial conditions was not 
considered but assumed to affect the different case studies in approx. the same way. The stability time was 
set to 𝜏 = 1-400 s and the control time to ∆𝑡 = 𝜏/𝑛, 𝑛 ∈ ℕ, and results were obtained over a long time span 
of 𝜏.104 s. 
 
4.4 Mechanical excitation apparatus. Digital I/O channels from a DSP board (DS1104 from dSPACE) 
were integrated with Matlab (v. 9.4, Mathworks) and Simulink (v. 9.1, Mathworks) using Real-Time 
Workshop (v. 5.6, Mathworks) and the Real-Time Interface (v. 7.12, dSPACE). A software application was 
developed in ControlDesk (v. 7.0, dSPACE) to interact with a real-time system, which was used to control 
the mechanical excitation system, a slider-crank mechanism actuated by an AC Motor (W21 90S, WEG) 
and an AC Inverter Drive (EFC3610-1K50, Bosch).  
 
4.5 Features of the adaptive generator. To maximize the harvester performance, the container was 
manufactured using PTFE, as it ensures low friction coefficient. Its architecture was designed to ensure a 
1.25 mm tight-fit container-magnet interface. Appropriate materials with negligible magnetic permeability 
and electrical conductivity properties were carefully selected; bushings were incorporated whenever the 
assembly required rotating, oscillating and linear movements. The cylindrical dimensions of the 
manufactured container are 𝛷40×112 mm. The actuation and sensing mechanisms were positioned at 
different extremities of the container. Ring magnets were preferred, allowing the inertial guiding rod (which 
is coupled to the levitating-magnet) to pass through the center of the hard-magnetic elements; the ultrasonic 
sensor is concentric with the harvester shaft and fixed to the adaptive structure. The rotational step motor 
motion is converted into linear magnet motion through a trapezoidal spindle, nut and two rods - the nut is 
screwed to a hollowed tube, which in turn is rigidly coupled to the adaptively positioned magnet. 
 
4.6 Experimental testing. The magnetic force between the bottom fixed magnet and the levitating-magnet 
was tested as a function of the distance between them by coupling different masses (from 60 g to 3.25 kg) 
to the latter magnet and measuring its corresponding equilibrium position inside the container under the 
gravitational field. Values of the EM coefficient and resonance frequency were measured by fitting the 
voltage frequency response of the EMG, operating under low amplitude harmonic input conditions, to the 
linear voltage expression in Eq. (15b) for different apertures, as represented in Figs. 3a,c. The time response 
of the voltage of the system was measured while applying a sinusoidal axial translation input with constant 
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displacement amplitude of 3, 5, 7 and 10 mm and sweeping the frequency from 4 to 18 Hz. Multiple load 
resistances from 1 kΩ to 5 MΩ were tested as well as different apertures of 0, 10, 20, 30 and 40 mm. 
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