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resumo 
 

 

Dado o aumento da população mundial e das consequentes necessidades 

energéticas, a indústria petrolífera desempenha um papel vital na sociedade. Não 

só porque o petróleo e o gás natural continuam a ser as principais fontes de 

energia no nosso planeta, mas também porque são matérias-primas 

fundamentais para a produção industrial de um grande número de bens e 

produtos. Por outro lado, os impactos ambientais resultantes das suas atividades 

estabelecem uma busca incessante pelo desenvolvimento de novas tecnologias 

que sejam mais limpas, sustentáveis, e eficientes do que as atuais.  

Além disso, considerando a depleção dos reservatórios e a diminuição do custo 

de fontes de energia alternativas, processos de recuperação avançada tornam-

se cada vez mais importantes, com a injeção de surfactantes ou de CO2 sendo 

duas das técnicas mais promissoras. Esta última tem tido como principal limitação 

a escassez de fontes económicas de CO2, o que reforça também a importância 

de se desenvolverem tecnologias alternativas para a sua captura e 

armazenamento em larga escala. 

Tendo tudo isto em consideração, compostos contendo óxido de etileno são de 

um interesse acrescido para a indústria petrolífera: glicóis são comummente 

usados como agentes de desidratação, glimas ou éteres de glicol são 

frequentemente apontados como solventes físicos promissores para a captura de 

CO2, ou para a remoção de gases ácidos no processamento de gás natural, e 

surfactantes do tipo Brij, também conhecidos como CiEj, são usados para 

recuperação avançada de petróleo. Recentemente, solventes verdes alternativos 

como os solventes eutécticos profundos e os líquidos iónicos próticos têm sido 

sugeridos para melhorar a sustentabilidade de diferentes processos de separação 

na indústria petrolífera, como por exemplo a separação de CO2, dessulfurização 

e desaromatização do petróleo, entre outros. 

Contudo, antes da aplicação industrial destes sistemas, é necessário possuir 

modelos capazes de providenciar uma descrição precisa das suas propriedades 

termofísicas e do equilíbrio de fases, conhecimentos fundamentais para efetuar o 

desenho, simulação, controlo e avaliação económica de novos projetos de forma 

rigorosa. Contudo, a maior parte dos modelos termodinâmicos disponíveis 

atualmente para descrever o comportamento destes sistemas possuem uma 

precisão insatisfatória, bem como uma capacidade preditiva e extrapolativa muito 

limitada. 

Como tal, este projeto tem como principal objetivo o desenvolvimento, melhoria e 

análise de modelos termodinâmicos de base molecular com alta transferibilidade, 

capazes de descrever sistemas complexos de interesse para a indústria 

petrolífera, como os acima mencionados. É expectável que o aumento da 

capacidade extrapolativa, e em alguns casos preditiva, das ferramentas de 

modelação aqui discutidas constitua uma vantagem sobre os modelos usados 

atualmente, permitindo uma diminuição significativa do trabalho experimental 

(mais caro e demorado) tipicamente necessário durante as fases iniciais do 

desenvolvimento de novos processos e tecnologias. 
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abstract 
 

 

Given the world’s population growth and the consequent increase on the global 

energy demand, the Oil & Gas industry plays a vital role in today’s society. Not 

only because oil and gas are the main energy sources in our planet, but also 

because they serve as important feedstocks to produce a huge diversity of 

commodities and goods. Conversely, the huge environmental impact driven by 

their activities establishes an endless demand for the development of novel 

technologies desired to be cleaner, more sustainable, and efficient than their state-

of-art homologous. 

Moreover, considering the depletion of oil reserves and the decrease in cost of 

alternative energy sources, enhanced oil recovery (EOR) is also becoming 

increasingly important with the use of surfactant flooding or CO2 injection being 

two of the most promising techniques. The latter has mainly been hindered by the 

scarcity of economical supplies of CO2, reinforcing the importance of developing 

alternative technologies for CO2 capture and storage at large scale. 

Taking this into account, compounds containing ethylene oxide groups are of a 

special and increasing interest for the Oil & Gas industry: glycols are commonly 

used as dehydration agents, glymes have been suggested as promising physical 

solvents for CO2 capture and natural gas processing, and CiEj surfactants can be 

used for surfactant flooding. Recently, alternative greener solvents such as protic 

ionic liquids and deep eutectic solvents have also been suggested to improve the 

sustainability of different separation processes such as CO2 separation, fuel 

desulfurization, among others. 

Prior to the industrial application of these systems, an accurate description of their 

thermophysical properties and phase equilibria is necessary for the rigorous 

design, simulation, control, and economical evaluation of new technologies or 

process configurations. However, most of the thermodynamic approaches and 

molecular models currently available to describe these compounds have a limited 

predictive/extrapolative ability or accuracy.  

Therefore, this work aims at the development, improvement, and analysis of 

transferable molecular models able to correctly describe complex systems of 

interest to the Oil & Gas industry, such as those mentioned above. The enhanced 

extrapolative, and in some cases predictive, ability of the modelling approaches 

proposed in this work are expected to constitute an advantage over current 

thermodynamic models, by allowing for a significant decrease on the experimental 

efforts required during initial solvent screenings or the initial stages of new 

processes and technologies development. 
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1- Introduction 
 “Thermodynamics is a funny subject. The first time you go 

through it, you don’t understand it at all. The second time 
you go through it, you think you understand it, except for 
one or two points. The third time you go through it, you 
know you don’t understand it, but by that time you are so 
used to it, it doesn’t bother you anymore.” 
 

Arnold Sommerfeld 
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1.1- General Context 

 

The Oil & Gas industry is considered to be the largest economical sector in the world, actively 

contributing to the employment of hundreds of thousands of people and generating huge revenues every 

year. Given the world’s population growth and the consequent increase of the global energy demand, the 

Oil & Gas industry plays a vital role in today’s society. Firstly,  because oil and gas are the main energy 

sources in the planet, satisfying around 50% of the world’s energy needs with more than 90 million 

barrels of crude oil being consumed daily.[1] Secondly, because oil and gas are widely used in modern 

life: as fuel for transports, burned for heating and electricity generation, but also as a source of important 

raw materials for the industrial production of several bulk chemicals and consumer goods such as 

fertilizers, toys, cosmetics, detergents, gums, plastics, textiles and dyes, among countless others. 

Crude oil production is usually carried out in three phases: first, the primary oil recovery that 

consists in the natural rise of hydrocarbons to the surface, or in those artificially lifted. Then, in the 

second phase, water and/or gas are commonly injected into the reservoirs, allowing for a displacement 

of additional oil, forcing it to move towards the surface. However, as a given reservoir is explored and 

the oil is being extracted from deep underground, the pressure inside the reservoir decreases, hampering 

the removal of additional oil. On average, up to 2/3 of the crude oil remains trapped in the reservoir after 

the primary and secondary phases of oil recover took place, which is particularly problematic considering 

the projected prevalence of oil and gas as main energy sources and the emergent oil reserves 

depletion.[2,3] Nonetheless, a further increase on the oil production can be achieved through tertiary 

recovery methods, the enhanced oil recovery (EOR). EOR can be distinguished from the previous phases 

as it consists in changing the properties of the reservoir’s fluid and restoring the reservoir’s pressure. 

Three main types of EOR technologies exist[4]: 

1) Thermal recovery – consisting in the heating of the reservoir fluids through steam injection to 

reduce the oil’s viscosity and consequently enhance its flow behaviour. 

2) Chemical injection – the injection of chemicals (e.g., alkali, polymers, surfactants, or a 

combination of them) that facilitate the release of additional oil from the rock formation, by 

effectively decreasing the interfacial tension (IFT) between oil and water, resulting in an 

increased capillarity. 

3) Gas injection – involves the injection of a gas into the reservoir. Once in the reservoir, the gas 

mixes with the oil, swelling it and making it lighter and less viscous, which along with the 
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increased pressure within the reservoir allows the displacement of additional oil to the nearby 

production well. 

Carbon dioxide-EOR (CO2 – EOR) is often suggested as one of the most promising techniques as, 

in theory, it allows for both the production of additional oil and a decrease on the greenhouse gases 

(GHG) emissions, given that much of the CO2 injected remains trapped in the reservoir rock. Thus, not 

only additional revenues are generated from the additional oil produced, but also the CO2 is stored in 

well-characterized sites, allowing to partly offset the current high cost of CO2 capture and storage (CCS). 

Despite this win-win solution, and the fact that the Oil & Gas industry already possesses the required 

know-how, CO2-EOR has been hindered due to the scarcity of economically viable supplies of CO2. 

Much of the CO2 currently used for EOR is obtained from naturally occurring reservoirs, instead of 

derived from anthropogenic sources, highlighting the need for the development of novel CCS 

technologies at large scale.[5] Moreover, the discovery of oil and gas reservoirs rich in CO2, initiated a 

new era of oil exploration with striking challenges for the oil companies involved in their exploration 

that are committed not to vent the naturally produced CO2.[5] 

Alternatively, surfactant flooding techniques allow the design of reservoir operations with an 

increased displacement efficiency. Surfactants are injected in the reservoir to decrease the IFT between 

the aqueous and organic phases, normally blended with co-surfactants that allow the tailoring of the 

injection fluid properties. The injection fluid should remain stable under the reservoir conditions, so the 

knowledge on the sensitivity of surface-active agents toward high temperatures/pressures and salinities 

must be known. Moreover, the use of multi-component injection fluids may be problematic if phase 

separation occurs within the reservoir, changing the surfactant concentration, and consequently, its 

thermodynamic behaviour. Clearly, the phase behaviour of the injection fluid (that contains surfactant, 

water, and other co-surfactants) is the most crucial factor governing the success of a surfactant flooding 

process. Therefore, accurate models able to describe the macroscopic and mesophasic behaviour of these 

systems are necessary to provide a quick screening of the most appropriate fluids to apply in a given 

reservoir, or to the initial design of new and efficient surfactant flooding processes. 

Natural gas is often praised as a cleaner energy source, if compared with oil or coal because, when 

natural gas is burned, lower emissions of harmful gases such as carbon monoxide (CO), CO2, and 

nitrogen oxides (NOx) are observed, and ashes or particulates are greatly avoided. Moreover, its relative 

abundance and low cost have contributed to the increase on its global production and consumption as 

highlighted in Figure 1.1. Considering the production of natural gas, raw natural gas is much different 

than end-use natural gas which is almost pure methane (CH4), mainly due to the presence of several 

impurities that include hydrocarbons (mainly C2 to C5), water (H2O), nitrogen (N2), and acid gases such 
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as CO2, hydrogen sulfide (H2S), and mercaptans. Therefore, prior to its distribution, natural gas must be 

processed, aiming at the removal of the different impurities to meet the required pipeline and final use 

specifications. 

 

Figure 1.1. Primary energy consumption worldwide by fuel type.[6] 

 

In this context, the Oil & Gas industry continuously demands for the development of novel low-

cost, cleaner, and more efficient technologies in the framework of EOR, CCS and gas processing that 

would allow them to increase their revenues, while mitigating the environmental impact driven by their 

activities and their share in the world’s GHG emissions. 

Because of this, compounds containing ethylene oxide (EO) groups (summarized in Table 1.1) 

have become of special interest for the oil and gas industry. Glycols, whose general chemical formula is 

given by H-(OCH2CH2)n-OH are polyethers with two hydroxyl end-groups having EO as a repeating 

unit. They are characterized by interesting properties such as their high boiling point, hygroscopicity, 

non-corrosiveness, freezing point depression, lubricating and plasticizing character, being used for 

several operation purposes. Ethylene glycol (EG) is commonly used as a gas hydrate inhibitor or added 

to water for a further decrease of its melting point. Diethylene glycol (DEG) and triethylene glycol 

(TriEG) have been used as dehydration agents in natural gas streams, as otherwise, if water is present in 
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the natural gas it could cause hydrate formation at high pressure and low temperatures, corroding and 

blocking the transportation pipelines.[7] Tetraethylene glycol (TeEG) is also used as a solvent in the 

purification of aromatic hydrocarbons, while 1,2 – propylene glycol is used in the production of resins.[8] 

 

Table 1.1. Compounds of interest to the Oil & Gas industry containing EO repeating units. 

Glycols: e.g. triethylene glycol 

 

Mono-alkyl glymes: e.g. diethylene glycol methyl ether 
 

Di-alkyl glymes: e.g. diethylene glycol dimethyl ether 
 

CiEj non-ionic surfactants: Brij-30 (C11E4) 
 

 

Glymes or glycol ethers, where one (mono-alkyl glymes) or both (di-alkyl glymes) hydroxyl end-

groups were replaced by a small ether group are known by their high affinity towards acid gases such as 

H2S and CO2, due to the strong interactions that can be established between the gas and the solvent’s 

oxygenated/sulfur groups.[9] Hence, a number of studies in literature report the larger solubilities of acid 

gases in glymes or blends of glymes, suggesting them as very attractive physical solvents for acid gas 

removal or CO2 separation.[10–19] In fact, the UOP Selexol™ process, which is the state-of-the-art 

process for high-pressure gas sweetening, typically uses a blend of polyethylene glycol dimethyl ethers 

(PEGDME) as a physical solvent (chemical formula: CH3O(C2H4O)nCH3, where n has a specific 
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distribution).[20,21] The main characteristics contributing to the Selexol process success are a low vapor 

pressure preventing solvent losses, a good selectivity of H2S over CO2 allowing for the selective 

absorption of H2S in an absorber and an enhanced recovery of CO2 in the flash drum in a dual stage 

configuration, low corrosion rates, generation of minimal waste and low energy requirements for the 

solvent regeneration. However, despite their affinity towards CO2, glymes are seldomly reported as 

physical solvents for high-pressure CO2 capture applications from sources other than natural gas. 

Finally, alkyl polyoxyethylene glycols constitute a family of substances which behave as 

surfactants (surface active agents) in aqueous solutions. They are represented by the general chemical 

formula: H(CH2)i(OCH2CH2)jOH, or simply CiEj, where i refers to the number of methylene groups in 

the alkyl residue and j refers to the number of EO groups in the hydrophilic part of the molecule that 

contains an hydroxyl group as end group. They can be viewed as a particular case of mono-alkyl glymes, 

where the length of the alkyl residue can considerably vary. These compounds have numerous 

applications in different fields ranging from cosmetics, detergents, refrigerants and obviously in EOR 

applications, through surfactant flooding.[22,23] Their use in EOR is based on their ability to increase 

the capillary displacement of an aqueous flooding medium along with other useful properties such as 

their high thermal stability (related to their cloud points), its biodegradability and its stability under high 

salinity media. 

Moreover, as result of continuous scientific and technological developments, several new 

fluids/solvents with potential interesting applications appear every day, with deep eutectic solvents 

(DES) and protic ionic liquids (PILs) being some of the most relevant for the Oil & Gas industry, in a 

new wave of ‘green’ and more sustainable solvents with interesting properties such as a low vapor 

pressure, wide liquid range, thermal stability, and their designer solvent character that allows the tailoring 

of their thermophysical properties aiming at a specific task. DESs consist of mixtures of weak Lewis or 

Brønsted acids and bases that although usually solid at room temperature, present a eutectic temperature 

much lower than that predicted assuming an ideal behaviour of the liquid phase, mostly due to the 

presence of strong hydrogen bonding between the two molecular precursors, yielding solvents with 

interesting properties in a wide liquidus temperature range.[24,25] Their properties can be tuned 

depending on the choice of different hydrogen bond donor (HBD) and hydrogen bond acceptor (HBA) 

combinations and molar ratios between the molecular precursors. As such their potential for several 

applications of interest such as gas separations including CO2 capture,[26–29] enhanced oil 

recovery,[30,31] dearomatization, denitrogenation, and desulfurization of fuels,[27,32–35] mercury 

removal from petroleum,[36] and hydrate formation inhibition[37,38] has been reported. PILs are also 

mixtures of Lewis or Brønsted acids and bases, but with a considerable ΔpKa, prepared through the 
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stoichiometric neutralization reaction of acids and bases where, contrarily to DES, a proton transfer 

occurs from the acid to the base. Depending on the acid/base pair selected, the proton transfer may or 

may not be complete so that neutral molecular precursors will coexist in solution with ion pairs and ionic 

species. Due to their low cost, easy preparation, high CO2 sorption capacity, mild regeneration, and 

variable proton activity, PILs have also been gathering an increasing interest from both industry and 

academia as potential solvents for CO2 absorption,[39–43] oil desulfurization,[44,45] methane hydration 

inhibition,[46] asphaltenes extraction or stabilization,[47,48] among others.   

Prior to the development or optimization of new or existing technologies or reservoir operations 

involving these systems, an accurate knowledge of the thermophysical properties and phase equilibria of 

the fluids involved is required for a rigorous design, simulation, or economical evaluation of different 

process configurations and conditions. Although much of the required data could be obtained from 

experiments, except for those at extreme temperature and pressure conditions impossible to achieve 

under common experimental setups, the cost and time required to perform all the necessary 

measurements quickly becomes prohibitive, urging the development of thermodynamic models able to 

describe this type of fluids with ease and that can be used for the prediction/extrapolation of the required 

information from limited amounts of experimental data.  

Equations of State (EoSs) are the most versatile methods to provide fast calculations of 

thermophysical properties and phase equilibrium data as required by process simulators. However, 

contrarily to what happens in most petroleum refining processes, the presence of strongly polar 

compounds or fluids exhibiting strong associative interactions (e.g. hydrogen bonding), such as those 

mentioned before, increases the complexity of the fluids thermodynamic behaviour, resulting in a 

decreased performance of classical thermodynamic models commonly used by the Oil & Gas industry, 

namely cubic EoSs like Peng-Robinson (PR) and Soave-Redlich-Kwong (SRK) or even activity 

coefficient models like UNIQUAC, UNIFAC and NRTL.[49] For this reason, the development, analysis, 

and improvement of thermodynamic modelling approaches in the framework of EoSs that can explicitly 

account for such phenomena, such as those derived from the Statistical Associating Fluid Theory 

(SAFT),[50,51] are extremely relevant towards decreasing the dependency on experimental data, and 

accelerating the development of new processes using EO-containing compounds or novel alternative 

greener solvents. 

Furthermore, the poly(oxyethylene) alkyl ethers surfactants presented in Table 1.1 owe much of 

their success to their ability to, in aqueous solution, self-assemble to form a variety of 3-D structures 

with a controllable morphology, ranging from simple spherical, rod, disk or worm-like micelles at low 

surfactant loadings, to the formation of more complex liquid crystalline (LC) phases at higher 
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concentrations. As structural and dynamical properties cannot be directly obtained from EoSs, Molecular 

Dynamics (MD) simulations stand out as an appropriate method to investigate the nanostructure of the 

liquid phase, while providing a clear picture of the system at the microscopic level and contributing to a 

better understanding of the system’s behaviour at the molecular level. All-atom (AA) models, those more 

widely applied in MD simulations, although able to provide detailed and precise information about initial 

stages of micellization in diluted systems, are unable to address the time and size scales relevant for self-

assembling and mesophase transition processes. Conversely, coarse-grain (CG) models, significantly 

reduce the computational demand, being a suitable tool to investigate the mesophase behaviour of CiEj 

surfactants in water but, unfortunately, there is a lack of methods properly validated with a good 

transferability and predictive ability, for efficient screening purposes and to tackle the design of new 

surfactant systems for EOR injection. 

This work addresses the thermodynamic modelling of different systems of interest to the Oil & 

Gas industry, namely those containing EO-based compounds or promising alternative solvents, using 

appropriate modelling techniques, that are SAFT-type EoSs and CG-MD simulations. Novel modelling 

approaches and parameterization methodologies, aimed at enhancing the predictive and extrapolative 

ability of current state of art models are proposed, while retaining or improving its overall accuracy. The 

limitations of the different models are also discussed. 
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1.2- Scope and Objectives 

 

As mentioned before, the Oil & Gas industry plays a major role in our society. Clearly, there is an 

on-going transition towards the development of novel technologies aiming at improving the 

sustainability of their operations, partially solving several environmental, economic, and political 

problems related to the conventional petrochemical processes. Knowledge about the phase equilibria, 

and thermophysical properties of relevant systems and a proper understanding of their microscopic 

behaviour are thus of ubiquitous importance for the adequate design, operation and optimization of new 

processes and reservoir operations. Therefore, being able to quickly predict or extrapolate some of the 

necessary data with accuracy, from a limited number of experiments, can considerably expedite the task 

and lower its cost. 

Even though most thermodynamic modelling approaches have been around for decades, the 

development/improvement of the different models remains a very active research topic, with most efforts 

being devoted to improving one or more of the following characteristics: 

• Accuracy/Applicability – There is an increasing demand for models that can deal not only with 

simple, common fluids, but also with complex systems that have recently found widespread 

application in industry, and for which the performance of the current models is still not optimal. 

This can include strong associating and polar fluids (bio-based solvents, ionic liquids, deep 

eutectic solvents), or electrolyte systems, to name just a few. 

• Extrapolative ability – The amount of experimental data available to parameterize EoS models 

or forcefields is often limited in terms of temperature, pressure, and/or composition range. 

Therefore, thermodynamic models should be able to successfully extrapolate results for 

thermodynamic conditions other than those used in the parameterization procedure, without a 

significant loss of performance. 

• Predictive ability – One of the advantages of using EoSs over excess Gibbs energy (GE) models 

is their versatility and potential to provide a wide range of thermodynamic properties. Hence, a 

good thermodynamic model should be able to provide reliable predictions for properties other 

than those used in the model’s parameterization. 

• Parameterization methods – The parameterization method (amount and type of experimental 

data used in the fitting; weights of the different properties considered, existence of 

transferable/fixed parameters, etc.) can have a profound effect on the performance and 

applicability of any given model. Moreover, in the case of SAFT-type EoSs, alternative 
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parameterization methodologies are often required when the pure compounds are solid, have 

negligible vapor pressures, and no densities nor critical properties are available, hindering the 

use of traditional parameterization approaches. 

• Parameters’ transferability – Related to the predictive ability of the model, there have been 

several attempts to transfer model parameters between different compounds of a given 

homologous series, or between different families. 

• Computational efficiency – Models should be complex enough to capture most of the physical 

features of the system but remain simple enough so that the computational cost of the 

calculations does not become problematic for the desired application. One of the disadvantages 

of SAFT over cubic EoSs is its increased computational cost due to the implicit-iterative nature 

of the association term that can become problematic when a large number of flash calculations 

is required in a small-time frame (e.g., in dynamic state simulations or optimizations). Therefore, 

unless considerable improvements in terms of accuracy can be achieved, the association models 

should remain simple and accessible. 

With all these aspects in mind, this work aims at the development, improvement and discussion 

of modelling approaches and parameterization methodologies, in the framework of SAFT-type EoSs and 

MD simulations, to be applied for the description of EO-based compounds and promising alternative 

solvents of interest to the Oil & Gas industry. Most of the work presented in this thesis is object of 

publication at different international peer-reviewed journals in the areas of chemical engineering, applied 

thermodynamics, and physical chemistry, whose detailed bibliographic information is provided in the 

“List of Publications” at the end of the manuscript. 

 The next sections are organized as follow: 

Chapter 2 - Thermodynamic Background: In this section, the different modelling techniques 

applied in this work are outlined. It starts with an overall description of SAFT-type EoSs and the different 

variants of the SAFT theory applied in this work. Then, the development of a thermodynamic package 

for phase equilibrium and thermophysical properties calculations using EoSs in MATLAB® is reported, 

presenting its main features and code organization. Finally, a brief introduction to MD simulations and 

the MARTINI forcefield[52] used to investigate the mesophase behaviour of CiEj systems is provided. 

Chapter 3 - Thermodynamic modelling of glycols and glymes: In this chapter, through an 

appropriate parameterization and relating the values of the model parameters to the differences in the 

compounds’ chemical structure, a transferable soft-SAFT model is proposed for both glycols and glymes. 

Built on top of low molecular weight oligomers, the model is applicable to higher chain length 

homologues, even in the absence of experimental data. Then, having in mind that glycols and glymes are 
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mainly used for gas dehydration and CO2 capture, the model is successfully applied to mixtures of both 

glycols and glymes with water and other gases (mainly CO2), to evaluate its performance. 

Chapter 4 – EoS Modelling of CiEj/H2O systems: Given the absence of experimental data for 

pure surfactants, the suitability of SAFT-γ-Mie, the most acknowledged heteronuclear SAFT-type EoS, 

to describe CiEj surfactants, using the knowledge acquired from studying simpler compounds (e.g., 

alkanes, alkan-1-ols, glycols, and glymes), is assessed in this chapter. 

Chapter 5 – MD simulations of surfactant systems: In this chapter, an extensive validation of 

the MARTINI FF to describe the mesophase behaviour of aqueous solutions of CiEj surfactants is 

provided, spanning a wide range of hydrophilic-lipophilic balance (HLB) values and surfactant 

concentrations, in both the micellar and the LC regimes. Once the model is adequately validated, it is 

further applied to investigate the behaviour of ternary systems oil + water + surfactant in order to analyse 

the impact that the presence of an oil has in the behaviour of the aqueous solution. The chapter is then 

concluded with a few remarks on the study of silica + water + oil + surfactant systems relevant for EOR 

applications, highlighting the suitability of the MARTINI FF to model the oil detachment process from 

a surface. 

Chapter 6 – A discussion on the modelling of alternative solvents using SAFT-type EoSs: 

The widespread of applications for DESs and PILs over the last decade has not been followed by the 

development of robust thermodynamic modelling approaches that can reliably provide or describe their 

thermophysical properties and phase behaviour. One of the reasons is that the specific features of these 

systems usually prevent the use of common modelling strategies and parameterization methodologies 

applied with other molecular compounds. Thus, this chapter aims to discuss the modelling of both DESs 

and PILs using SAFT-type EoSs, while commenting on the most adequate parameterization 

methodologies. 

Chapter 7 – Final remarks: Conclusions and future perspectives in the field. 

 

 



 

 
 

 

 

 

 

 

 

 

 

 

 

2- Thermodynamic Background 
 “It is fine to work on any problem, so long as it generates 

interesting mathematics along the way – even if you don’t 
solve it at the end of the day.” 
 

Andrew Wiles 
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2.1- SAFT-type EoSs 

 

As illustrated in Figure 2.1, a large number of thermodynamics models is available with dozens 

of different activity coefficient models and EoSs reported in the literature,[53] the choice of the most 

adequate representing a cumbersome challenge for the design engineer not specifically trained in applied 

thermodynamics. Despite the simplicity, ease of application, and accuracy of GE models, EoSs have been 

the industry preferred tool to model phase equilibria and thermophysical properties, mainly due to their 

ability to provide a global description of the thermodynamic behaviour of a fluid (and not just the phase 

equilibria as occurs with activity coefficient models) and their better performance at high-pressure high-

temperature conditions. 

 

Figure 2.1. A "small" sample of thermodynamic models available in the literature. 

 

Classical EoSs, such as PR and SRK, have been the gold standard in a variety of industrial areas 

ranging from Oil & Gas to bulk and specialty chemicals. By combining a mean-field attractive term with 

a hard-sphere repulsive term, although appropriate for small, simple, and spherical molecules, they have 

several limitations as the hard-sphere reference exhibits considerable deviations for chainlike fluids. 

Furthermore, due to their semiempirical character, the physical meaning of their parameters is fuzzy, 
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resulting in a poor predictive or extrapolative ability of such models, requiring large amounts of 

experimental data for an extensive characterization of a new solvent or fluid mixture. 

Moreover, it is undeniable that the systems of interest for industry have become increasingly 

complex, and cubic EoSs, despite being very simple and easy to implement, are not able to model 

molecular level behaviour explicitly, failing when applied to describe polar (e.g. CO2) or associating 

compounds (e.g. water, glycols, glymes, CiEj surfactants, DESs, PILs, etc), making the case for the 

development of thermodynamic models that can explicitly account for different structural and energetic 

effects. Clearly, the most apparent progress toward EoSs with such capabilities was achieved by applying 

statistical mechanics concepts. Wertheim’s work on a first order thermodynamic perturbation theory 

(TPT1)[54–57] and its later implementation in the form of an engineering EoS, the Statistical Associating 

Fluid Theory – SAFT – by Chapman and co-workers[50,51] (original SAFT) and Huang and Radosz[58] 

(CK-SAFT) represent the major advances toward such an advanced molecular-based EoS. These 

equations, contrarily to cubic EoSs, explicitly account for the contribution of different effects including 

the non-spherical shape of the molecules, chain length, polar interactions, and hydrogen bonding to the 

thermodynamic behaviour of the system, providing a more rigorous perception of the fluids physics. 

As represented in Figure 2.2, in the framework of SAFT, molecules are generally represented as 

homonuclear chainlike fluids composed of a number of spherical segments of equal size and energy, 

exhibiting both dispersive and repulsive interactions, tangentially bonded to each other forming chains 

that might associate at specific bonding sites present in some of the chain’s segments (if it represents an 

associating compound). 

 

Figure 2.2. Schematic representation of the physical foundation of SAFT. Yellow and grey colours are used to 

represent two different segments/components, while green, blue, and orange are used to distinguish three different 

association site types. 
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From the SAFT theory, the residual Helmholtz energy of the system (𝐴𝑟𝑒𝑠) is obtained as a sum 

of the different contributions, each of them accounting for a specific effect, according to eq. 2.1: a 

segment term, 𝐴𝑠𝑒𝑔, accounting for the monomer-monomer physical interactions, including both the 

repulsive and attractive terms; a chain term, 𝐴𝑐ℎ𝑎𝑖𝑛,  accounting for the formation of chains from the 

individual segments, and an association term, 𝐴𝑎𝑠𝑠𝑜𝑐, that takes into account the presence of strong and 

highly directional forces, such as hydrogen-bonding. 𝐴𝑖𝑑 is the ideal term required to determine the 

system’s total free energy. 

𝐴𝑟𝑒𝑠 = 𝐴 − 𝐴𝑖𝑑 = 𝐴𝑠𝑒𝑔 + 𝐴𝑐ℎ𝑎𝑖𝑛+𝐴𝑎𝑠𝑠𝑜𝑐 + 𝐴𝑝𝑜𝑙𝑎𝑟 +⋯ (2.1) 

Wertheim’s contributions[54–57] present a theoretically derived model for anisotropic 

interactions like hydrogen-bonding, in the form of a perturbation term to the Helmholtz free energy of 

the system as a function of the monomer density, which is related to the so-called association 

strength.[51] This theory presents the basis for both the chain and association terms of SAFT, the former 

being obtained from the theory in the limit of infinite association, by imposing the condition of total 

bonding between two adjacent chain segments. 

By considering different segment terms, mainly in the attractive contribution, several SAFT 

variants have been proposed over the last decades by different research groups. Among the most well-

known SAFT-type EoSs one could include original SAFT,[50,51] CK-SAFT,[58] sSAFT,[59] LJ-

SAFT,[60] soft-SAFT,[61] SAFT-VR,[62] and PC-SAFT, in both its original[63,64] and simplified 

version.[65] More recently, heteronuclear versions of SAFT-type EoSs (refer to Figure 2.3), using a 

group contribution (GC) approach such as the GC-SAFT-VR,[66] SAFT-γ,[67] and SAFT-γ-Mie[68] 

have also received a great deal of attention. 

An EoS written in terms of the residual Helmholtz energy of the system has the key advantage 

that many thermodynamic properties can be readily obtained using only derivatives and ideal-gas 

integrals. The most striking example being the direct calculation of derivative properties that are key for 

the design of many processes such as heat capacities, speed of sound, isothermal compressibility, among 

others. Furthermore, the theory underlying SAFT, makes it possible its systematic improvement and 

extension in a sound manner, allowing the inclusion of additional terms, depending on the systems’ 

nature such as the addition of a polar term (𝐴𝑝𝑜𝑙𝑎𝑟) to account for polar interactions. The ease with which 

SAFT-type EoSs can be coupled to other theories, such as the density gradient theory[69,70] (DGT) or 

the Free Volume Theory[71] (FVT) for the calculation of interfacial or transport properties is another 

key advantage of this type of models. 
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Figure 2.3. Homonuclear and heteronuclear approaches of SAFT-type EoSs, illustrated for propanoic acid. 

 

Because of the strong theoretical foundation of SAFT, the model parameters have a well-defined 

physical meaning that obviously enhance the predictive and extrapolative capabilities of the model. In 

the majority of homonuclear SAFT variants, each pure component i is characterized by its chain length, 

𝑚𝑖, i.e., the number of individual segments constituting the molecule, the segments’ size diameter, 𝜎𝑖𝑖, 

and the segment-segment dispersive energy, 𝜀𝑖𝑖. If the molecule is self-associating, an association 

scheme specifying the number and type of association sites, and interactions allowed in the system, needs 

to be specified a priori and the values of association energy (𝜀𝐴𝑖𝐵𝑖 or 𝜀𝐻𝐵)  and volume (𝜅𝐴𝑖𝐵𝑖 or 𝜅𝐻𝐵) 

defined pairwise for each site-site interaction. However, in most cases, the energy and volume of the 

association sites within a given molecule are considered equivalent, resulting in a total of five unknown 

parameters for a self-associating component like propanoic acid illustrated in Figure 2.3. While defining 

an appropriate association scheme for a given molecule, Table VII and VIII of Huang and Radosz[58] 

present some of the most common association schemes and hence represent a good starting point. 

Among the several modifications to the original model, soft-SAFT[61] stands out given its 

demonstrated ability to accurately describe the thermophysical properties and phase behaviour of a wide 

variety of compounds (e.g. n-alkanes,[72] perfluoroalkanes,[73] alkan-1-ols,[74] glycols,[75] 

nitriles,[76] ILs,[77] refrigerants,[78] and polymers[79]). Hence, in this work, the soft-SAFT EoS was 

successfully implemented in a thermodynamic modelling package coded in MATLAB® for the 

calculation of phase equilibria and thermophysical properties (cf. Chapter 2.1.4). A detailed description 
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of the different terms of the soft-SAFT EoS is thus provided in Chapter 2.1.1. In some cases, the 

Perturbed-Chain-SAFT (PC-SAFT) was applied, so the main differences between the two variants are 

presented in Chapter 2.1.2. For the thermodynamic modelling of the aqueous solutions of CiEj 

surfactants, as experimental data is not available for the pure surfactants, the performance of a 

heteronuclear SAFT variant, namely SAFT-γ-Mie (described in Chapter 2.1.3), was evaluated. 

 

2.1.1- soft-SAFT EoS 

 

Dimensionless variables, parameters, and properties 

For the sake of consistency, all the equations of soft-SAFT must be solved using dimensionless 

variables in respect to a reference component. Therefore, 𝑖𝑅 may be defined as the reference component, 

characterized by its corresponding parameters (𝜎𝑅 and 𝜀𝑅). These parameters are then used to obtain the 

dimensionless thermodynamic variables and parameters required for the soft-SAFT implementation. 

Those dimensionless variables (identified by an upper tilde) are summarized as follow: 

𝑇̃ =
𝑇

𝜀𝑅 𝑘𝐵⁄
 (2.2) 𝜌̃ = 𝜌𝑁𝐴𝜎𝑅

3 (2.3) 𝑝̃ = 𝑝
𝜎𝑅
3

𝜀𝑅
 (2.4) 

𝐴̃ =
𝐴

𝑁𝐴𝜀𝑅
 (2.5) 𝐺̃ =

𝐺

𝑁𝐴𝜀𝑅
 (2.6) 𝑈̃ =

𝑈

𝑁𝐴𝜀𝑅
(2.7) 

𝐻̃ =
𝐻

𝑁𝐴𝜀𝑅
(2.8) 𝑆̃ =

𝑆

𝑁𝐴𝜀𝑅
(2.9) 𝜇̃𝑖 =

𝜇𝑖
𝑁𝐴𝜀𝑅

(2.10) 

𝐶̃𝑝 =
𝐶𝑝
𝑅

(2.11) 𝐶̃𝑣 =
𝐶𝑣
𝑅
 (2.12) 𝛼̃𝑝 = 𝛼𝑝 𝜀𝑅 𝑘𝐵⁄  (2.13) 

𝑘̃𝑇 = 𝑘𝑇
𝜀𝑅

𝜎𝑅
3

(2.14) 𝑄̃ =
𝑄

4𝜋 × 𝜀𝑅 × 𝜎𝑅
5 × 𝜀0

(2.15) 𝜎̃ =
𝜎

𝜎𝑅
(2.16) 

𝜀̃ =
𝜀

𝜀𝑅
(2.17) 𝜅̃𝛼𝑖𝐵𝑗 =

𝜅𝐴𝑖𝐵𝑗

𝜎𝑅
3

(2.18) 𝜀̃𝛼𝑖𝐵𝑗 =
𝜀𝐴𝑖𝐵𝑗

𝜀𝑅
(2.19) 

In eqs. 2.2-2.19, 𝑇, 𝑝, and 𝜌 are the system’s temperature, pressure and density. 𝑁𝐴, 𝑘𝐵, and 𝜀0 represent 

the Avogadro number, Boltzmann constant, and vacuum permittivity, respectively. G, U, H, and S stand 

for Gibbs energy, internal energy, enthalpy and entropy of the system, while 𝜇𝑖 is the chemical potential 

of component i. 𝐶𝑝 and 𝐶𝑣 are the isobaric and isochoric heat capacities of the fluid, 𝑘𝑇 is the isothermal 

compressibility and 𝛼𝑝 the isobaric thermal expansivity. Q is the quadrupolar moment parameter used 

in the polar term of soft-SAFT EoS. 
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Extension to mixtures 

Fluid mixtures usually consist of chains with a different number of segments, which in turn may 

have a different size and/or energy of interaction. Therefore, to apply SAFT models to mixtures, one 

must make use of “mixture parameters” that are able to represent a hypothetical fluid having the same 

physical features and thermodynamic properties of the mixture. This is usually done by means of 

appropriate mixing rules, with those derived from the van der Waals’ one fluid theory being the most 

used. Denoting the ‘mixture parameters’ by the subscript m, they can be expressed as a function of the 

individual monomers present in the mixture as follow: 

𝜎𝑚
3 =

∑ ∑ 𝑥𝑖𝑥𝑗𝑚𝑖𝑚𝑗𝜎̃𝑖𝑗
3𝑁𝐶

𝑗=1
𝑁𝐶
𝑖=1

(∑ 𝑥𝑖𝑚𝑖
𝑁𝐶
𝑖=1 )

2
(2.20) 

𝜀𝑚𝜎𝑚
3 =

∑ ∑ 𝑥𝑖𝑥𝑗𝑚𝑖𝑚𝑗𝜎̃𝑖𝑗
3𝜀𝑖̃𝑗

𝑁𝐶
𝑗=1

𝑁𝐶
𝑖=1

(∑ 𝑥𝑖𝑚𝑖
𝑁𝐶
𝑖=1 )

2
(2.21) 

The effective chain length for the hypothetical fluid, 𝑥𝑚, and the molar fraction of monomeric 

segments of component i, 𝑥𝑐,𝑖, are given by eqs. 2.22 and 2.23, respectively: 

𝑥𝑚 =∑𝑥𝑖𝑚𝑖

𝑁𝐶

𝑖=1

(2.22) 

𝑥𝑐,𝑖 =
𝑥𝑖𝑚𝑖

𝑥𝑚
(2.23) 

The equations presented before require the knowledge of the unlike interaction parameters 

between the monomeric segments of different components (𝑖 ≠ 𝑗) which are determined using the 

conventional Lorentz-Berthelot combining rules (CR): 

𝜎𝑖𝑗 = 𝜂𝑖𝑗
𝜎𝑖𝑖 + 𝜎𝑖𝑗

2
(2.24) 

𝜀𝑖𝑗 = 𝜉𝑖𝑗√𝜀𝑖𝑖𝜀𝑗𝑗 (2.25) 

Here, adjustable binary interaction parameters, correcting significant differences in size (𝜂𝑖𝑗/𝑙𝑖𝑗) 

or energy (𝜉𝑖𝑗/𝑘𝑖𝑗) of the molecules may be applied when required for an accurate description of the 

experimental data. In eqs. 2.24-2.25, 𝜂𝑖𝑗 and 𝜉𝑖𝑗 are equivalent to the (1 − 𝑙𝑖𝑗) and (1 − 𝑘𝑖𝑗) commonly 

applied in classical cubic EoSs and other SAFT variants. These parameters are usually adjusted by fitting 

the model to the correspondent binary data and used along with the pure-component parameters to 

perform ternary and multicomponent calculations in a predictive manner, without any additional fittings 

or fine tunings.  When both parameters are equal to one, the model is used in a fully predictive approach 

where mixture calculations are carried using solely the pure-component parameters. 
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When cross-association between different compounds exists, the evaluation of the association 

term requires the knowledge of the correspondent cross-association energies and volumes, which are 

typically obtained from appropriate CR, using the self-associating values. Different CR have been 

applied with different association models but results show that there is not a universally best choice. As 

an example, the CR employed in soft-SAFT for the interactions between a site of type ‘A’ in component 

i and a site of type ‘B’ in component j are given below: 

𝜀𝐴𝑖𝐵𝑗 = 𝛼𝑖𝑗
𝐻𝐵√𝜀𝐴𝑖𝐵𝑖𝜀𝐴𝑗𝐵𝑗 (2.26) 

𝜅𝐴𝑖𝐵𝑗 = (
√𝜅𝐴𝑖𝐵𝑖
3

+ √𝜅𝐴𝑗𝐵𝑗
3

2
)

3

(2.27) 

Reference term 

The original SAFT model employs in the reference term a perturbation approach in which a hard-

sphere fluid is taken as a reference for the repulsive interactions and the attractive interactions are added 

as a perturbation term. Instead, soft-SAFT considers the Lennard-Jones (LJ) potential for the reference 

fluid, accounting for both the repulsive and attractive interactions between the monomers in a single 

term. Therefore, this segment term should correspond to the residual Helmholtz free energy of a LJ fluid 

of spheres, for which two accurate EoSs are available in the literature: the Modified Benedict-Webb-

Rubin (MBWR) EoS presented by Johnson et al.[80] and an EoS based on a perturbed virial expansion 

reported by Kolafa and Nezbeda.[81] Both equations have 32 parameters fitted to computer simulation 

data for the LJ fluid, with the choice between them representing a compromise between accuracy and 

robustness. In fact, the choice between one of these equations represents the main difference between 

soft-SAFT[61] and the LJ-SAFT variant[60]. 

soft-SAFT makes use of the LJ EoS by Johnson et al.[80] which proposed the following expression 

for the residual Helmholtz energy of the LJ reference fluid: 

𝐴̃𝑠𝑒𝑔 = 𝑥𝑚 × 𝜀𝑚 (∑
𝑎𝑖
𝑖

8

𝑖=1

(𝜌𝑐
∗)𝑖 +∑𝑏𝑖𝐺𝑖

6

𝑖=1

) (2.28) 

where the coefficients 𝑎𝑖 and 𝑏𝑖 are functions of the reference fluid temperature, 𝑇∗, and contain the 32 

linear parameters of the MBWR equation. The 𝐺𝑖 functions contain exponentials of the monomeric 

density of the reference fluid,  𝜌𝑐
∗, and one non-linear parameter. Variables that refer to the reference 

fluid are denoted by the superscript “*” and are obtained from the following expressions: 

𝑇∗ =
𝑇̃

𝜀𝑚
 (2.29) 𝜌∗ = 𝜌̃ × 𝜎𝑚

3 (2.30) 𝜌𝑐
∗ = 𝑥𝑚 × 𝜌̃ × 𝜎𝑚

3 (2.31) 
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The contribution to pressure due to the segment term can be easily obtained through the derivative 

of the residual Helmholtz energy in respect to the monomeric density of the reference fluid as follow: 

𝑝̃𝑠𝑒𝑔 = (𝜌𝑐
∗)2 (

𝜕𝐴̃𝑠𝑒𝑔

𝜕𝜌𝑐
∗ )

𝑇∗,𝑁

=
𝜀𝑚

𝜎𝑚
3 (∑𝑎𝑖

8

𝑖=1

(𝜌𝑐
∗)𝑖+1 + 𝐹∑𝑏𝑖(𝜌𝑐

∗)2𝑖+1
6

𝑖=1

) (2.32) 

In the same paper, Johnson et al.[80] also provided the coefficients 𝑐𝑖 and 𝑑𝑖 required for the 

calculation of the residual (configurational) internal energy using the following expression: 

𝑈̃𝑠𝑒𝑔 = −(𝑇∗)2 (
𝜕𝐴̃𝑠𝑒𝑔

𝜕𝑇∗
)
𝜌𝑐
∗,𝑁

= 𝑥𝑚 × 𝜀𝑚 (∑
𝑐𝑖
𝑖

8

𝑖=1

(𝜌𝑐
∗)𝑖 +∑𝑑𝑖𝐺𝑖

6

𝑖=1

) (2.33) 

Finally, the contribution of the segment term to the residual chemical potential of component i can 

be obtained from the values of 𝐴̃𝑠𝑒𝑔, 𝑃̃𝑠𝑒𝑔, and 𝑈̃𝑠𝑒𝑔 as given below: 

𝜇̃𝑖
𝑠𝑒𝑔

𝑥𝑚 ×𝑚𝑖
=

𝐴̃𝑠𝑒𝑔

𝑥𝑚 × 𝜀𝑚
+ (

(𝜌̃𝑇̃ + 𝑝̃𝑠𝑒𝑔)𝜎𝑚
3

𝜀𝑚 × 𝜌𝑐
∗ − 𝑇∗)(

𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖

1

𝜎𝑚
3 − 1) +

𝑈̃𝑠𝑒𝑔

𝑥𝑚 × 𝜀𝑚

𝜕𝜀𝑚
𝜕𝑥𝑐,𝑖

1

𝜀𝑚
 (2.34) 

Eq. 2.34, whose derivation is outlined in Appendix A, requires the evaluation of the derivatives 

of the ‘mixture parameters’ in respect to the fraction of cores of component i, whose expressions are also 

detailed in Appendix A. 

 

Chain term 

The chain term is derived from the TPT1 theory by Wertheim,[54–57] in the limit of infinite 

association by imposing the condition of total bonding between the m segments forming the chain and 

the correct number of bonding sites in each segment (either one or two association sites being required 

in the end or inner segments of the chain, respectively). 

The expression for the residual Helmholtz energy of the system due to the formation of chains is 

given by eq. 2.35 below: 

𝐴̃𝑐ℎ𝑎𝑖𝑛 =∑𝑥𝑖𝐴̃𝑖
𝑐ℎ𝑎𝑖𝑛

𝑁𝐶

𝑖=1

=∑𝑥𝑖𝑇̃(1 − 𝑚𝑖) ln 𝑔𝐿𝐽(𝜎𝑚)

𝑁𝐶

𝑖=1

(2.35) 

where 𝑔𝐿𝐽(𝜎𝑚) is the pair correlation function of the reference fluid for the interaction between two 

monomeric segments in the mixture, evaluated at the mixture’s segment diameter. Johnson et al.[82] 

proposed the following empirical function for the radial distribution function (rdf) of the LJ fluid: 

𝑔𝐿𝐽(𝜎𝑚) = 1 +∑∑𝑎𝑝𝑞

5

𝑞=1

5

𝑝=1

(𝜌𝑐
∗)𝑝(𝑇∗)1−𝑞 (2.36) 
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where the parameters 𝑎𝑝𝑞 were fitted to MD simulation data of LJ chain fluids with different numbers 

of segments, over the entire fluid density range, at several temperatures. 

The contribution to pressure, residual chemical potential, and internal energy due to the formation of 

chains can then be obtained from the appropriate derivatives: 

𝑝̃𝑐ℎ𝑎𝑖𝑛 = 𝜌̃2 (
𝜕𝐴̃𝑐ℎ𝑎𝑖𝑛

𝜕𝜌̃
)
𝑇̃,𝑥

= 𝜌̃2∑𝑥𝑖

𝑁𝐶

𝑖=1

(
𝜕𝐴̃𝑖

𝑐ℎ𝑎𝑖𝑛

𝜕𝜌̃
)
𝑇̃,𝑥

= 𝜌̃2𝑇̃(1 − 𝑥𝑚)(
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝜌̃
)
𝑇̃,𝑥

1

𝑔𝐿𝐽(𝜎𝑚)
(2.37) 

 

𝜇̃𝑖
𝑐ℎ𝑎𝑖𝑛 = (

𝜕𝐴̃𝑐ℎ𝑎𝑖𝑛

𝜕𝑥𝑖
)
𝜌̃,𝑇̃,𝑥𝑘≠𝑖

= 𝐴̃𝑖
𝑐ℎ𝑎𝑖𝑛 +∑𝑥𝑗

𝑁𝐶

𝑗=1

(
𝜕𝐴̃𝑗

𝑐ℎ𝑎𝑖𝑛

𝜕𝑥𝑖
)
𝜌̃,𝑇̃,𝑥𝑘≠𝑖

= 𝑇̃ [(1 −𝑚𝑖) ln 𝑔𝐿𝐽(𝜎𝑚) +
(1 − 𝑥𝑚)

𝑔𝐿𝐽(𝜎𝑚)
(
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝑥𝑖
)
𝜌̃,𝑇̃,𝑥𝑘≠𝑖

] (2.38)

 

 

𝑈̃𝑐ℎ𝑎𝑖𝑛 = −𝑇̃2 (
𝜕𝐴̃𝑐ℎ𝑎𝑖𝑛

𝜕𝑇̃
)
𝜌̃,𝑥

= 𝑇̃(𝑥𝑚 − 1)𝑇̃ (
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝑇̃
)
𝜌̃,𝑥

1

𝑔𝐿𝐽(𝜎𝑚)
(2.39) 

Eqs. 2.37-2.39 require the knowledge of the derivatives of the rdf in respect to the molar density of the 

fluid, temperature, and molar fraction. The mathematical expressions to determine those derivatives are 

provided in Appendix A. 

 

Association term 

The association term for the different SAFT variants, including soft-SAFT is expressed by eq.40: 

𝐴̃𝑎𝑠𝑠𝑜𝑐 = 𝑇̃∑𝑥𝑖𝐴̃𝑖
𝑎𝑠𝑠𝑜𝑐

𝑁𝐶

𝑖=1

= 𝑇̃∑𝑥𝑖∑𝑆𝑖
𝛼(ln(𝑋𝑖

𝛼) − 0.5𝑋𝑖
𝛼 + 0.5)

𝑁𝑆

𝛼=1

𝑁𝐶

𝑖=1

 (2.40) 

where 𝑁𝑆 is the total number of different site types in the system, 𝑆𝑖
𝛼 is the number of sites type 𝛼 in 

component I, and 𝑋𝑖
𝛼 is the fraction of molecules of component i not bonded at site 𝛼 which is a key 

property in association theories. Such information can be used for example to compute the fraction of 

molecules present as clusters of size N, N-mers, present in the system.[83] From the solution of the mass 

action equations, such fractions can be obtained as: 

𝑋𝑖
𝛼 =

1

1 + 𝜌̃∑ 𝑥𝑗 ∑ 𝑆𝑗
𝛽𝑁𝑆

𝛽=1 𝑋𝑗
𝛽
Δ𝑗,𝑖
𝛽,𝛼𝑁𝐶

𝑗=1

(2.41) 
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Eq. 2.41 involves a double summation over all components and site types considering both self and cross 

association interactions. Δ𝑗,𝑖
𝛽,𝛼

 is the association strength between a site type 𝛽 on component j and a site 

type 𝛼 in component I and is given by the following expression: 

Δ𝑗,𝑖
𝛽,𝛼

= 4𝜋 [𝑒𝑥𝑝 (
𝜀̃𝛼𝑖𝐵𝑗 𝑘𝐵⁄

𝑇̃
) − 1] 𝜅̃𝛼𝑖𝐵𝑗𝐼 (2.42) 

𝐼  is a dimensionless integral for which an empirical function proposed by Müller and Gubbins,[84] 

assuming a particular position of the association sites within the segments is used. 

By appropriate derivation, the contribution of the association term to pressure, chemical potential 

and internal energy of the system can then be obtained: 

𝑝̃𝑎𝑠𝑠𝑜𝑐 = 𝜌̃2 (
𝜕𝐴̃𝑎𝑠𝑠𝑜𝑐

𝜕𝜌̃
)
𝑇̃,𝑥

= 𝜌̃2𝑇̃∑𝑥𝑖∑𝑆𝑖
𝛼 (

1

𝑋𝑖
𝛼 −0.5)

𝑁𝑆

𝛼=1

𝑁𝐶

𝑖=1

(
𝜕𝑋𝑖

𝛼

𝜕𝜌̃
)
𝑇̃,𝑥

(2.43) 

𝜇̃𝑖
𝑎𝑠𝑠𝑜𝑐 = (

𝜕𝐴̃𝑎𝑠𝑠𝑜𝑐

𝜕𝑥𝑖
)
𝜌̃,𝑇̃,𝑥𝑘≠𝑖

= 𝐴̃𝑖
𝑎𝑠𝑠𝑜𝑐 +∑𝑥𝑗

𝑁𝐶

𝑗=1

(
𝜕𝐴̃𝑗

𝑎𝑠𝑠𝑜𝑐

𝜕𝑥𝑖
)
𝜌̃,𝑇̃,𝑥𝑘≠𝑖

= 𝑇̃∑ 𝑆𝑖
𝛼(ln(𝑋𝑖

𝛼) − 0.5𝑋𝑖
𝛼 + 0.5)

𝑁𝑆

𝛼=1

+∑𝑥𝑗 ∑𝑆𝑗
𝛽
(
1

𝑋𝑗
𝛽
−0.5)

𝑁𝑆

𝛽=1

𝑁𝐶

𝑗=1

(
𝜕𝑋𝑗

𝛽

𝜕𝑥𝑖
)

𝜌̃,𝑇̃,𝑥𝑘≠𝑖

(2.44)

 

 

𝑈̃𝑎𝑠𝑠𝑜𝑐 = −𝑇̃2 (
𝜕𝐴̃𝑎𝑠𝑠𝑜𝑐

𝜕𝑇̃
)
𝜌̃,𝑥

= −𝑇̃2∑𝑥𝑖∑𝑆𝑖
𝛼 (

1

𝑋𝑖
𝛼−0.5)

𝑁𝑆

𝛼=1

𝑁𝐶

𝑖=1

(
𝜕𝑋𝑖

𝛼

𝜕𝑇̃
)
𝜌̃,𝑥

(2.45) 

Eq. 2.41 shows that the fraction of nonbonded molecules at site 𝛼 in component i depends on the 

number of molecules not bonded at sites of type 𝛽 in component j suggesting the need for an iterative 

procedure to solve for 𝑋𝑖
𝛼. For detailed information on how to solve such equations and to obtain not 

only the values of 𝑋𝑖
𝛼 but also of their first and second-order derivatives required in further calculations 

(e.g., eqs. 2.43-2.45), the reader is referred to two excellent works by Tan et al.[85] and Michelsen et 

al.[86], where robust solution procedures for any association scheme were provided. 

 

Polar term 

To be able to deal with the quadrupolar moment of CO2, a polar term is also considered in the 

calculations carried out with the soft-SAFT EoS. The inclusion of this term requires the value of an 

effective quadrupole moment, 𝑄, that is related to the experimental quadrupolar moment, 𝑄𝑒𝑥𝑝, and the 

fraction of segments in the chain that effectively contains the polar moment, 𝑥𝑝, that is usually fixed a 

priori: 
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𝑄 = 𝑄𝑒𝑥𝑝 × 𝑥𝑝 (2.46) 

The contribution of the quadrupole-quadrupole interactions to the Helmholtz free energy of the 

system is obtained as an expansion up to the third order of the quadrupole-quadrupole potential, using 

the Padé approximation proposed by Stell et al.[87]: 

𝐴̃𝑝𝑜𝑙𝑎𝑟 =
(𝐴2

𝑞𝑞
)
2

𝐴2
𝑞𝑞
− 𝐴3

𝑞𝑞 =
(𝐴2

𝑞𝑞
)
2

𝐴2
𝑞𝑞
− (𝐴3𝐴

𝑞𝑞
+ 𝐴3𝐵

𝑞𝑞
)
 (2.47) 

Expressions for 𝐴2
𝑞𝑞

, 𝐴3𝐴
𝑞𝑞

, and 𝐴3𝐵
𝑞𝑞

 were provided by Gubbins and Twu[88]: 

𝐴2
𝑞𝑞
= −

14𝜋𝜌̃

5𝑇̃
𝐽10∑∑𝑥𝑖𝑥𝑗𝑚𝑖𝑚𝑗𝑄̃𝑖

2𝑄̃𝑗
2 1

𝜎̃𝑖𝑗
7

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

(2.48) 

𝐴3𝐴
𝑞𝑞
=
144𝜋𝜌̃

245𝑇̃2
𝐽15∑∑𝑥𝑖𝑥𝑗𝑚𝑖𝑚𝑗𝑄̃𝑖

3𝑄̃𝑗
3 1

𝜎̃𝑖𝑗
12

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

(2.49) 

𝐴3𝐵
𝑞𝑞
=
32𝜋3𝜌̃2

2025𝑇̃2
√2002𝜋𝑘444,555∑∑∑𝑥𝑖𝑥𝑗𝑥𝑘𝑚𝑖𝑚𝑗𝑚𝑘𝑄̃𝑖

2𝑄̃𝑗
2𝑄̃𝑘

2
1

𝜎̃𝑖𝑗
3 𝜎̃𝑖𝑘

3 𝜎̃𝑗𝑘
3

𝑁𝐶

𝑘=1

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

(2.50) 

In eqs. 2.48-2.50, 𝐽10, 𝐽15, and 𝑘444,555 are the integrals over pair- and triplet- correlation functions for 

the reference LJ fluid. These integrals have been evaluated numerically using results from molecular 

simulation and have been fitted to functions of the reduced density and pressure, over an extended range 

of conditions. Such correlations have been reported by different authors, the most used being those 

reported by Gubbins and Twu[88] and Luckas et al.[89].  

 

2.1.2- PC-SAFT EoS 

There are two general forms to present the residual Helmholtz energy for associating molecules 

according to SAFT models: 

{ Form 1:𝐴
𝑟𝑒𝑠 = 𝐴𝐻𝑆 + 𝐴𝑑𝑖𝑠𝑝,𝑠𝑒𝑔 + 𝐴𝑐ℎ𝑎𝑖𝑛,𝑠𝑒𝑔 + 𝐴𝑎𝑠𝑠𝑜𝑐

  Form 2: 𝐴𝑟𝑒𝑠 = 𝐴𝐻𝑆 + 𝐴𝑐ℎ𝑎𝑖𝑛,𝐻𝑆 + 𝐴𝑑𝑖𝑠𝑝,𝑐ℎ𝑎𝑖𝑛 + 𝐴𝑎𝑠𝑠𝑜𝑐
(2.51) 

In both forms 𝐴𝐻𝑆 accounts for the repulsive interactions in a spherical segment fluid of hard- 

spheres but they consider a different reference fluid. In “Form 1”, employed in the original SAFT, 

𝐴𝑑𝑖𝑠𝑝,𝑠𝑒𝑔 represents the contribution to add to the repulsive hard-sphere segments to obtain the Helmholtz 

energy of real segments (or monomers). The reference fluid is thus made up of real monomers not bonded 

together to which the term 𝐴𝑐ℎ𝑎𝑖𝑛,𝑠𝑒𝑔, describing the formation of covalent bonds between real segments, 

is added. soft-SAFT uses a particular case of “Form 1”, in which  𝐴𝐻𝑆 + 𝐴𝑑𝑖𝑠𝑝,𝑠𝑒𝑔 are replaced by the 

𝐴𝑠𝑒𝑔 term discussed in the previous section, which accounts for both the repulsive and dispersive 
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contributions in a single term. Alternatively, PC-SAFT EoS relies on Form 2 of eq. 2.51 and considers 

a hard-chain fluid composed of freely jointed spherical segments (exhibiting only repulsive interactions) 

as a reference fluid. Therefore, it starts from 𝐴𝐻𝑆 and adds 𝐴𝑐ℎ𝑎𝑖𝑛,𝐻𝑆 to account for the formation of 

chains between hard-sphere segments. The attractive dispersive interactions between the hard-chain 

reference fluid are then described by 𝐴𝑑𝑖𝑠𝑝,𝑐ℎ𝑎𝑖𝑛.  

A detailed description of the PC-SAFT EoS would be redundant with that of soft-SAFT EoS so 

the main differences between the two EoSs are instead summarized in Table 2.1. In this work all the PC-

SAFT calculations were carried out using commercial software for advanced thermodynamics 

calculations, namely Multiflash™ from KBC and VLXE|Blend® from VLXE – Advanced PVT 

Simplified. 

 

Table 2.1. Outline of soft-SAFT and PC-SAFT EoSs for non-associating components. 

SAFT EoS soft-SAFT  PC-SAFT 

References [61,80,82,90]  [63,64] 

𝐴𝑠𝑒𝑔 (replaces  

𝐴𝐻𝑆 + 𝐴𝑑𝑖𝑠𝑝,𝑠𝑒𝑔) in 

“Form 1”  

See eq.2.28 

∑
𝑎𝑖
𝑖

8

𝑖=1

(𝜌𝑐
∗)𝑖 +∑𝑏𝑖(𝑇

∗)𝐺𝑖

6

𝑖=1

 
𝐴𝐻𝑆 

Expression derived by Carnahan and 

Starling[91] and extended to 

mixtures by Boublik[92] and 

Mansoori[93]. 

𝑥𝑚

𝜁0
[
3𝜁1𝜁2
1 − 𝜁3

+
𝜁2
3

𝜁3(1 − 𝜁3)
2

+ (
𝜁2
3

𝜁3
2 − 𝜁0) ln(1

− 𝜁3)] 

with 𝜁𝑛 =
𝜋

6
∑ 𝜌𝑥𝑖𝑚𝑖𝑑𝑖

𝑛𝑁𝐶
𝑖=1  and 

 𝑑𝑖(𝑇) = 𝜎𝑖 [1 − 0.12𝑒𝑥𝑝 (
−3𝜀𝑖

𝑘𝐵𝑇
)] 

𝐴𝑐ℎ𝑎𝑖𝑛,𝑠𝑒𝑔 

(1 − 𝑚) ln 𝑦𝑅(𝜎) with: 

{
 
 

 
 
𝑦𝑅 = 𝑔𝑅

𝐿𝐽 exp[𝜙𝐿𝐽(𝜎) (𝑘𝐵𝑇)⁄ ] = 𝑔𝑅
𝐿𝐽

𝜙𝐿𝐽(𝑟 = 𝜎) = 0

𝑔𝑅
𝐿𝐽 = 1 +∑∑𝑎𝑝𝑞

5

𝑞=1

5

𝑝=1

(𝜌𝑐
∗)𝑝(𝑇∗)1−𝑞

 

 

- 
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Table 2.1. (continued) 

SAFT EoS soft-SAFT PC-SAFT 

𝐴𝑐ℎ𝑎𝑖𝑛,𝐻𝑆 - 

−∑𝑥𝑖

𝑁𝐶

𝑖=1

(𝑚𝑖 − 1) ln 𝑔𝑖𝑖
ℎ𝑠(𝑑𝑖𝑖) 

𝑔𝑖𝑗
ℎ𝑠(𝑑𝑖𝑗) =

1

1 − 𝜁3
+

𝑑𝑖𝑑𝑗

𝑑𝑖 + 𝑑𝑗

3𝜁2
(1 − 𝜁3)

2

+ (
𝑑𝑖𝑑𝑗

𝑑𝑖 + 𝑑𝑗
)

2
2𝜁2

2

(1 − 𝜁3)
2
 

𝐴𝑑𝑖𝑠𝑝,𝑐ℎ𝑎𝑖𝑛 - 

−2𝜋𝜌𝐼1(𝜂, 𝑥𝑚)∑∑𝑥𝑖𝑥𝑗𝑚𝑖𝑚𝑗
𝜀𝑖𝑗

𝑘𝐵𝑇
𝜎𝑖𝑗
3

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

− 𝜋𝜌𝐶1𝑥𝑚𝐼2(𝜂, 𝑥𝑚)∑∑𝑥𝑖𝑥𝑗𝑚𝑖𝑚𝑗 (
𝜀𝑖𝑗

𝑘𝐵𝑇
)
2

𝜎𝑖𝑗
3

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

 

where 𝜂 = 𝜁3 and 

{
 
 
 
 
 

 
 
 
 
 

𝐶1 =

(

 
 

1 + 𝑥𝑚
8𝜂 − 2𝜂2

(1 − 𝜂)4
+

(1 − 𝑥𝑚)
20𝜂 − 27𝜂2 + 12𝜂3 − 2𝜂4

[(1 − 𝜂)(2 − 𝜂)]2 )

 
 

−1

𝐼1(𝜂, 𝑥𝑚) =∑𝑎𝑖(𝑥𝑚)

6

𝑖=0

𝜂𝑖

𝐼2(𝜂, 𝑥𝑚) =∑𝑏𝑖(𝑥𝑚)

6

𝑖=0

𝜂𝑖

 

 

CR for 

𝐴𝑎𝑠𝑠𝑜𝑐   

𝜀𝐴𝑖𝐵𝑗 = 𝛼𝑖𝑗
𝐻𝐵√𝜀𝐴𝑖𝐵𝑖𝜀𝐴𝑗𝐵𝑗  

𝜅𝐴𝑖𝐵𝑗 = (
√𝜅𝐴𝑖𝐵𝑖
3

+ √𝜅𝐴𝑗𝐵𝑗
3

2
)

3

 

𝜀𝐴𝑖𝐵𝑗 = 𝛼𝑖𝑗
𝐻𝐵
𝜀𝐴𝑖𝐵𝑖 + 𝜀𝐴𝑗𝐵𝑗

2
 

𝜅𝐴𝑖𝐵𝑗 = √𝜅𝐴𝑖𝐵𝑖𝜅𝐴𝑗𝐵𝑗 [
√𝜎𝑖𝑖𝜎𝑗𝑗

(𝜎𝑖𝑖 + 𝜎𝑗𝑗) 2⁄
]

3
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2.1.3- SAFT-γ-Mie EoS 

As discussed before, most SAFT variants apply a homonuclear approach to treat molecules as 

homo-segmented chains. Since all the beads constituting the molecule are equal, i.e., have the same 

energy and size, each compound has its own individual set of molecular parameters, representing 

“averaged” mean values that are used to capture most physical features of the compound being described, 

not explicitly accounting for the heterogeneity of the molecules, or the different functional groups 

making up the molecule. 

Aiming at the development of more physically realistic models, of enhanced predictive ability and 

transferability, heteronuclear treatments of the SAFT-theory, coupled with GC methods, have been 

proposed in the framework of some SAFT-type EoSs. As depicted in Figure 2.3, where homonuclear 

and heteronuclear CG models for propanoic acid are schematically represented, heteronuclear variants 

of SAFT allow the study of chainlike molecules built with beads having different characteristics that can 

thus be assigned to represent key functional groups present in the molecule’s chemical structure. The 

clear advantage of these approaches is that, as in most GC-based methods, once parameters have been 

determined for a wide range of functional groups, one can easily predict the thermodynamic behaviour 

of a virtually unlimited number of compounds containing those same groups without further fitting.  

Another clear advantage is that, in this way, the model’s parameterization can be carried out using 

a broader range of experimental data that is not necessarily limited to the fluid of interest. This is 

particularly relevant for molecules like the CiEj surfactants to be investigated in this work since they are 

usually found together with water and, consequently, no experimental data for the pure component is 

available. One of the most prominent heteronuclear SAFT-type EoSs is the SAFT-γ-Mie variant[68], 

where molecules are represented as associating heteronuclear chains of fused spherical segments. Within 

the SAFT-γ-Mie framework, each functional group k is represented as a number of spherical segments, 

𝑣𝑘
∗, (note that in the example provided in Figure 2.3, all groups are composed of only one segment, 

i.e. 𝑣𝑘
∗ = 1), and every pair of segments in the mixture (k, l) are assumed to interact according to a Mie 

potential of variable range, according to eq. 2.52, where 𝑟𝑘𝑙 is the distance between the centers of the 

two segments, 𝜎𝑘𝑙 is the segment diameter, 𝜀𝑘𝑙 is the depth of the potential well, and 𝜆𝑘𝑙
𝑟  and 𝜆𝑘𝑙

𝑎  are the 

repulsive and attractive exponents of the segment-segment potential. 

Φ𝑘,𝑙
𝑀𝑖𝑒 =

𝜆𝑘𝑙
𝑟

𝜆𝑘𝑙
𝑟 − 𝜆𝑘𝑙

𝑎 (
𝜆𝑘𝑙
𝑟

𝜆𝑘𝑙
𝑎 )

𝜆𝑘𝑙
𝑎

𝜆𝑘𝑙
𝑟 −𝜆𝑘𝑙

𝑎

𝜀𝑘𝑙 [(
𝜎𝑘𝑙
𝑟𝑘𝑙
)
𝜆𝑘𝑙
𝑟

− (
𝜎𝑘𝑙
𝑟𝑘𝑙
)
𝜆𝑘𝑙
𝑎

] (2.52) 

Considering that the model contemplates the use of fused segments, instead of tangentially bonded 

ones, an additional parameter, known as the shape factor, 𝑆𝑘, is required to reflect the fraction of the 
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segment that effectively contributes to the system’s free energy. Furthermore, as in the more classical 

homonuclear approaches, associating forces are modelled by incorporating a number of short-range 

square-swell association sites, which are, in this case, placed in any segment of the functional group 

exhibiting the interactions. Hence, for each ‘associating group’ the number and type of association sites 

must be specified, and any interaction allowed to occur between an associating site type a in group k and 

a site type b in group l has to be characterized by two additional parameters: the association energy, 

𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵 , and the bonding volume,  κ𝑘𝑙,𝑎𝑏

𝐻𝐵 . The number of sites type ‘e1’ in a group k is denoted by 𝑁𝑆𝑘,𝑒1. 

In summary, any non-associating functional group k becomes fully defined once the values for 𝑣𝑘
∗, 

𝑆𝑘, 𝜎𝑘𝑘, 𝜀𝑘𝑘, 𝜆𝑘𝑘
𝑟  and 𝜆𝑘𝑘

𝑎  are known. If the compound is associating, the number of association sites of 

each type has to be defined along with the energy, 𝜀𝑘𝑘,𝑎𝑏
𝐻𝐵 ,  and volume, 𝜅𝑘𝑘,𝑎𝑏

𝐻𝐵 , characterizing each type 

of site-site interaction. From these parameters, 𝑣𝑘
∗ can usually be defined a priori based on the 

size/structure of the functional group being considered, and 𝜆𝑘𝑘
𝑎  is usually kept constant to its default 

value of 6, being usually excluded from the parameterization procedure. 

Within a heteronuclear approach such as SAFT-γ-Mie, the unlike interaction parameters are 

required not only to treat mixtures, as occurs in classical SAFT models, but also for pure component 

calculations, unless the compound of interest is made up of only one functional group, as it is the case 

for water or methanol. For the unlike interactions, the values of 𝜎𝑘𝑙, 𝜀𝑘𝑙, 𝜆𝑘𝑙
𝑟 , 𝜆𝑘𝑘

𝑎 , 𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵 , and 𝜅𝑘𝑙,𝑎𝑏

𝐻𝐵  must 

be specified. The values for the unlike parameters can be obtained from CR employing the group-specific 

parameters, namely: 

𝜎𝑘𝑙 =
𝜎𝑘𝑘 + 𝜎𝑙𝑙

2
(2.53) 

𝜀𝑘𝑙 =
√𝜎𝑘𝑘

3 𝜎𝑙𝑙
3

𝜎𝑘𝑙
3 √𝜀𝑘𝑘𝜀𝑙𝑙 (2.54)

 

𝜆𝑘𝑙 = 3 + √(𝜆𝑘𝑘 − 3)(𝜆𝑙𝑙 − 3) (2.55) 

𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵 = √𝜀𝑘𝑘,𝑎𝑎

𝐻𝐵 𝜀𝑙𝑙,𝑏𝑏
𝐻𝐵 (2.56) 

𝜅𝑘𝑙,𝑎𝑏
𝐻𝐵 =

(

 
√κ𝑘𝑘,𝑎𝑎

𝐻𝐵3
+ √κ𝑙𝑙,𝑏𝑏

𝐻𝐵3

2

)

 

3

(2.57) 

These CR are known to provide a good initial estimate. Nonetheless, for a higher accuracy of the 

model when used to describe real experimental systems, available experimental data is typically used to 

refine the values obtained using eqs. 2.53-2.57, especially those characterizing the unlike dispersive and 
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associative energies (𝜀𝑘𝑙 and 𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵 ). The unlike interaction parameters can be obtained from fitting to 

the experimental data along with the group-specific parameters and, contrarily to what occurs in 

homonuclear models, they can be obtained from pure-component data alone, assuming the selected 

compounds contain all the necessary functional groups. 

 The detailed expressions for each of the terms required for the calculation of the residual 

Helmholtz energy of the system are not presented here for sake of simplicity, but can be found in the 

original publication of the SAFT-γ-Mie EoS.[68] The calculations shown in this work using this model 

were carried out using the gSAFT® advanced thermodynamics software by Process Systems 

Enterprise™. 

 

2.1.4- Development of a Thermodynamic Modelling Package in MATLAB® 

A set of MATLAB® programs for the calculation of phase equilibrium and thermophysical 

properties, using the soft-SAFT EoS, was developed in the framework of this thesis. The original 

proprietary soft-SAFT FORTRAN code by Vega and co-workers was used as reference.[94]  The 

motivation behind this task was the following: 

• Acquire a better understanding of the SAFT theory and how SAFT-type EoSs are implemented. 

• Partially avoid the use of black box type software. This allows to infer the reason behind error 

calculations and convergence issues more easily. 

• Easier coupling with other theories, or extension to different types of calculations, if desired. 

As an example, the original soft-SAFT code by Vega and co-workers[94] solves the phase 

equilibrium problem through the equality of chemical potentials in the different phases. Here, 

additional methods for phase equilibrium calculations based on fugacity coefficients (𝜑 − 𝜑 

approaches) were implemented. An extension for solid-liquid equilibrium (SLE) calculations 

was also included. 

• Tailoring the parameterization routines depending on the available experimental data 

(particularly relevant for alternative solvents such as DES and PILs). 

• Simultaneous data analysis and visualization within the same software. 

As depicted in Figure 2.4, the source code developed in this work is adequately organized in 

different folders: 

a) Parent folder: contains the files responsible for the user interface (UI) and those that store 

physical and model constants. 

b) \Theory folder: contains the mathematical expressions related to the SAFT theory. 
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c) \SAFT_solvers folder: contains the necessary solvers for the EoSs. Even in its non-associating 

form, SAFT-type EoSs cannot be solved analytically for density, hence a density solver has to 

be implemented. In its current version, the robust volume iteration procedure proposed by 

Michelsen et al.[86] is implemented in fugrho_saft.m. 

d) \Tests_docs: contains a set of predetermined tests to assure the integrity of the code after new 

releases. Furthermore, it contains clear documentation generated using the ‘m2html’ 

documentation system by artefact™. 

e) \Algorithms: contains the different calculation methods such as phase equilibrium algorithms 

or methods for the calculation of transport properties. 

f) \Fitting: contains the routines required to fit the model parameters to the experimental data 

provided by the user in one or more .txt files. 

 

Figure 2.4. Organization of the source code developed in this work. 

 

For a better understanding of the code structure and how it can be used to perform the calculations, 

a simplified dependency diagram is provided in Figure 2.5.  
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Figure 2.5. Dependency graph of the source code developed in this work. 

 

To perform any type of calculations the user must provide the necessary input in the ‘input_file.m’ 

file (model parameters, critical and melting properties, molecular weight, among others for every 

component of the system). Additionally, in the ‘main.m’ file the type of calculation to carry out and the 

input conditions for the calculation must be provided (e.g., calculate a bubble point for an equimolar 

mixture at given (T, p) conditions). These two files belong to the purple region of the diagram in Figure 

2.5 and essentially constitute the part of the code that could be replaced by a Graphical User Interface 

(GUI) in a more advanced software.  

The region in red represents the starting files to carry the model’s parameterization. The 

‘input_file.m’ file should be provided using any reasonable estimates for the unknown parameters, the 

experimental data to use in the fitting is provided in one or more .txt files and the optimization functions 

must be tailored depending on the type of experimental data available, although default cases such as 

fitting the model to vapor pressures and saturated liquid densities (the most common approach) exist. 

Both a calculation with the model or its parameterization calls the necessary calculation methods 

to describe the desired property (e.g., phase equilibrium algorithms). This occupies the central position 

of the diagram in Figure 2.5 and connects the user’s task with the theory. Every method does some sort 

of a call to the theory to obtain at least the fugacity coefficients of the different components or the density 

of the system. These two properties (among many others like 𝐴, 𝐺, 𝐻, 𝑆, 𝑈, 𝑢𝑖, and all sorts of derivative 
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properties like 𝐶𝑝, 𝐶𝑣, 𝛼𝑝, and 𝑘𝑇) are obtained in the routine ‘fugrho_saft.m’ that, as previously 

mentioned, solves the density implicit EoS. Essentially, for a given specified pressure, 𝑝𝑠𝑝𝑒𝑐, the density 

is solved iteratively until the value of pressure obtained by the EoS match that of 𝑝𝑠𝑝𝑒𝑐. Obviously, this 

requires multiple calls to the SAFT theory through the ‘ssaft_eos.m’ routine. This routine converts the 

input from real units provided by the user to the reduced units used in the theory (c.f. Section 2.1), solves 

all the necessary mathematical expressions to obtain the contributions of the different terms to the 

properties mentioned before. To speed up the process, and as in intermediate steps only the calculation 

of pressure is required, a routine that only calculates the pressure (avoiding the calculation of 

compositional derivatives for the chemical potentials and others) is also provided (i.e., 

‘pressure_saft.m’). After all this, the results are returned to the ‘main.m’ or ‘fit_param.m’ files 

(depending on whether it is a calculation or model’s parameterization) for the visualization of results. 

Currently, the software is endowed with the following calculation methods/routines, that are 

available at my Github repository (https://github.com/eacrespo15/PhaseEquilAlgor): 

• VLE_PTFLASH.m: This file contains a two-phase PT-FLASH that can be used with or 

without acceleration methods either through the Dominant Eigen Value Method (DEVM) or 

through extrapolation steps. This function calls both a Rachford-Rice equation solver 

(RR_solver.m) and a stability analysis for the system (stability_analysis.m). 

• Bubble_point.m: this file contains algorithms for bubble/dew temperature/pressure 

calculations of multi component systems. Derivatives of the natural logarithm of the fugacity 

coefficients are avoided for increased speed. 

• MFFLASH_GUPTA.m, MFFLASH_HEIDEMANN.m, MFFLASH_MICHELSEN.m: 

Clearly, multiphase flash calculations are among the trickiest calculations to perform. 

Therefore, three different algorithms, whose convergence speed and robustness may vary 

depending on the type of system under study, were implemented. 

• LLE_BINARY.m and LLE_TERNARY.m: alternative simpler methods to solve liquid-

liquid equilibrium (LLE) problems of binary or ternary systems using the iso-fugacity criterion. 

• SLE_BINARY.m: to describe the SLE of DESs, solubility calculations in binary mixtures 

were implemented. The implemented routines allow for the inclusion of solid-solid transitions 

and heat capacity differences upon fusion if such data is available. 

• SSViscosity.m: Implements the Free Volume Theory for viscosity calculations.[71] The 

current implementation allows for the use of three different mixing rules for the dense term. 
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2.2- Molecular Dynamics Simulations 

 

A MD simulation is a technique to produce a phase space dynamical trajectory for a system 

composed of N particles, by integrating the Newton’s equations of motion: 

𝜕2𝑟𝑖
𝜕𝑡2

= 𝑓𝑖 = −
𝜕

𝜕𝑟𝑖
𝑈(𝑟1, 𝑟2, … , 𝑟𝑁) (2.58) 

where  𝑈(𝑟1, 𝑟2, … , 𝑟𝑁) is the potential energy of the system as a function of the coordinates of the N 

particles and 𝑓𝑖 is the force acting on particle i. From the trajectory, both equilibrium and transport 

properties of a given system can be obtained, resembling a system obeying the laws of classical 

mechanics.[95] 

In many aspects, MD simulations somehow reproduce the way experiments are carried out. In a 

real experiment, a sample of a given material is subject to an experimental apparatus to obtain certain 

properties and, if they are subject to statistical noise, the more measurements are taken of the same 

property, the more accurate our ‘averaged’ result becomes. In MD simulations, a similar idea is followed. 

First, a reasonable configuration of the system is created by defining the initial positions and velocities 

for every particle in the system. Then, an equilibrium step is followed until the system no longer change 

with time and the system have reached the desired (p, 𝜌, T) conditions. Once the system is equilibrated, 

the production run can be performed, in the desired ensemble. Here, the simulation time should be much 

longer than the relaxation time of the property of interest and sufficiently long to ensure the validity of 

the ergodic hypothesis, i.e., the time-average of a given property coincides with the ensemble average. 

Finally, the simulated trajectory file provides the particle positions, velocities and forces as a function of 

time, thus relevant system’s properties can be obtained, by expressing them in terms of the positions and 

momentum of the particles can be obtained.[95] 

To solve the Newton’s equations of motion, the forces acting on every particle must be determined 

in every time step, usually using pairwise additive interactions. Therefore, a mathematical expression 

describing the dependence of the system’s energy with the coordinates and interactions between the 

particles, i.e., a forcefield (FF) is required.[96] There are many FFs available in the literature, with 

distinct degrees of complexity, and applicable to the study of different types of systems. Ideally, it must 

be simple enough to be quickly evaluated at each iteration, but sufficiently detailed to properly reproduce 

the system’s thermodynamic behaviour. 

Despite the pretentious analogy of MD modelling as a ‘virtual experiment’, the aim of a MD 

simulation is not to reproduce experiments but rather to provide a better understanding of the microscopic 

behaviour of the system leading to the phenomena being observed at the macroscopic scale, or to obtain 
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qualitative predictions of the behaviour expected at conditions that cannot be easily reproduced in 

experiments. Nonetheless, MD simulations represent an efficient method to explore the structure and 

dynamics of complex systems with their accuracy and reliability depending on the quality of the FF 

chosen to describe the intra- and intermolecular interactions.  

The use of MD simulations is clearly a good complement to SAFT-type EoSs, as both tools 

combined can provide an overall description of the system. While EoSs can be used to quickly obtain 

macroscopic phase equilibrium and different thermophysical properties, MD simulations allow for a 

better understanding of the system’s behaviour at the molecular level. As an example, they can be used 

to provide useful insights on micelle formation or to investigate the self-assembly phenomena and the 

formation of different LC phases of surfactants in water or multi-component systems, compute structural 

properties such as the rdf, or structure factors comparable to X-ray diffraction experimental data, 

dynamical properties such as diffusion coefficients, among others. 

It must be noticed that MD remains a compromise between computational efficiency and scale 

resolution (c.f. Figure 2.6). Atomistic or AA models (i.e., the contribution of each atom is taken into 

account in the calculation) can indeed provide detailed and precise information about the initial stages 

of micelle formation in diluted systems but are unable to address the time and size scales relevant for the 

self-assembling and mesophase transition processes. In this regard, the required relaxation times, 

typically in the order of microseconds and at a nanometer scale, are unattainable by AA models unless 

preformed structures are used. Alternatively, by reducing the number of interaction centres, CG models 

have been demonstrated as a good alternative to the more computational demanding AA models. Thus, 

by grouping a certain number of atoms into a single interaction site, the number of particles and pairwise 

interactions in the system are severely decreased, significantly reducing the computational cost of the 

simulations. Hence, these models can tackle larger systems for longer simulation times and, even though 

some atomistic structural details may be lost in this simplification, the results obtained so far have been 

really promising.  

Naturally, the performance of a CG model heavily relies on the FF accuracy and on an appropriate 

CG mapping of the different atoms of the real system. Despite the significant decrease of interaction 

sites, the model must still capture the essential physico-chemical features of the molecules. Given the 

empirical nature of most CG FFs, their predictive power and transferability is often limited, and 

simulations carried out at conditions that differ significantly from those used in the FF parameterization 

should be carefully analysed.  
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In this work, CG-MD simulations are used to investigate the surfactant-like behaviour of CiEj 

aqueous solutions and multicomponent systems and, considering its highly transferable character, the 

MARTINI FF, proposed by Marrink et al.,[52] is used, being properly described in the next section. 

 

Figure 2.6. Molecular modelling at different resolutions. 

 

2.2.1- MARTINI Forcefield 

The MARTINI FF was first developed in 2003 for the study of bio(molecular) systems whose 

relevant timescales are typically unattainable using atomistic MD simulations, such as the study of lipid 

membranes.[97,98] A few years later, in 2007, an improved version of the CG FF, referred to as 

MARTINI 2 and used throughout this work, was proposed to overcome some of the limitations observed 

in the first studies such as the excessively coarsened definition of the interactions or the unrealistic 

tendency of water to freeze at room temperature.[52] 

Although initially developed for biomolecular simulations of phospholipids, it has been 

increasingly successfully applied for a variety of chemical, non-biological, systems due to its distinct 

development philosophy.[99,100] Instead of focusing on an accurate reproduction of structural details, 

under certain conditions, the MARTINI FF aims at providing a general CG modelling framework useful 

for a broader range of applications, without the need to reparametrize the model. This remarkable 

transferability is achieved by a modular mapping and parameterization scheme based on a limited 
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number of building blocks (beads), whose calibration was carried against experimental thermodynamic 

properties, in particular oil/water partitioning coefficients.[52,100] 

In the MARTINI FF, four non-hydrogen atoms are mapped into a single CG bead (interaction 

centre) which resembles their physico-chemical properties. This kind of approach makes it easy to build 

the CG models of different molecules based on a common set of beads, in a systematic manner. The 

MARTINI 2 FF encompasses four main bead types: polar (P), nonpolar (N), apolar(C), and charged (Q) 

with different sub-types depending on the degree of polarity or the hydrogen bonding capabilities 

implicitly included in Q or N beads. This allows for a more realistic representation of the chemical nature 

of the subjacent building block. Thus, the Q and N bead types have four subtypes each that are 

distinguished by their hydrogen bonding ability in between donor (d), acceptor (a), donor + acceptor 

(da), or none (0), the main difference being related to their self-interaction strength. The P and C bead 

types have five subtypes each to represent different polarity degrees in a 1-5 scale where 1 describes a 

low polarity bead and 5 denotes the more highly polar bead type. This yields a total of 18 different bead 

types that can be used to map any given molecule. For computational efficiency, all the beads have the 

same mass, equivalent to that of four water molecules (four water molecules are represented by a P4 

bead type in the MARTINI FF).[100] 

The MD simulations using the MARTINI FF were carried out using the GROMACS 

package,[101] and the potential energy of the system comprises both bonded and nonbonded interactions, 

as given in eq. 2.59.  

𝑈 = ∑
1

2
𝑘𝑏

𝑏𝑜𝑛𝑑𝑠

(𝑟 − 𝑟0)
2 + ∑

1

2
𝑘𝑎

𝑎𝑛𝑔𝑙𝑒𝑠

(𝜃 − 𝜃0)
2 + ∑

𝑉𝑛
2

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

[1 + cos(𝑛𝜙 − 𝛿)] +

∑ 𝑉𝑖𝑚𝑝
𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟

+∑4𝜀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟
)
12

− (
𝜎𝑖𝑗

𝑟
)
6

]

𝐿𝐽

+∑
𝑞𝑖𝑞𝑗

4𝜋𝜀𝑟𝑟𝑖𝑗
𝑒𝑙𝑒𝑐

(2.59)

 

The first four terms are the bonded interactions with harmonic functions for the bond stretching, 

angle bending and dihedral torsion, respectively. The last two terms are the nonbonded interactions. The 

first of those terms is a shifted LJ 12-6 potential energy function, expressed by eq. 2.60: 

𝑈𝐿𝐽(𝑟) = 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟
)
12

− (
𝜎𝑖𝑗

𝑟
)
6

] (2.60) 

where 𝜎𝑖𝑗 is the closest approach distance between two interacting beads and assumed to have an 

effective size of 0.47 nm, except for the interactions between charged ‘Q’ beads and the most apolar 

types ‘C1’ and ‘C2’ where this parameter is set to 0.62 nm. Concerning the  𝜀𝑖𝑗 interaction energies, a 

total of 10 interaction levels, with energies between 2.0 and 5.6 kJ/mol were proposed and assigned to 

the different bead-bead interaction pairs, according to the interaction matrix developed by Marrink et 
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al.[52] The assignment of a given level to a particular bead-bead pair was carried out based on the 

experimental water-oil partitioning of small molecules that are represented by each of the beads. 

The last term in the total potential energy calculates interactions between charged Q-beads, as they 

bear an explicit full charge 𝑞𝑖, a shifted Coulombic potential energy function (eq. 2.61) is used to describe 

the interaction between charged beads, using an empirical relative dielectric constant 𝜀𝑟 = 15 for explicit 

screening. 

𝑈𝑐𝑜𝑢𝑙(𝑟) =
𝑞𝑖𝑞𝑗

4𝜋𝜀𝑟𝑟𝑖𝑗
(2.61) 

For cases where a 4:1 mapping is not appropriate, such as to preserve the geometry of ring 

structures where a 2:1 or 3:1 mapping is more appropriate, a special particle set, denoted by the letter ‘S’ 

is introduced. For self-interactions between ‘S’ type beads, the value of 𝜎𝑖𝑗 is reduced to 0.43 nm and 

the value of 𝜀𝑖𝑗 is scaled to 75% of its original value. This modification allows S-type beads to pack 

more closely together allowing a more accurate representation of this type of components.  

While the non-bonded interactions are described following a “top-down” approach by using 

experimental data, the information required to describe the bonded interactions is typically extracted via 

a “bottom-up” approach using data obtained from atomistic models and quantum calculations. Typically, 

the bonded parameters are optimized to improve the agreement between the distribution profiles obtained 

in AA and CG simulations in an iterative procedure.[100] 

To illustrate the CG mapping of a molecule using the MARTINI FF, a sketch of the CG mapping 

for the 1-tetradecyl-3-methylimidazolium cation [C14mim+] proposed in a work co-authored by the 

candidate[102] is presented in Figure 2.7. As can be seen, the cation was divided into seven different 

beads following a 3:1/4:1 mapping. The special bead type ‘S’, often used to map aromatic rings, was 

selected to reproduce the imidazolium ring. In this work, the [Cnmim][Cl] geometries were first taken 

from ad-hoc AA-MD simulations, using the well-known and widely used Canongia-Lopes FF.[103,104] 

Then, MD simulations of individual IL moieties were run under very diluted conditions at both, the AA 

and CG levels, where the AA structure is taken as a reference to find the proper set of CG beads and 

bonded parameters. Thus, the best agreement was found for the following mapping: one SQd bead type 

(charged and hydrogen bond donor) comprising the hydrogen atom bonded to the carbon atom between 

the two nitrogen atoms of the ring; one bead type SP5 for the stronger polar region of the aromatic ring, 

and a SP1 bead to represent the less polar part of the ring. For the alkyl chain, one bead type SC1 

(aromatic strongly apolar bead) was used to connect the head-group with alkyl-chain tail that is mapped 

using C1 beads (the most apolar beads in the MARTINI model). The purpose of using a SC1 bead near 

the head instead of C1 beads was twofold: Firstly, it allows to better represent the total number of carbon 
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atoms, decreasing the degree of bead overlapping. Secondly, it allows a smoother transition between a 

very polar region of the imidazolium cation (the head group) and the strongly apolar alkyl-chain tail. 

 

 

Figure 2.7. Sketch of the CG mapping for the 1-tetradecyl-3-methylimidazolium cation and corresponding bead 

types under the MARTINI forcefield.[52] 

 

This example illustrates the versatility of the MARTINI FF that, along with its inherent 

transferability and the good results previously obtained when investigating the self-assembly of a large 

number of amphiphilic compounds,[102,105–110] suggests that it is a valuable tool to study the 

surfactant-like behaviour of the CiEj molecules mentioned in Chapter 1. As such, a CG-MD framework 

was selected under the MARTINI FF to analyse the phase behaviour of these non-ionic surfactants in 

water as well as in multi-component systems, as reported in Chapter 5. 
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3- Thermodynamic Modelling of 

Glycols and Glymes 
 “All models are wrong, but some are useful.” 

 
George E.P. Box 
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3.1- A simple, yet robust, soft-SAFT model for glycols 

 

The content of this section is based on the following published works, developed in the framework of this 

PhD thesis, where E.A. Crespo was responsible for the modelling tasks and for writing the manuscripts, with 

substantial contributions from the remaining authors. 

• Emanuel A. Crespo, João M.L. Costa, Zulhakimiali B.M.A. Hanafiah, Kiki A. Kurnia, Mariana B. 

Oliveira, Fèlix Llovell, Lourdes F. Vega, Pedro J. Carvalho, and João A.P. Coutinho, “New measurements 

and modelling of high-pressure thermodynamic properties of glycols”, Fluid Phase Equilibria, 436 (2017) 

113-123, DOI: 10.1016/j.fluid.2017.01.003. 

• Emanuel A. Crespo and João A.P. Coutinho, “A Statistical Associating Fluid Theory Perspective of the 

Modeling of Compounds Containing Ethylene Oxide Groups”, Ind. Eng. Chem. Res. 2019, 58, 3562-3582, 

DOI: 10.1021/acs.iecr.9b00273 

 

Introduction 

In soft-SAFT, as in any molecular-based EoS, the adequate selection of a CG model, capable of 

representing the basic physical features of the compounds, is key for a good performance of the model. 

As detailed in Chapter 2.1, soft-SAFT relies on the pre-selection of a molecular model for each pure 

compound. This model requires five parameters to fully characterize an associating component i, as it is 

the case for glycols. For the physical part three parameters are necessary, the number of segments in the 

chain, 𝑚𝑖, the monomers diameter, 𝜎𝑖𝑖, and the dispersive energy between monomers, 𝜀𝑖𝑖. For the 

association term, a proper association scheme specifying the number/type of association sites and the 

interactions allowed to occur, must be assigned to each associating species present in the system. Then, 

the energy (𝜀𝐴𝑖𝐵𝑖 or 𝜀𝐻𝐵)  and volume (𝜅𝐴𝑖𝐵𝑖 or 𝜅𝐻𝐵) of association must be defined for each pairwise 

site-site interaction, although typically they are all considered equivalent within a same species so that a 

total of five parameters become necessary. 

The first relevant work on the SAFT modelling of glycols appeared 10 years after the advent of 

SAFT when, in 2000, Wiesmet et al.,[111]  applied the CK-SAFT EoS to describe the phase equilibria 

of binary systems composed of polyethylene glycols (PEG) with a  molecular weight 𝑀𝑤 = 200 −

8000 𝑔/𝑚𝑜𝑙 with either CO2, n-propane, or N2. Even though PEG molecules can self-associate via one 

of the hydroxyl end-groups with either the oxygen atoms in the polymer backbone, or with a hydroxyl 

end-group in a neighbour molecule, only the hydrogen bonding character of the hydroxyl groups was 

considered, when assigning an association scheme. Furthermore, even though each PEG molecule 

contains two hydroxyl end-groups, only two association sites were ascribed to each PEG molecule, 
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following the simple ‘2B’ association scheme, typically suggested for alkan-1-ols that contain a single 

hydroxyl group. This association scheme contains only one positive/donor ‘A’ site accounting for the H-

atom of the hydroxyl group, and a negative/acceptor ‘B’ site accounting for the lone electron pairs of the 

oxygen atom, allowing for ‘A-B’ interactions. Given the negligible vapor pressures for PEGs, the PEG 

non-associating parameters were regressed from a set of 61 pressure-density-temperature (pρT) 

experimental data points in wide temperature and pressure ranges obtained for only one 𝑀𝑤, PEG 7500, 

while the associating parameters were directly transferred from those of ethanol. Due to the simplicity 

of the approach (both the association scheme employed, and the experimental data used for 

parameterization), the successful description of the mixtures was found to require the use of complex 

binary interaction parameters (linear and quadratic temperature-dependencies). Afterwards, several 

modelling works using SAFT-based models to describe the phase equilibria of systems containing 

glycols have been reported in the literature, and are summarized in Table B.1, in Appendix B.   

From this literature survey, discussed in more detail in the published review[112], a few important 

observations arise. First, it shows that different SAFT variants have been applied to the thermodynamic 

modelling of glycols, although more than half of the works published in this topic were carried out using 

the Cubic-Plus-Association (CPA) EoS, where a cubic EoS, namely PR or SRK is coupled with the 

association term derived from the SAFT theory. This is in part, due to the long-term interest of 

Kontogeorgis and co-workers in gas-hydrate related systems, but also because CPA has the advantage, 

compared with other variants that, in the absence of associating components, it is reduced to a classical 

cubic EoS, with which the Oil & Gas industry is much more familiar, facilitating its wide adoption.  

Secondly, as depicted in Figure 3.1, a variety of association schemes (detailed in Table 3.1) have 

been employed to describe the associating behaviour of glycols. From Figure 3.1, it is clear that the ‘4C’ 

scheme has been by far the most adopted scheme to describe glycols and, from an analysis of the 

literature, even though it does not explicitly account for the hydrogen bonding acceptor character of the 

inner EO groups of the glycol molecule, no significant improvements in terms of accuracy were observed 

when more complex association schemes were applied, especially if considering the increased 

computational cost of using a more complex association term.  
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Figure 3.1. Association schemes (c.f. Table 3.1) used to describe the hydrogen-bonding character of glycols in the 

framework of association models. 

 

Table 3.1. Association schemes employed in the modelling of glycols using either SAFT or CPA. Blue and red 

colours are used to define positive and negative sites that can only interact with the opposite sign, while green 

represents binary sites that can interact with both positive and negative sites. 
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Finally, as illustrated in Figure 3.2, the majority of publications dealing with the thermodynamic 

modelling of glycols using association models is focused only in the first four members of the series, 

especially EG and TriEG due to their widespread use as gas hydrate inhibitors and dehydration agents. 

This is despite the importance that achieving an accurate modelling of higher chain length members has 

in ensuring the robustness of the molecular models and parameters proposed, and in certifying that the 

influence of the inner oxyethylene repeating units is being well captured by the model.  

 

Figure 3.2. Number of modelling works (c.f. Table B.1.) using SAFT or CPA as a function of the glycols Mw. 

The points 300 and 500 represent the works with a Mw in the range of 200-400 g/mol and higher than 400 g/mol, 

respectively. 

 

According to the literature survey in Table B.1., the only attempt to model both low and high 𝑀𝑤 

glycols using the same model was carried out in the works of Pedrosa et al,[75,113] using the soft-SAFT 

EoS. Initially, the modelling of low molecular weight glycol oligomers (from EG to TeEG) was 

addressed.[75] Then, as the associating parameters of any glycol had been fixed to those of EG and the 

non-associating parameters were found to correlate with the glycols’ 𝑀𝑤, the same model was later 

applied for the modelling of PEGs with different 𝑀𝑤 in the range of 200-8000 g/mol, and used to describe 

binary mixtures of PEGs with light gases, water, alcohols, or aromatic compounds.[113] 
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Concerning pure glycol oligomers, even though an excellent agreement was obtained for the 

temperature-density diagrams and vapor pressures,[75]  the model fails to accurately describe the 

pressure effect on the glycols’ behaviour, leading to large deviations from the experimental data when it 

is applied to describe the more sensitive second-order derivative properties such as 𝑘𝑇. This is shown 

more clearly in Figure B.1. in Appendix B. Obviously, when the model is later applied to describe 

binary mixtures, the use of a binary interaction parameter helps masking this kind of subtle model 

deficiencies, and a good description of the experimental data can still be achieved. Nonetheless, an 

improvement of the molecular model of the pure components in what concerns a better description of 

the pressure effect can result in an enhanced predictive ability when the model is used to describe higher 

chain length homologues or blends, in the reduction of the binary interaction parameter’s magnitude, or 

in better predictions for ternary/multicomponent systems when the model is used to simulate an entire 

process. 

Therefore, in this work, an improved CG model for glycols is proposed, aiming at an enhanced 

accuracy in terms of the second-order derivative properties compared with the model of Pedrosa et al. 

[75]. The new model should be applicable to glycols of different 𝑀𝑤 and make use of a computational 

efficient association scheme. 

 

Modelling Approach 

In the work of Pedrosa et al.[75], the glycol oligomers were considered as LJ chains with two 

square-well sites embedded off-centre in two of the LJ segments, following a 2B association scheme, 

and the pure-component parameters were obtained by fitting to available VLE data (saturation liquid 

densities and vapor pressures) for the first four members of the series (EG to TeEG) that was accurately 

described through fitting. The ‘2B’ association scheme is typically used to describe alkan-1-ols that 

contain only one hydroxyl group. In theory, this makes it oversimplified to describe glycols that contain 

two hydroxyl groups, especially considering that the hydrogen bonding character of the inner EO groups 

is already being neglected. Under a ‘2B’ scheme, either one negative site describes the effect of the lone 

electron pairs in both oxygen atoms and one positive site describes the effect of both hydrogen atoms or 

as illustrated in Table 3.1, one hydroxyl group is considered as an acceptor and the other as donor of 

hydrogen bonds.  

Clearly, a more accurate representation of the glycols behaviour can be achieved using the ‘4C’ 

association scheme that, as depicted in Figure 3.1, is the most widely applied scheme to glycols but 

results in an increased number of association sites. In this work, an alternative approach is considered 
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through the introduction of the so-called binary association sites, i.e., association sites that can interact 

with both negative and positive sites. Therefore, as represented in Figure 3.3, two equivalent association 

sites are assigned to the molecule, one site type ‘A’ and one site type ‘B’, each representing one of the 

hydroxyl end-groups, and, contrarily to what occurs in a ‘2B’, all kind of interactions are allowed (‘A–

A’, ‘B–B’, and ‘A–B’). This allows to account for the dual positive-negative nature of the hydroxyl 

groups, without an increase on the total number of association sites. 

Glycols: e.g. Triethylene glycol 

 

 

Figure 3.3. Sketch of the molecular model proposed for glycols, illustrated for TriEG. 

 

Furthermore, even though fitting the pure-component parameters to experimental VLE data of the 

pure fluid is the traditional parameterization approach for SAFT-type EoSs, recent developments on 

SAFT-type EoSs have emphasized the importance of adjusting the EoS molecular parameters against 

properties affected by association, aiming to obtain a realistic balance between dispersive and associative 

interactions,[114] and several researchers highlighted the importance of using additional data (e.g. 

enthalpies of vaporization, monomer fractions, or derivative properties) in the parameterization 

procedure.[115,116] Although the selection of the most reliable properties for the fitting is still under 

discussion, the simultaneous description of vapor pressures and density along with its pressure and 

temperature derivatives appears as the most relevant.[117] Accordingly, in order to improve the 

description of the pressure effect with the new model, and to provide a better description of second-order 

derivative properties, an isotherm at 323 K of high-pressure liquid densities and of 𝑘𝑇 data (up to 95 
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MPa)  were included in the experimental dataset that also contained the usual vapour pressures and 

saturated liquid densities. 

 

Results 

The work of Oliveira et al.[117] focused on the role of derivative properties in the development 

of new procedures for enhancing the transferability of SAFT molecular parameters proposed the use of 

a coupling factor, 𝛿, in the soft-SAFT fitting procedure, to change the weight of one set of properties 

comprising VLE data over another containing high-pressure density data or derivative properties. Here, 

following those suggestions, the following objective function (OF) was used in the parameters’ 

optimization: 

𝑂𝐹 =
δ

𝑁
[0.80∑

𝜌𝑐𝑎𝑙𝑐 − 𝜌𝑒𝑥𝑝

𝜌𝑒𝑥𝑝

𝑁

𝑖=1

+ 0.20∑
𝑝∗,𝑐𝑎𝑙𝑐 − 𝑝∗,𝑒𝑥𝑝

𝑝∗,𝑒𝑥𝑝

𝑁

𝑖=1

] +

1 − δ

𝑀
[0.90∑

𝑝𝜌𝑇323𝐾
𝑐𝑎𝑙𝑐 − 𝑝𝜌𝑇323𝐾

𝑒𝑥𝑝

𝑝𝜌𝑇323𝐾
𝑒𝑥𝑝

𝑀

𝑖=1

+ 0.10∑
𝑘𝑇323𝐾

𝑐𝑎𝑙𝑐 − 𝑘𝑇323𝐾
𝑒𝑥𝑝

𝑘𝑇323𝐾
𝑒𝑥𝑝

𝑀

𝑖=1

] (3.1)

 

where, δ is the coupling factor, N and M are the number of experimental phase equilibrium and high-

pressure points, respectively. A δ of 0.5 was found to provide the best results as previously suggested by 

Oliveira et al.[117]. The weights 0.80 and 0.20 were directly taken from previous contributions,[72,117] 

while those from the high-pressure term have been here found to provide the most accurate results. In 

addition, having now data available for more members of the series, it allows assessing the model and 

parameters in a more robust manner, hence, the model parameterization was carried for the first six 

glycol oligomers, up to hexaethylene glycol (HeEG). However, for the pentaethylene glycol (PeEG) and 

HeEG, no VLE data is currently available, making the parameters determination for these two 

compounds only feasible by using the second term of eq. 3.1. 

As depicted in Figures. 3.4 and 3.5, the selected molecular model, using the optimized molecular 

parameters reported in Table 3.2, provides an excellent description of the VLE of pure glycol oligomers, 

with overall percentage average relative deviations (%ARD) – eq. 3.2 – for the compounds’ vapor 

pressure, saturated liquid and vapor densities of 9.61, 0.28 and 9.05, respectively. As commonly done 

for homologous series of compounds, and as will be further discussed in the next section, the association 

parameters were kept fixed for the different glycols to the values obtained for TriEG, except for EG that 

presents a slightly higher association energy.  



CHAPTER 3. Thermodynamic Modelling of Glycols and Glymes 

50 
 

 

Figure 3.4. Saturated liquid and vapor densities as a function of temperature for the EG, DEG, TEG, and TeEG. 

The solid lines represent the soft-SAFT EoS fit to the experimental data,[118] for EG, DEG, TEG, and TeEG, while 

for PeEG and HeEG, predictions are provided. 

 

 

Figure 3.5. Logarithm of the vapor pressure, as a function of temperature for glycol oligomers. The solid lines 

represent the soft-SAFT EoS fit to the experimental data.[118] 

 

%𝐴𝑅𝐷 =
100

𝑁
∑

|𝑥𝑖
𝑐𝑎𝑙𝑐 − 𝑥𝑖

𝑒𝑥𝑝
|

𝑥𝑖
𝑒𝑥𝑝

𝑁

𝑖=1

 (3.2) 
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Table 3.2. soft-SAFT pure-component parameters for glycols. 

 𝒎𝒊 𝝈𝒊𝒊(Å)  𝜺𝒊𝒊 𝒌𝑩⁄ (𝑲) 𝜺𝑯𝑩 𝒌𝑩(𝑲)⁄  𝜿𝑯𝑩(Å𝟑) 

EG 1.951 3.533 325.10 4140 2600 

DEG 2.825 3.733 342.77 3891 2600 

TriEG 3.525 3.887 346.18 3891 2600 

TeEG 4.311 3.964 349.14 3891 2600 

PeEG 5.256 3.970 351.65 3891 2600 

HeEG 6.175 3.983 354.44 3891 2600 

PEG400 8.321* 4.049* 357.47* 3891 2600 

*Extrapolated from eqs. 3.3-3.5. 

 

The optimized parameters were also used to predict the high-pressure liquid densities of the 

different glycol oligomers for isotherms other than 323K (which was included in the experimental data 

set considered for the optimization procedure), and as depicted in Figure. 3.6, soft-SAFT provides a 

very good description of the pρT diagrams of the studied compounds in a wide temperature and pressure 

range, with %ARDs lower than 0.20 for all the compounds. No systematic degradation of the quality of 

the results with pressure, temperature or 𝑀𝑤 was observed, highlighting the robustness of the new 

parameters. 
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Figure 3.6. Density as a function of pressure and temperature for different glycols. The symbols represent 

experimental data,[119] while the solid lines represent the soft-SAFT results. 

 

Furthermore, as commonly done for homologous series of compounds,[72–77,79,119–121] the 

optimized molecular parameters were successfully correlated with the glycols’ 𝑀𝑤, in order to identify 

linear trends that may allow the prediction of the behaviour and properties of other glycols not used in 

the model’s development. As depicted in Figure. 3.7, the soft-SAFT molecular parameters for the non-

associating part (𝑚, 𝑚𝜎3,𝑚𝜀 𝑘𝐵⁄ ) present a linear dependency with the glycols’ 𝑀𝑤, which can be 

described by the following equations: 

𝑚 = 0.01894 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 0.7461 ; 𝑅2 = 0.9976 (3.3) 

𝑚𝜎3 = 1.38015 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 0.26992 ; 𝑅2 = 1.000 (3.4) 

𝑚𝜀 𝑘𝐵⁄ = 6.93761𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 199.509 ; 𝑅2 = 0.9974 (3.5) 
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Figure 3.7. soft-SAFT molecular parameters as a function of the glycols molecular weight. 

 

These relationships are possible due to the enhanced physical meaning of the soft-SAFT molecular 

parameters that allow the prediction of thermodynamic properties for other members of the homologous 

series. 𝑚𝜎3 is directly related to the volume occupied by the molecule, while 𝑚𝜀 𝑘𝐵⁄  refers to the energy 

of interaction per molecule, and both are expected to increase linearly due to the addition of EO groups. 

To evaluate the predictive ability of these correlations, the prediction of the pρT data for PEG400 was 

attempted. PEG400 is usually a mixture of polyols with the generic formula C2nH4n+2On+1, with n between 

8.2 and 9.1, and a 𝑀𝑤 ranging from 380 to 420 g·mol⁻¹. This mixture of polyols was treated following a 

pseudo-pure component approach with an average 𝑀𝑤 of 400 g·mol⁻¹, and the correspondent physical 

molecular parameters extrapolated from eqs. 3.3-3.5. The association parameters were kept constant for 

the whole series, except for EG. The representation of PEG 400 high-pressure density is shown in Figure 

3.8 and show a very good agreement with the experimental data, with a %ARD of only 0.22%. 
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Figure 3.8. Density as a function of pressure and temperature for the PEG400. Symbols represent experimental 

data,[119] while the solid lines depict the soft-SAFT EoS predictions. 

 

The values of 𝑘𝑇 of the different glycols, estimated from the experimental 𝑝𝜌𝑇 data, were also calculated 

using the soft-SAFT EoS applying eq. 3.6 to the SAFT theory. This property reflects the volumetric 

changes of the pure glycol with pressure at a fixed temperature and, as can be seen in Figure 3.9, a clear 

dependency with pressure and temperature is observed, decreasing significantly as the pressure increases 

and temperature decreases. This behaviour is, as depicted in the same figure, well captured by the model 

even though a degradation of the predictions is observed as the glycols’ chain length is increased. 

𝑘𝑇 = (
𝜕 ln(𝜌)

𝜕𝑝
)
𝑇

(3.6) 
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Figure 3.9. Isothermal compressibility of pure glycols as a function of pressure and temperature. Symbols represent 

estimates from the experimental pρT data,[119] while the solid lines represent the soft-SAFT predictions. 

 

The 𝛼𝑃 of the studied glycols were also predicted from the EoS modelling using the definition in 

eq. 3.7. The soft-SAFT predictions are plotted in Figure 3.10, along with the estimates from 

experimental data.[119] This property reflects the volumetric changes with temperature at a fixed 

pressure and present similar pressure and temperature dependencies to those of 𝑘𝑇, although becoming 

less pronounced as the chain length increases, an effect that is well predicted by the soft-SAFT model. 

Moreover, and as the pressure increases, the isobaric thermal expansivity presents a cross-over point, 

which can be understood as a macroscopic manifestation of the association phenomenon occurring at the 

molecular level, with the temperature increase leading to the breaking of hydrogen bonds, decreasing the 

magnitude of the intermolecular interactions that become dominated by dispersive forces. As depicted 

in Figure 3.10, soft-SAFT is capable of correctly describing this property and of predicting, although at 

higher pressures than observed in the experiments (for EG and DEG the crossover point exists beyond 

the pressure range shown in Figure 3.10), the occurrence of the above-mentioned phenomena. 
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𝛼𝑃 = (
𝜕 ln(𝜌)

𝜕𝑇
)
𝑝

(3.7) 

 

 

Figure 3.10. Isothermal expansivity of pure glycols as a function of pressure and temperature. Symbols represent 

estimates from the experimental data,[119] while the solid lines represent the soft-SAFT predictions. 
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Conclusions 

In this work, a new CG model for glycols was developed in the framework of the soft-SAFT EoS. 

Aware of the limitation of the previous model by Pedrosa et al.[75] concerning the description of the 

pressure effect and second-order derivative properties, a new set of optimized molecular parameters was 

determined using the pure fluids VLE data (vapor pressures and saturated liquid densities), available for 

the glycol oligomers up to TeEG, and one isotherm of new experimental pρT and 𝑘𝑇 data, measured for 

glycol oligomers up to HeEG. Simultaneously, a more realistic association scheme, where the dual 

positive-negative nature of the terminal OH groups is considered, was assigned to the glycol molecules. 

The optimized parameters and refined CG model were shown to provide an excellent description 

of the glycols VLE and pρT data, while allowing for an improved description of the derivative properties, 

including the prediction of a crossover point in the isobaric expansivities, which demonstrates the ability 

of the model to capture the existent balance between hydrogen bonding and dispersive interactions. 

Furthermore, as previously done for other families of compounds, the molecular parameters were 

correlated with the glycols’ 𝑀𝑤, while the association parameters were kept constant for all the members 

of the series (except for EG).  The soft-SAFT EoS predictive ability was further evaluated by predicting 

the glycols and a light PEG (PEG400) high pressure density data in the entire pressure and temperature 

range. As shown, the new modelling scheme yielded a very good description of the pρT data, with an 

%ARD of 0.17% for the studied glycol oligomers and of only 0.22% for the PEG 400 (note that no 

experimental data for the latter was used in the model’s parameterization). 
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3.2- Extending the model to glymes 
 

The content of this section is based on the following published works, developed in the framework of this 

PhD thesis, where E.A. Crespo was responsible for the modelling tasks and for writing the manuscripts, with 

substantial contributions from the remaining authors. 

• Pablo Navarro, Emanuel A. Crespo, João M.L. Costa, Fèlix Llovell, Julián García, Francisco Rodríguez, 

Pedro J. Carvalho, Lourdes F. Vega, and João A.P. Coutinho, “New Experimental Data and Modeling of 

Glymes: Toward the Development of a Predictive Model for Polyethers”, Ind. Eng. Chem. Res, 56 (2017) 

7830-7844, DOI: 10.1021/acs.iecr.7b01532. 

• Emanuel A. Crespo and João A.P. Coutinho, “A Statistical Associating Fluid Theory Perspective of the 

Modeling of Compounds Containing Ethylene Oxide Groups”, Ind. Eng. Chem. Res. 2019, 58, 3562-3582, 

DOI: 10.1021/acs.iecr.9b00273 

 

Introduction 

When compared with glycols, studies involving the application of SAFT-type EoSs to the 

thermodynamic modelling of glymes are much scarcer. From a literature survey,[112] only three works 

were found, all concerning the modelling of di-alkyl ethers.  

Kiesow et al.,[122] applied the PC-SAFT EoS to study the oiling-out effect of blends of 

polyethylene glycol dimethyl ethers (PEGDME). The phase equilibria of two different blends, PEGDME 

2000 and PEGDME 1000 in different solvents, namely diethylketone, ethylacetate, and 2-propanol were 

investigated. As the modelling of smaller glymes was not addressed in this work, the PEGDME blends 

were modelled under a pseudo-pure component approach in which their molecular parameters (𝑚𝑖 as a 

function of 𝑀𝑤) had to be regressed along with a BIP to the solubility data of PEGDME 2000 + 

diethylketone. The BIP of PEGDME/ethyl acetate and PEGDME/2-propanol were then fitted to the 

correspondent solubility data. Afterwards, the parameters were transferred to PEGDME 1000 and used 

to satisfactorily predict the solubility data in the different solvents.  

Nannan et al.,[123] applied the same EoS to the modelling of PEGDME solvents, but in this case, 

the pure-component parameters for the first four members of the di-alkyl glymes, namely ethylene glycol 

dimethyl ether (EGDME), diethylene glycol dimethyl ether (DEGDME), triethylene glycol dimethyl 

ether (TriEGDME), and tetraethylene glycol dimethyl ether (TeEGDME) were first obtained by fitting 

to the experimental VLE data of the pure fluids. Then, the optimized parameters were used to develop 

correlations as a function of the glymes’ 𝑀𝑤. These correlations were then used to obtain the pure-

component parameters for glymes containing 5 to 9 EO groups and used to predict the Selexol’s liquid 
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density, and heat capacity, considering an approximate mixture composition, achieving a reasonable 

agreement with the experimental data. Polishuk and Yitzhak,[124] applied the SAFT + Cubic EoS[125] 

to describe the properties of TriEGDME. Even though the proposed parameters were shown to be able 

to accurately describe the liquid densities, speed of sound, and isothermal compressibility, results for the 

vapor pressure were not provided. Furthermore, the simultaneous accurate description of both densities 

and derivative properties may be attributed to the higher number of parameters required by this particular 

EoS, where five parameters are necessary to describe a non-associating molecule. 

All these three works describe the di-alkyl glymes as non-associating species, which although true 

in the works of Nannan et al.,[123] and Polishuk and Yitzhak,[124] where only pure components were 

addressed, constitutes an approximation to be aware of in the work of Kiesow et al.,[122] where binary 

mixtures with self-associating components, such as 2-propanol, were also described. From these works, 

only the work of Nannan et al.,[123] addressed the modelling of both low and high 𝑀𝑤 di-alkyl glymes, 

but none of them addressed both mono- and di- alkyl glymes in the same study, nor the importance of 

including derivative properties in the model’s parameterization. 

Therefore, given the encouraging results obtained for glycols in the previous section, the same 

modelling approach is here extended for the thermodynamic modelling of glymes (glycol ethers). Within 

the same laboratory where this PhD project was carried out, new pρT data was measured for eight 

different glymes in wide ranges of temperature (283 – 363 K) and pressures (0.1 – 95 MPa) and used in 

this work to guide the selection and optimization of the soft-SAFT model parameters for glymes. The 

investigated compounds and the range of experimental conditions allow to analyse the performance of 

the model to describe the combined effects of pressure, temperature, number of EO groups, and the loss 

of the capability to establish hydrogen bonds, through the replacement of the hydroxyl groups by a 

methyl or ethyl group, on densities and second-order derivative properties. Ultimately, the robustness of 

the proposed molecular model is tested against density data available in literature for polyethylene glycol 

dimethyl ether 250 (PEGDME250), a blend of di-alkyl ethers similar to the Selexol solvent used in 

natural gas processing. 

The proposed molecular parameters were further correlated with the glymes’ 𝑀𝑤, as commonly 

performed for homologous series, and were compared to the parameters obtained for other well-

established families, allowing a thorough discussion on their physical meaning and on the reliability of 

the applied model. It is shown how paying attention to one of the strongest features of SAFT-type 

equations, as the physical meaning of its parameters, is crucial to allow the development of reliable 

models for different families of compounds. 
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Modelling Approach 

A careful selection of a number of different glymes that would allow the evaluation of different 

structural effects such as the compounds’ chain length and the replacement of the hydrogen (s) of the 

glycols hydroxyl group(s) with a methyl or ethyl group on their thermophysical properties was carried 

out. Hence, eight different glymes were studied here, four mono-alkyl ethers: ethylene glycol ethyl ether 

(EGEE), diethylene glycol ethyl ether (DEGEE), diethylene glycol methyl ether (DEGME), and 

tetraethylene glycol methyl ether (TeEGME), and four di-alkyl ethers: diethylene glycol diethyl ether 

(DEGDEE), diethylene glycol dimethyl ether (DEGDME), triethylene glycol dimethyl ether 

(TriEGDME), and tetraethylene glycol dimethyl ether (TeEGDME). The chemical structures of these 

glymes are shown in Table 3.3. 

Table 3.3. Name, chemical structure, and molecular weight of the studied glymes. 

Compound Chemical structure 

Ethylene glycol ethyl ether (EGEE) 

𝑀𝑤 = 90.12 g·mol-1;   

Diethylene glycol ethyl ether (DEGEE) 

𝑀𝑤 = 134.17 g·mol-1;   

Diethylene glycol diethyl ether (DEGDEE) 

𝑀𝑤 = 162.23 g·mol-1;   

Diethylene glycol dimethyl ether (DEGDME) 

𝑀𝑤 = 134.17 g·mol-1;  

Triethylene glycol dimethyl ether (TriEGDME) 

𝑀𝑤 = 178.23 g·mol-1;   

Tetraethylene glycol dimethyl ether (TeEGDME) 

𝑀𝑤 = 222.28 g·mol-1;   

Diethylene glycol methyl ether (DEGME) 

𝑀𝑤 = 120.15 g·mol-1;   

Tetraethylene glycol methyl ether (TeEGME) 

𝑀𝑤 = 208.25 g·mol-1;   

 

These glymes are here modelled following the same philosophy as previously proposed for 

glycols. Hence, for each mono-alkyl ether, one associating site ‘A’ (binary) is assigned, mimicking the 

dual donor/acceptor nature of the hydroxyl group, and allowing for ‘A–A’ interactions. Conversely, the 

di-alkyl ethers studied in this work are considered as non-associating compounds given the absence of 

hydroxyl end groups. The hydrogen bonding character of the inner EO groups is, in this case, implicitly 

accounted for by the specific values of the non-associative molecular parameters, without the inclusion 

of the association term. This strengthens the importance of obtaining optimal molecular parameters for 

the different species, not only in terms of fitting accuracy, but also in terms of physical meaning and 
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consistency as, for instance, the values of the molecular parameters are the only thing distinguishing the 

CG model of di-alkyl glymes and n-alkanes. A sketch of the proposed molecular models for glymes is 

depicted in Figure 3.11. 

 

Mono-alkyl glymes: e.g. diethylene glycol methyl ether 

 

 

Di-alkyl glymes: e.g. diethylene glycol dimethyl ether 

 

 

Figure 3.11. Sketch of the proposed molecular models for mono- and di-alkyl glycol ethers. 
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Results 

The parameterization of the different glymes was carried out using the same OF used for glycols 

(eq. 3.1) and the optimal soft-SAFT pure-component parameters are reported in Table 3.4, along with 

the %ARD relatively to the experimental pρT data, and to the estimated 𝑘𝑇, and 𝛼𝑃 data. 

 

Table 3.4. soft-SAFT pure-component parameters for the studied glymes and deviations from the experimental 

data. 

Glyme 𝒎𝒊 
𝝈𝒊𝒊 

(Å) 
 
𝜺𝒊𝒊 𝒌𝑩⁄  
(𝑲) 

𝜺𝑯𝑩 𝒌𝑩⁄  

(𝑲) 
𝜿𝑯𝑩 

(Å𝟑) 
%𝑨𝑹𝑫|𝒑𝝆𝑻 %𝑨𝑹𝑫|𝒌𝑻  %𝑨𝑹𝑫|𝜶𝑷  

 

EGEE 2.705 3.721  294.87 3450 2600 0.086 5.62 3.90  

DEGME 2.995 3.889  330.50 3450 2600 0.13 9.63 2.80  

DEGEE 3.165 4.009  331.00 3450 2600 0.16 9.13 5.14  

TeEGME 4.481 4.061  353.23 3450 2600 0.17 12.9 5.75  

DEGDME 3.300 3.955  308.15 - - 0.28 17.2 2.60  

DEGDEE 3.586 4.165  309.43 - - 0.35 20.2 6.10  

TriEGDME 4.021 4.039  318.12 - - 0.34 22.3 3.09  

TeEGDME 4.696 4.107  322.68 - - 0.41 28.4 2.95  

PEGDME298 5.913* 4.166*  330.85* - - - - -  

*- Extrapolated from eqs. 3.10-3.12. 

 

The results obtained for the saturated liquid densities and vapor pressures of pure glymes using 

these parameters are presented in Figure 3.12 and Figure 3.13. A good description of the glymes’ VLE 

is obtained with overall %ARDs for the glymes’ saturated liquid and vapor densities and vapor pressures 

of 0.33%, 7.66%, and 7.80%, respectively. These values are similar to those obtained for glycols, 

although with a slight improve of the vapor pressures’ description. 

The soft-SAFT description of the high-pressure liquid densities of the different glymes is shown 

in Figure. 3.14, and as can be observed the molecular model and assumptions proposed here allow for a 

very good description of the experimental data with a maximum %ARD of 0.41%, as reported in Table 

3.4. 
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Figure 3.12. Saturated liquid and vapor densities as a function of temperature for different glymes. Symbols 

represent experimental data,[118] while the solid lines depict the soft-SAFT EoS fitting to the data. 

 

 

Figure 3.13. Logarithm of the vapor pressure, p*, as function of the inverse of temperature for the studied glymes. 

Symbols represent experimental data,[118] while the solid lines represent the soft-SAFT EoS fitting to the data. 
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Figure 3.14. Density as a function of p and T of the studied glymes. Symbols represent the experimental data,[120] 

while the solid lines represent the soft-SAFT results. 

 

As can be inferred from Table 3.4, low deviations of the experimental pρT data were obtained 

with an overall %ARD of 0.240%. The very good description of the experimental data shows that the 

addition of one single isotherm (@323K) of high-pressure data to the experimental data set used for the 

model’s parameterization, enables the model to correctly describe the effect of both temperature and 

pressure in the entire temperature and pressure ranges where experimental data has been measured. 

Nevertheless, it can be observed that these deviations tend to increase both with the chain length 

of the glyme and with the removal of the hydroxyl end groups (i.e., from mono-alkyl ethers to di-alkyl 

ethers). This increase with the removal of the hydroxyl end groups shows the relative importance of the 

EO groups being neglected (in terms of association sites), since when a hydroxyl end group is present 

and self-association of the molecule considered (as it is the case for mono-alkyl ethers), the associating 

interactions involving the EO groups can still be masked by the association term. Conversely, for the di-

alkyl ethers, modelled here as non-associating species, the model does not consider the EO groups any 

different than the alkyl groups in an n-alkane molecule. Instead, the influence of the EO groups in the 

overall energy of the molecule is implicitly considered by the specific values of the physical parameters. 

Moreover, the increase of the glymes’ chain length also deteriorates the description of the high-pressure 

thermodynamic properties, as previously observed for glycols in Chapter 3. 1. 

A challenging test to any molecular approach would be to check its ability to provide other 

thermodynamic properties of the studied glymes not used for the model parameterization. Therefore, as 

derivative properties usually present some singularities observed experimentally,[126] an accurate 

description of the physical features behind second-order derivative properties remains highly relevant to 
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validate the model proposed here as well as the robustness of the fitted parameters. For this reason, the 

molecular parameters from Table 3.4, were further applied to predict the 𝑘𝑇 and 𝛼𝑃 of the studied 

glymes, whose results are shown in Figure 3.15 and Figure 3.16, while the deviations to the 

experimental data are also reported in Table 3.4. As can be seen in both figures, a good qualitative (and 

in some cases, quantitative) agreement was found with overall %ARDs of 15.7% and 4.04% for 𝑘𝑇 and 

𝛼𝑃, respectively. The low deviations obtained for 𝛼𝑃 show that, as expected, the temperature effect is 

very well captured by soft-SAFT. However, despite the very good qualitative description, higher 

deviations were observed for 𝑘𝑇. Again, the deviations from the experimental data were found to increase 

with the glymes’ 𝑀𝑤 i.e., with the increase of the number of EO groups being “neglected”. 
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Figure 3.15. Isothermal compressibility, kT, as function of pressure and temperature for the studied glymes. 

Symbols represent experimental data,[120] while the solid lines represent the soft-SAFT predictions. 
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Figure 3.16. Isobaric thermal expansivity, αp, as function of pressure and temperature for the studied glymes. 

Symbols represent experimental data, while the solid lines depict the soft-SAFT predictions. 

 

As depicted in Figure. 3.15, an increase in the number of EO groups leads to smaller temperature 

and pressure dependencies of 𝑘𝑇, which are nevertheless, well captured by the model. Additionally, and 
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similar to what was observed for glycols, 𝛼𝑃 presents a crossover point related to a decrease of the 

intermolecular interactions, with hydrogen bonds breaking due to the temperature increase. The soft-

SAFT EoS was able to correctly describe this property, and to predict the occurrence of this crossover 

point. However, within the experimental pressure range, the EoS predicts the crossover point only for 

the di-alkyl glymes. The crossover point is also predicted for the mono-alkyl glymes but at pressures 

ranging from 150 MPa, for TeEGME, to 650MPa, for the EGEE. The model denotes a decrease of the 

pressure at which the crossover point appears as the glymes’ chain length increases and with the 

replacement of a hydroxyl end group by an alkyl group. Nonetheless, given the sensitivity of derivative 

properties to inaccuracies in the models or equations, the good results provide evidence of the robustness 

of the proposed model and molecular parameters. 

As mentioned in Chapter 2, one of the main advantages of SAFT-type EoSs is that their 

parameters have a solid physical meaning. However, in several cases, SAFT models are used almost in 

an empirical manner, with little attention paid to the meaning of these parameters and their possible 

transferability. A clear example of this limitation is the case of water, for which several molecular models 

and sets of parameters have been proposed, even within the same SAFT variant and same type of 

experimental data used for the fitting procedure.[127] Therefore, when a new molecular model and 

parameters are proposed, a discussion on their physical meaning and transferability becomes relevant. 

Since in soft-SAFT compounds are modelled as homonuclear chains, different values of 𝑚𝑖,  𝜎𝑖𝑖, 

and 𝜀𝑖𝑖 are expected for each member of a homologous series. However, 𝜎𝑖𝑖 and 𝜀𝑖𝑖 should tend to an 

asymptotic value with an increase of the chain length, since the addition of more repeating units to 

already long chains does not significantly modify the molecules’ structure, and the influence of the 

hydroxyl end-groups also decreases. This behaviour is depicted in Figure. 3.17 for the different 

polyethers studied here (glycols and glymes), along with the parameters previously proposed for n-

alkanes[72] and alkan-1-ols.[74] Another interesting result is that these parameters increase linearly with 

the 𝑀𝑤, within an homologous series, as showed by Kraska and Gubbins[128] and Vega and 

collaborators[72–77,79,90,121] for different chemical families. These physical trends observed for the 

pure component parameters of SAFT-type EoSs allow the transferability of the parameters to different 

members within a homologous series, allowing for the prediction of the thermodynamic behaviour of 

higher chain length members for which no VLE data are available, and no parameters were fitted. These 

linear trends are also observed in the molecular parameters proposed here for glymes and those 

previously obtained for glycols. However, since the mono-alkyl ethers (glymes m-ether in Figure. 3.17) 

are considered as associating species and the di-alkyl ethers (glymes d-ether in Fig. 3.17) are considered 

as non-associating species, significant differences between them are to be expected, especially in the 
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dispersive energy parameter, as can be observed in Figure. 3.17c). Thus, both types of glymes were 

considered as different families and the correspondent linear trends were obtained separately for each 

type of glymes and are reported in Table 3.5. 

 

 

Figure 3.17. Trends of the soft-SAFT pure-component parameters for different families of compounds, as a 

function of their molecular weight.[120] 
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Table 3.5. soft-SAFT molecular parameters for glymes as a function of the molecular weight. 

Mono-alkyl ethers 

𝑚 = 0.01553 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 1.191 ;  𝑅2 = 0.9827 (3.8) 

𝑚𝜎3 = 1.368 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 15.90 ;  𝑅2 = 0.9974 (3.9) 

𝑚𝜀 𝑘𝐵⁄ = 6.687𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 180.61 ;  𝑅2 = 0.9963 (3.10) 

Di-alkyl ethers 

𝑚 = 0.01633 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 1.055 ;  𝑅2 = 0.9818 (3.11) 

𝑚𝜎3 = 1.327 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 32.15 ;  𝑅2 = 0.9743 (3.12) 

𝑚𝜀 𝑘𝐵⁄ = 5.864𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙
−1) + 208.59 ;  𝑅2 = 0.9746 (3.13) 

 

Furthermore, the correlations with the 𝑀𝑤 obtained for the di-alkyl ethers (eqs. 3.11-3.13) were 

used to predict the liquid densities at atmospheric pressure of the polyethylene glycol  dimethyl ether 

250 (here denoted PEGDME 298) reported by Conesa et al.[129] The mixture of ethylene glycol 

dimethyl ethers with different n values (n= 3 to 9), where n is the number of EO groups, is here modelled 

under a pseudo-pure component approach (n=5.723 and 𝑀𝑤=298.21 g/mol) and, as depicted in Figure. 

3.18, the model was able to accurately predict the experimental density data with a %ARD of only 0.35%. 

Note that the data was predicted from the correlations of the molecular parameters. Thus, these results 

support the model’s transferability and validate the assumptions therein, showing that, even for a blend 

of di-alkyl ethers, similar to the solvent typically used in natural gas processing, the influence of the EO 

groups can be implicitly accounted for by the effective values of the non-associating molecular 

parameters. 

As mentioned, the differences between the two types of glymes are expected to be more relevant 

on the energy parameter. Therefore, the values of 𝑚𝑖and 𝜎𝑖𝑖 of both series seem to be consistent, showing 

a very similar linear dependency with 𝑀𝑤 both on 𝑚𝑖  and 𝑚𝑖𝜎𝑖𝑖
3. However, an outlier is observed on the 

segment diameter of DEGDEE. This deviation of the DEGDEE pure-component parameters from the 

behaviour of the remaining glymes can be understood by the larger size of both diethyl end-groups, since 

DEGDEE was the only diethyl ether amongst the di-alkyl ethers evaluated. Moreover, and according to 

Figure. 3.17a, the linear dependency of 𝑚𝑖 with the 𝑀𝑤 seems to be common to the different families, 

except for the n-alkanes. This general behaviour of the chain length parameter shows that the introduction 

of inner-chain groups, like EO groups, and the removal or addition of similar functional end-groups (e.g. 

hydroxyl groups) have only a slight effect on 𝑚𝑖 per unit of molar mass, but have a higher impact on the 

monomer’s size, 𝜎𝑖𝑖. Note that the molecular volume is directly related to both by 𝑚𝑖𝜎𝑖𝑖
3. As depicted in 

Figure. 3.17b, the introduction of EO groups in the glyme molecule results in lower segment diameter 
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increments than those observed for the methylene group addition in the n-alkanes and alkan-1-ols, due 

to the lower volume of the oxygen atoms. Moreover, the alkylation of the end groups also increases the 

segment diameter (CH3O is bulkier than OH) and thus, the segment diameters proposed here for glymes 

are higher than the ones previously obtained for glycols. 

 

 

Figure 3.18. Liquid density data for PEGDME250. Symbols represent the experimental data,[129] while the solid 

line depicts the soft-SAFT predictions. 

 

Concerning the dispersive energy parameter, 𝜀𝑖𝑖, significant differences are observed between the 

different families. As can be seen in Figure 3.17c, the dispersive energies proposed here for glymes and 

glycols show the following trend: 

𝑛 − 𝑎𝑙𝑘𝑎𝑛𝑒𝑠 < 𝑑𝑖 − 𝑎𝑙𝑘𝑦𝑙 𝑒𝑡ℎ𝑒𝑟𝑠~𝑎𝑙𝑘𝑎𝑛 − 1 − 𝑜𝑙𝑠 < 𝑚𝑜𝑛𝑜 − 𝑎𝑙𝑘𝑦𝑙 𝑒𝑡ℎ𝑒𝑟𝑠 < 𝑔𝑙𝑦𝑐𝑜𝑙𝑠 

The observed trend denotes that an increase in the associative character of the compound is 

reflected in an increase in its dispersive energy parameter, since some of the associative behaviour of the 

hydroxyl groups is being incorporated into the dispersive term of soft-SAFT. Moreover, the EO groups 

are considered in an effective manner, without the inclusion of additional sites, resulting in higher 

dispersive energies and explains the similarity of the values obtained for the di-alkyl glymes and the 

alkan-1-ols family.  

Given the short range and highly directional character of association forces, the association 

parameters are often kept constant within each family, except for the first or first two members, as these 

interactions are generally not strongly influenced by the compounds’ chain length except for the shortest 
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members of the series. The association parameters for alkan-1-ols, glycols and mono-alkyl ethers are 

depicted in Figure. 3.19. Both, for glycols and alkan-1-ols, the first member (or first two members) has 

different association parameters compared to the heavier members, showing a much higher energy or 

volume of association. Note that, in this case, the association is not hindered by steric effects present 

within the longer molecules. For the mono-alkyl ethers studied in this work the association energy was 

transferred from the alkan-1-ols, while the association volume was transferred from glycols. This 

transferability and similarity between the association parameters of these compounds was already 

expected since the same associative functional groups are being considered (hydroxyl groups) with the 

differences between the three families being related to the number of hydroxyl end groups (justifying the 

different association energy values between glycols and glymes), but also due to the influence of the EO  

groups that can be masked by the association term (this explaining the difference in association volume 

of alkan-1-ols and glymes). 

 

 

Figure 3.19. soft-SAFT association parameters for three families of compounds. 

 

In summary, the robustness of the molecular parameters, exhibiting the expected trends and 

values, along with the very good descriptions obtained for VLE, pρT, and second-order derivative 

properties, both for glymes and glycols, emphasize the reliability of the simple model proposed here. 
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Conclusions 

With the aim of developing a robust molecular approach and proposing reliable and transferable 

molecular parameters, the soft-SAFT EoS was evaluated based on newly measured pρT data for eight 

different glymes, from which 𝑘𝑇 and 𝛼𝑃 were also determined.  

Following the modelling philosophy presented in the previous section for glycols, glymes were 

described as homonuclear LJ chains containing one square-well site embedded off-center in one of the 

LJ segments, mimicking the hydroxyl end group in the case of mono-alkyl glymes, or as non-associating 

species in the case of di-alkyl glymes. In addition to the usual VLE data, one single density-pressure and 

𝑘𝑇 isotherms at 323 K were considered in the experimental data set used for the model’s 

parameterization. The optimized parameters were then used to successfully describe the VLE, pρT and 

second-order derivative properties in wide temperature and pressure ranges. Particularly relevant, the 

model was able to provide not only a good qualitative, and in some cases quantitative, description of the 

sensitive second-order derivative properties, but also to capture the characteristic crossover points of 𝛼𝑃. 

 The molecular parameters obtained for glymes and those previously reported for glycols were 

further analysed through comparison with different families of compounds, such as n-alkanes and alkan-

1-ols to assure that the more physically meaningful set of parameters was chosen. It is important to recall 

that, in multi-parameter EoS models like most SAFT variants, several different sets of pure-component 

parameters can yield similar accuracy when used to describe the properties of the pure fluid but lead to 

different behaviours when applied to describe binary and multicomponent systems. For this reason, 

ensuring the physical meaning and consistency of the optimized parameters contributes to a more 

appropriate choice. The trends exhibited by the different sets of parameters obtained in this work are 

shown to be in good agreement with those expected, highlighting the robustness and transferability of 

the proposed molecular approach. Furthermore, these trends were further used to successfully predict the 

atmospheric pressure densities of a blend of di-alkyl glymes by modelling it as a pseudo-pure component 

approach.  
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3.3- Glycols and Glymes as physical solvents for CO2 separation 

 

The content of this section is based on the following published works, developed during the 

execution of this PhD thesis, where E.A. Crespo was responsible for all the modelling tasks and most of 

the writing of the manuscripts, with contributions from the other authors. 

• Emanuel A. Crespo, Mónique Amaral, Cláudio Dariva, Pedro J. Carvalho, João A. P. Coutinho, 

Fèlix Llovell, Luís M. C. Pereira, and Lourdes F. Vega, “Soft-SAFT EoS as a Valuable Tool for 

the Design of New CO2 capture Technologies”, Abu Dhabi International Petroleum Exhibition 

& Conference (2017), Society of Petroleum Engineers, DOI:10.2118/188464-MS. 

• Mónique Amaral, Emanuel A. Crespo, Cláudio Dariva, Lourdes F. Vega, Pedro J. Carvalho, and 

João A.P. Coutinho, “High-Pressure solubility of CO2 in glymes”, Fuel, 219 (2018) 120, DOI: 

10.1016/j.fuel.2018.01.084. 

• Emanuel A. Crespo, Pedro J. Carvalho, João A.P. Coutinho, and Lourdes F. Vega, “Exploring 

Alternative Solvents for Gas Processing using the soft-SAFT EoS”, Research and Development 

Petroleum Conference and Exhibition (RDPETRO 2018), 156,, DOI: 10.1190/RDP2018-

41512825.1 

 

Introduction 

Among the different processes for CO2 capture, the oxygenation of alkyl chains is a well-known 

approach for enhancing the CO2 solubilities,[130] being the basis of the two most successful industrial 

processes for natural gas sweetening (removal of H2S, CO2 and mercaptans from the natural gas to make 

it suitable for transportation), namely Rectisol[131] and Selexol.[20] For the same reason, several 

polyethers including glycols, glymes and polymers have been attracting considerable attention as feasible 

candidates to CO2 capture but, despite the industrial interest for these systems, the CO2 sorption 

mechanism in these solvents is still unclear. Therefore, the development and optimization of more 

efficient separation processes for CO2 separation remains a challenging task to the Oil & Gas industry, 

closely tight to the fundamental understanding of the interactions between the gas and the solvent and, 

consequently, to an accurate description of the thermodynamic behaviour of the relevant mixtures. 

In the previous sections, the development of a reliable CG model for both glycols and glymes, in 

the framework of the soft-SAFT EoS, was presented, and correlations that allow to obtain the molecular 

model parameters for any glycol or glycol ether, using solely the 𝑀𝑤 as an input, were proposed. In this 

model, one single association site (binary type) is assigned per each hydroxyl end-group in the molecule, 
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while implicitly accounting for the presence of the inner EO groups, and thus of the lone electron pairs 

of the oxygen atom, through the effective values of the parameters, without the inclusion of additional 

association sites. Despite its simplicity, the model was shown to accurately describe the properties of the 

pure fluid and to be easily transferable to compounds not included in the parameterization procedure. 

Here, these models are applied to the modelling of the phase equilibria of their binary mixtures with CO2 

and CH4 (the main component in natural gas), assessing its performance when used to describe these 

highly relevant systems. 

 

Modelling Approach 

While the model for the glycols and glymes have been discussed in the previous sections, 

molecular models for CO2 and CH4 are also required. In this work both models were inherited from 

previous publications. CH4 is modelled as a non-associating species with a spherical shape (𝑚𝑖 = 1), 

whose diameter and dispersive energy parameters have been proposed by Pàmies and Vega.[72] For 

CO2, a molecular model previously proposed by Pedrosa et al.[75] was adopted. It describes CO2 as a 

non-associating LJ chain, in which the quadrupolar interactions are explicitly considered, by enabling 

the polar term of the soft-SAFT theory (see Chapter 2.1). The pure-component parameters for the two 

gases are provided in Table 3.6. Once the molecular models and parameters for both the gas and the 

solvents are established, soft-SAFT can be used to model the phase equilibrium of the correspondent 

binary mixtures. 

 

Table 3.6. soft-SAFT pure-component parameters used in this work. 

Compound Mw 

(g/mol) 

𝒎𝒊 𝝈𝒊𝒊 

(Å) 

 𝜺𝒊𝒊 𝒌𝑩⁄  

(𝑲) 
𝜺𝑯𝑩 𝒌𝑩⁄  

(𝐊)  

𝜿𝑯𝑩 

(Å𝟑) 

𝟏𝟎𝟒𝟎𝑸𝒆𝒙𝒑 

(𝑪 ∙ 𝒎𝟐) 

𝒙𝒑 Reference 

CO2 44.01 1.571 3.184  160.20 - - 4.40 1/3 [75] 

CH4 16.04 1.000 3.728  147.20 - - - - [72] 

TriEGMME 164.20 3.736a 4.008a  342.23a 3450b 2600b - - - 

PEGDME250 250 5.130c 4.140c  326.43c - - - - - 

aextrapolated from eqs. 3.8-3.10; btransferred from other mono-alkyl glymes; cextrapolated from eqs. 3.11-3.13. 
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Results 

Even though glymes have a much higher affinity towards CO2 than glycols, this section is started 

by assessing the performance of the EoS to describe an example of a binary mixture glycol + CO2. Jou 

et al.[132] measured the solubility of CO2 in DEG in a wide temperature range, namely 298.15–398.15 

K. The soft-SAFT modelling results for this mixture are shown in Figure 3.20, and as can be observed, 

by using one temperature-dependent binary interaction parameter, 𝜉, correcting the magnitude of the 

unlike dispersive energies, an accurate description of the experimental data, with a %ARD of only 5.61 

%, is obtained. Surprisingly, even though association sites were not included to explicitly model the 

hydrogen bonding acceptor behaviour of the EO groups, that probably being one of the reasons why a 

temperature-dependency was necessary in the first place, values of 𝜉 lower than one were required, 

indicating that the unlike dispersive energy between the molecules was overestimated by the combining 

rules. Nevertheless, the temperature-dependence of the binary parameters is very weak, with the values 

ranging from 0.975 to 0.933 in a 100 K interval, seeming to reach an asymptotic value at higher 

temperatures where hydrogen bonding becomes less relevant. In the 293–393 K range, the binary 

interaction parameter can be easily described by a second-order polynomial expression (c.f. Figure 

3.20b) that can be expressed by eq. 3.14. 

 

Figure 3.20. a)  VLE for the system DEG + CO2. Symbols represent experimental data, while the solid lines depict 

the soft-SAFT results.[132] b) Temperature-dependent binary interaction parameter used in the calculations. 

 

𝜉𝐷𝐸𝐺−𝐶𝑂2 = 3.314 × 10
−6(𝑇 𝐾⁄ )2 − 2.736 × 10−3 𝑇 𝐾⁄ + 1.497; 𝑅2 = 0.998 (3.14) 
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Carvalho and Coutinho[133] have previously reported that the deviations from the ideal behaviour 

observed in CO2 solutions in low-volatility physical solvents are typically small and largely dominated 

by entropic effects, mostly derived from the solute-solvent size and shape asymmetries that are 

responsible for important free-volume contributions. The authors also observed that, when expressed in 

molality, the pressure vs concentration phase diagrams are, within the experimental uncertainty, solvent 

independent and can thus be correlated as a single function of temperature. For this reason, even though 

molar units are used within an EoS, an appropriate analysis of solubility data should be first made with 

the solubility data expressed in molality to remove the 𝑀𝑤 effect and provide a truthful comparison of 

the solubility in the different solvents. Such a comparison is provided in Figure 3.21 and, as can be 

observed, while DEG presents an ideal behaviour, in agreement with the correlation proposed by 

Carvalho and Coutinho[133], glymes present much higher solubilities, with their behaviour starting to 

deviate from the correlation at pressures lower than 5 MPa (the validity range of the correlation). 

 

Figure 3.21. Solubility of CO2 in different glymes and DEG at 313.15 K.[11,16,17,19,132] The solid line depicts 

the correlation proposed by Carvalho and Coutinho[133] for the CO2 solubility in ideal low-volatility physical 

solvents. 

 

It is also clear that di-alkyl glymes have much higher affinity towards CO2, exhibiting much higher 

solubilities under the same conditions than those exhibited by mono-alkyl glymes and glycols. For this 

reason, they are used in a blend as solvent in the Selexol process and have been the motivation of some 
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experimental works. Kodama et al.[17] measured the solubility of CO2 in different di-alkyl ethers, 

namely DEGDME, TriEGDME, and TeEGDME at 313.15 K, analysing the effect of the compounds’ 

chain length on the phase equilibria. As depicted in Figure 3.22a), the solubility was observed to rapidly 

increase with pressure, but to be rather insensitive to changes in the glymes 𝑀𝑤 (and consequently on 

the number of EO groups). This being observed with the solubilities expressed in terms of molar fraction 

of gas, leads to the distinct behaviour observed in Figure 3.21, where the solubility, when expressed in 

terms of molality, varies across the different di-alkyl glymes. This suggests that the CO2 sorption 

behaviour in glymes, although mainly affected by entropic effects, is also influenced by enthalpic 

contributions. Nevertheless, as depicted in Figure 3.22, soft-SAFT can provide very good predictions of 

the solubility data, even without the use of an adjustable binary interaction parameter (i.e., 𝜉 = 1), 

predicting a very subtle change in the shape of the solubility curve as the glymes chain length is 

increased, something that the experimental data seems to suggest as denoted by the crossover point 

observed in Figure 3.22a), where the solubilities increase as the chain length is increased at lower 

pressures, but showing the opposite behaviour at higher pressures. 

If a higher degree of accuracy is desired, it can be obtained by applying very small corrections to 

the unlike dispersive energy, using 𝜉 in the interval 1.00–1.04. The use of these corrections yields an 

accurate description of the experimental data with %ARD of only 5.30, 4.42, and 2.80, for DEGDME, 

TriEGDME, and TeEGDME, respectively. As expected, both the deviations from the experimental data 

and the magnitude of the correction applied increase with the deviation from the ideal behaviour of a 

low-volatility physical solvent that, as depicted in Figure 3.21, increases in the following order: 

DEGDME>TriEGDME>TeEGDME. 
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Figure 3.22. CO2 solubilities in di-alkyl ethers at 313.15 K. Symbols represent the experimental data,[17] while 

the dashed and solid lines depict the soft-SAFT predictions and fitting to the experimental data, respectively. 

 

In the same publication, experimental values for the saturated densities of both the liquid and 

vapour phases were reported, and are depicted in Figure 3.23, for the system DEGDME + CO2, along 

with the soft-SAFT calculations, with and without using the binary interaction parameter adjusted to the 

solubility data. While both calculations yield similarly accurate results for the vapour densities, the use 

of the binary parameter marginally improves the description of the liquid phase density.  

 

Figure 3.23. Saturated liquid and vapor densities at equilibrium for the DEGDME + CO2 system. Symbols 

represent experimental data,[17] while the lines depict the soft-SAFT results. 

 

Considering the transferability of the soft-SAFT molecular parameters already discussed, the 

binary mixtures of CO2 with a wider range of glymes is next described. For instance, the correlations 

previously proposed for mono-alkyl glymes, and di-alkyl glymes were used to obtain the pure-
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component parameters for triethylene glycol methyl ether (TriEGME) and PEGDME 250, whose values 

are provided in Table 3.6, for which experimental CO2 solubility data are available.[11,16] As depicted 

in Figure. 3.24, soft-SAFT is able to accurately describe these systems using the extrapolated parameters 

and using a binary interaction parameter of the same magnitude to those applied before (1.025 for 

TEGME and 0.98 for PEGDME250). Particularly remarkable is the fact that, even though a state-

independent binary interaction parameter was applied, the experimental data could be successfully 

described over a wide temperature range (from 293 to 373 K) with overall %ARD of only 8.78 and 10.50 

for TEGME and PEGDME250, respectively. The need for a temperature-dependent binary parameter in 

DEG (c.f., Figure 3.20), contrarily to what is observed here with glymes, is probably related to the higher 

influence of temperature upon the hydrogen bonding contribution that, as previously discussed, is much 

more significant in glycols than in glycol ethers. 

 

Figure 3.24. CO2 solubilities as a function of temperature for TriEGME and PEGDME250. Symbols represent 

experimental data,[11,16] while the solid lines depict the soft-SAFT results. 

 

Furthermore, the binary interaction parameter applied to describe the phase equilibria of CO2 with 

the different glymes was found to correlate linearly with the glyme’s 𝑀𝑤, according to the following 

expression: 

𝜉𝑔𝑙𝑦𝑚𝑒−𝐶𝑂2 = −5.021 × 10
−4 𝑀𝑤(𝑔 ∙ 𝑚𝑜𝑙

−1) + 1.108; 𝑅2 = 0.990 (3.15) 

Also interesting is the fact that although mono-alkyl glymes and di-alkyl glymes are modelled as 

two different families (with the latter being considered as a non-associating species), the binary 

interaction parameter considered for the system with TriEGME fits well into the same relationship as 

those applied for the mixtures with di-alkyl glymes and the PEGDME 250 blend. As a remainder, this 

parameter is related to the asymmetry in the van der Waals interactions, not on the association, hence, 
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the results obtained here reinforce the consistency and reliability of the molecular model developed in 

the previous chapter. 

When assessing and comparing the performance of new solvents for CO2 capture, an important 

metric to calculate is the thermal cycle capacity (TCC), which is here defined as the difference between 

the CO2 solubilities, expressed in molality, in each solvent at two different temperatures at a given 

process pressure, to evaluate their absorption/desorption capacity per cycle of regeneration. Therefore, 

the solubilities at two different temperatures (298 and 373 K) were predicted using the binary interaction 

parameters given by eqs. 3.14 and 3.15, at a system’s pressure of 5 MPa and the results are reported in 

Table 3.7. As can be observed, the TCC values of a polyether as a solvent for CO2 decrease with the 

introduction of hydroxyl end-groups in the solvents structure and with the increase of the 𝑀𝑤. While the 

former might be explained by the fact that a higher self-association of the solvent results in decreased 

interactions with the gas, the latter can be due to the increase of steric hindrance as the solvent molecules 

become bulkier and the inner oxygenated groups become less accessible to the gas molecules. 

 

Table 3.7. Thermal cycle capacities predicted by soft-SAFT for the different solvents at 5 MPa. 

Compound 
mCO2(mol∙kg⁻¹) 

@298 K 

mCO2(mol∙kg⁻¹) 

@373 K 
TCC(mol∙kg⁻¹) 

DEG 3.887 1.043 2.844 

TriEGME 14.038 3.120 10.918 

DEGDME 30.506 4.785 25.720 

TriEGDME 19.583 3.693 15.890 

TeEGDME 13.789 3.040 10.748 

PEGDME250 9.935 2.554 7.380 

 

While carrying the work presented in this doctoral thesis, the CO2 solubilities in four different 

glymes, namely DEGME, DEGEE, DEGDME, and DEGDEE, in wide temperature (293–353 K) and 

pressure (up to 13 MPa) ranges were measured, in the same research lab, by Amaral et al.[19] This data 

is shown in Figure 3.25, and as previously suggested when analysing Figure 3.21, the substitution of 

one hydrogen atom in the hydroxyl end-group by an ethyl or methyl group leads to increased solubilities, 

as can be observed when comparing the data obtained for DEGME/DEGDME and DEGEE/DEGDEE, 

an effect that gets weaker, as the temperature is increased. 
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Figure 3.25. Pressure-composition diagrams at different temperatures for the binary systems: CO2 + DEGEE, 

DEGME, DEGDME, and DEGDEE. Symbols represent experimental data,[19] while the solid lines represent the 

soft-SAFT results, using the temperature-dependent binary interaction parameters from Table 3.8. 

 

The soft-SAFT EoS was also applied to describe this set of experimental data, but as reported in 

Table 3.8, in this case, two binary interaction parameters (𝜂 correcting the unlike segment size diameter 

and 𝜉 correcting the magnitude of the unlike dispersive interactions), all very close to unity, were 

necessary to achieve a good quantitative description of the data plotted in Figure 3.25. Although size-

related binary parameters are generally avoided when dealing with mixtures with similar chemical 

groups, huge size/shape differences between the two compounds, or their sparse sphericity may require 

the use of said parameter to allow the model to accurately describe the data, while consequently 

decreasing the correction triggered by the energy binary parameter, which would otherwise account for 

both size/shape and energetic effects.  

Nevertheless, one of the main advantages of using molecular-based EoSs is that, even in 

challenging systems, their parameters are usually independent of state conditions such as temperature 
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and pressure. Here, the high-pressure phase diagrams calculated with soft-SAFT were obtained using a 

state-independent size binary parameter, 𝜂 = 1.028, across the four systems. The value of the parameter, 

greater than one, indicates that the volume occupied by the molecules in the mixture is higher than the 

ideal case (Lorentz-Berthelot’s rule with 𝜂 = 1). The energy binary parameter, 𝜉, was fitted individually 

to the experimental solubility data at 323 K for each mixture and used to successfully predict the 

remaining isotherms. Contrarily to what was observed when analysing literature data, values lower than 

unity were observed in all cases that as explained above are due to the use of a 𝜂 > 1 that decreases the 

magnitude of the correction to be applied in the energy parameter. Furthermore, the values of 𝜉 were 

found to decrease with the increase of the glyme’s chain length and/or with the removal of the hydroxyl 

end-group, the latter being expected because of the simplifications within the glyme’s molecular model 

that, by considering DEGDME and DEGDEE as non-associating species result in increased values of 

the dispersive energy of the pure-component. 

 

Table 3.8. Binary interaction parameters used in the soft-SAFT calculations and deviations from the experimental 

data reported by Amaral et al.[19] 

𝑪𝑶𝟐 + ηij ξij %ARD 

DEGME 1.028 0.995 3.86 

DEGEE 1.028 0.974 6.62 

DEGDME 1.028 0.991 3.70 

DEGDEE 1.028 0.960 5.93 

 

From the four systems presented in Figure 3.25, only the binary mixture CO2 + DEGDME was 

presented before in Figure 3.22, where it was modelled using a different binary interaction parameter, 

given the disagreement between the two datasets. Moreover, Kodama et al.[17] reported solubility data 

only at 313 K which may hinder the correct assessment of the system’s physics, and its dependency with 

temperature, which consequently may prevent the selection of the most adequate modelling approach for 

these kind of systems. More importantly, such distinct results reinforce the need for more reliable 

solubility data in wide temperature and pressure ranges to guide the development of semi-predictive 

models that can then be used in the design of new CO2 separation systems. Therefore, new experimental 

data, expanding the number of systems investigated in Figure 3.25, is welcome for a careful selection 

of glymes that would allow the study of different aspects of the glymes structure on their interactions 

with CO2, similar the selection done in Chapter 3.2 for the development of the molecular model for 

glymes. 
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At the moment of writing, experimental measurements of the CH4 solubility in wide temperature 

(293-353K) and pressure (up to 20MPa) ranges for a selection of different glymes are being undertaken 

in the same research lab. Therefore, the model developed for glymes in Chapter 3.2, is here applied, 

along with the CH4 model by Pàmies and Vega,[72] for the description of the raw data obtained so far. 

Figure. 3.26 illustrates the methane experimental solubility measured in TriEGDME and DEGEE 

along with the soft-SAFT modelling using the molecular parameters for glymes presented in Section 

3.2. As depicted, and in accordance to what was previously observed in other physical solvents such as 

ionic liquids (ILs),[134] the temperature effect in the methane solubility is negligible, with soft-SAFT 

being able to capture such behaviour using one state-independent binary interaction parameter, whose 

value, although increasing with the solvent’s 𝑀𝑤, is only marginally influenced by the glyme considered 

(e.g. 𝜉 = 0.915 for TriEGDME and 𝜉 = 0.90 for DEGEE). The value of the energy parameters applied, 

which are lower than unity, highlight the weak interactions between CH4 and glymes, reinforcing the 

positive deviations from the ideal behaviour that characterize these mixtures. Particularly interesting, 

soft-SAFT was able to predict, in the correct range of pressures, the inversion point on the methane 

solubility with temperature, due to its supercritical state. 

 

Figure 3.26. CH4 solubilities in TriEGDME and DEGEE. Symbols represent experimental measurements, while 

the solid lines depict the soft-SAFT fitting to the experimental data. 

 

Given the good performance of soft-SAFT when used to describe the solubilities of both CH4 and 

CH2 in glymes, it can be used to predict the ideal gas selectivities (𝑆𝐶𝑂2/𝐶𝐻4) through eq. 3.16, using the 

Henry’s constants calculated from the soft-SAFT EoS results as the limiting slope of the solubility curve 

as the gas composition in the liquid phase approaches zero. 

𝑆𝐶𝑂2/𝐶𝐻4 =
𝐻𝐶𝐻4𝑔𝑙𝑦𝑚𝑒
𝐻𝐶𝑂2𝑔𝑙𝑦𝑚𝑒

(3.16) 



CHAPTER 3. Thermodynamic Modelling of Glycols and Glymes 

86 
 

This is illustrated in Figure 3.27 for DEGDEE and as it can be observed, glymes are very selective 

towards CO2 although the selectivity decreases linearly with temperature, since even though the 

solubility of CH4 is temperature independent, the CO2 solubility greatly decreases as the temperature 

increases. 

 

Figure 3.27. Selectivity CO2/CH4 in DEGEE, as predicted by the soft-SAFT EoS. 

 

Conclusions 

In this section, the soft-SAFT molecular models previously developed for glycols and glymes 

were used to successfully describe the CO2 and CH4 solubilities in those systems, and to rationalize about 

the magnitude of the interactions between the gas and the solvent as a function of the solvent’s structure. 

Although good results could always be obtained, different experimental data sources were found to 

disagree with each other for a few systems, requiring a different modelling approach and highlighting 

the need for additional reliable data. Nevertheless, using literature solubility data available for a number 

of different glymes, the binary interaction parameter between the gas and the solvent was found to 

correlate with the solvent’s 𝑀𝑤, allowing the proposal of a fully predictive model for the prediction of 

CO2 solubilities in any glyme, in the absence of experimental data for the pure solvent and the mixture. 

Such a tool based on an EoS can be useful for solvent screening purposes as it can quickly provide useful 

information such as solubility, densities, thermal cycle capacities and selectivity.  
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3.4- Aqueous solutions of glycols and glymes 
 

The content of this section is based on the following published manuscripts, where E.A. Crespo was 

responsible for the modelling tasks and for writing the manuscripts, with substantial contributions from the 

remaining authors. 

• Naima Chouireb, Emanuel A. Crespo, Luís M.C. Pereira, O. Tafat-Igoudjilene, Lourdes F. Vega, João 

A.P. Coutinho, and Pedro J. Carvalho, “Measurement and Modeling of Isobaric Vapor-Liquid Equilibrium 

of Water + Glycols”, Journal of Chemical and Engineering Data, 63 (2018) 2394-2401, DOI: 

10.1021/acs.jced.7b00945. 

• Emanuel A. Crespo, Naima Chourieb, O. Tafat-Igoudjilene, Lourdes F. Vega, Pedro J. Carvalho, and João 

A.P. Coutinho, “Isobaric Vapor-Liquid Equilibrium of Water + Glymes Binary Mixtures: Experimental 

Measurements and Molecular Thermodynamic Modelling”, Fluid Phase Equilibria, 513 (2020), 112547, 

DOI: 10.1016/j.fluid.2020.112547 

 

Introduction 

Regardless of its source, raw natural gas is significantly different from end-use natural gas, which 

is almost pure CH4. Instead, natural gas is a mixture of methane with different hydrocarbons such as 

ethane, propane, butane, i-butane, and a fraction of C5+, along with several impurities such as H2O, H2S, 

CO2, N2, mercaptans, among others. Consequently, the natural gas stream must be processed to remove 

the undesired hydrocarbons and impurities to meet the required specifications for pipeline transportation 

and final use. This purification processes involves different sequential stages, starting with the removal 

of oil and condensates, dehydration/water removal, the separation of natural gas liquids, and finally the 

sweetening of the gas through the removal of sulphur-containing compounds, and acid gases such as H2S 

and CO2, whose presence in the final product is highly undesirable, to avoid the formation of sulfuric 

and carbonic acid that are highly corrosive for equipment and pipelines.[135] 

Glycols are the main dehydration agents and thus knowledge on the glycols + water phase 

equilibrium is of ubiquitous importance. Then, given the possible occurrence of residual water in the 

natural gas stream entering the gas sweetening process, a reliable knowledge of the phase behaviour and 

interactions exhibited by aqueous glycol ether systems is also required, not to mention that such 

knowledge is also useful for applications in other industries as glymes are often found in several personal, 

household, and industrial products containing water such as water-based paints, dyes, sunscreens, 

cosmetics, etc.[136] For these reasons, accurately modelling the phase equilibria of aqueous solutions of 

both glycols and glymes is highly relevant for the Oil & Gas industry, as a further validation of the CG 

models developed in Chapter 3.1 and Chapter 3.2, before their adoption to more complex systems. 
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Modelling Approach 

The soft-SAFT models for glycols and glymes have been already described in the previous 

sections and are here applied in a transferable manner. The investigation of glycols + water binary 

mixtures is extended to some polyethylene glycols (PEGs) with 𝑀𝑤 in the 400–6000 g∙mol⁻¹ range, 

whose pure-component parameters were obtained by extrapolation from the correlations obtained for the 

glycol oligomers, using eqs. 3.3-3.5 with the values being provided in Table 3.9. 

Water is modelled following the work of Vega et al.,[137] where it is described as a LJ sphere 

with a 4-site associating model, the ‘4C’ association scheme, that assigns to the water molecule, two 

sites type ‘B’ representing the hydrogen atoms and two sites type ‘C’ representing the lone electron pairs 

on the oxygen atom, with ‘B–C’ interactions being allowed in pure-water and both sites allowed to 

interact with the binary sites present in the glycol molecules. The water pure-component parameters are 

also provided in Table 3.9. 

Table 3.9. soft-SAFT pure-component parameters for water and different PEGs. 

Compound Mw 

(g/mol) 

𝒎𝒊 𝝈𝒊𝒊 

(Å) 

 𝜺𝒊𝒊 𝒌𝑩⁄  

(𝑲) 
𝜺𝑯𝑩 𝒌𝑩⁄  

(𝐊)  

𝜿𝑯𝑩 

(Å𝟑) 

PEG 400* 400 8.321 4.049  357.47 3891 2600 

PEG 600* 600 12.110 4.090  360.20 3891 2600 

PEG 1500* 1500 29.156 4.141  363.76 3891 2600 

PEG 6000* 6000 114.386 4.168  365.65 3891 2600 

Water[137] 18.02 1.000 3.154  365.00 2388 2932 

*-Non-associating parameters extrapolated from eqs. 3.3-3.5 and associating parameters transferred from glycol 

oligomers. 

 

Results – Glycols + Water 

Experimental isobaric VLE data (i.e., boiling temperatures) are available for binary mixtures of 

water with EG, DEG, TriEG, and TeEG at three different pressures, and are presented in Figure 3.28, 

along with the soft-SAFT results. In the same figure, a comparison between soft-SAFT calculations as 

predicted from the pure-component parameters, i.e., with 𝜉 = 1 (dashed lines in the figure) and the soft-

SAFT fitting to the experimental data (solid lines in the figure), using one state-independent binary 

interaction parameter, correcting the mixtures dispersive energy, is presented. The soft-SAFT predictions 

exhibit a systematic underprediction of the mixtures boiling temperatures. Conversely, the use of the 

binary parameter, whose values are provided in Table 3.10, allows for an excellent agreement with the 

experimental data with an overall %ARD of only 3.82 %. All the binary parameters have values greater 

than one, suggesting the existence of strong interactions between glycols and water, whose magnitude 
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are underestimated by the model. This binary parameter is found to increase with the glycol’s chain 

length, in agreement with the increase in the mixtures’ boiling temperatures, due to the increase of the 

van der Waals dispersion forces. Furthermore, looking at Figure 3.28, small deviations in the water-rich 

phase can be observed, with the model underestimating the boiling temperature of the mixture. This is 

due to the slight overestimation of pure water’s vapor pressure by the soft-SAFT model. Although this 

could be improved by refitting the water model without forcing it to have a spherical shape (𝑚𝑖 not 

necessarily equal to 1) the differences are still negligible. 

 

 

Figure 3.28. Isobaric temperature-composition diagrams of the glycols + water binary systems. The symbols 

represent experimental data,[138] while the dashed and solid lines represent the soft-SAFT EoS predictions and 

fitting to the data. 
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Table 3.10. Binary interaction parameters and deviations from the experimental data for glycols + water systems. 

 𝝃𝒊𝒋 %𝑨𝑹𝑫 (𝒙) %𝑨𝑹𝑫 (𝜸) 

EG + H2O 1.130 3.87 5.49 

DEG + H2O 1.135 4.33 5.63 

TriEG + H2O 1.175 3.93 5.74 

TeEG + H2O 1.185 3.14 5.09 

 

The water activity coefficients (𝛾𝑤) estimated from the mixtures boiling temperatures can be used 

to evaluate the non-ideality of aqueous systems, using the generalized modified Raoult’s law, expressed 

by eq. 3.17: 

𝛾𝑤 =
𝑦𝑤𝜑𝑤

𝑉𝑝

𝑥𝑤𝜑𝑤
𝐿 𝑝𝑤

∗
(3.17) 

where, 𝑝 is the system’s pressure, 𝑝𝑤
∗  is the water vapor pressure at the system’s temperature, 𝜑𝑤

𝑉  and 

𝜑𝑤
𝐿  are the fugacity coefficients of water in the vapor and liquid phase, respectively. 𝑥𝑤 and 𝑦𝑤 are the 

water mole fractions in the liquid and vapor phase, respectively. As the pressures investigated in this 

work are low, the fugacity coefficients are close to unity. Furthermore, due to the glycols low volatility 

(soft-SAFT results show glycol mole fractions, in the vapor phase, always lower than 10%), the system 

vapor phase can be approximately considered as pure water, allowing eq. 3.17 to be simplified as eq. 

3.18 that can be used to estimate 𝛾𝑤 and grasp about the magnitude of the interactions between the two 

species. 

𝛾𝑤 =
𝑝

𝑥𝑤𝑝𝑤
∗
 (3.18) 

The 𝛾𝑤 estimated from the mixtures boiling temperatures and predicted with soft-SAFT EoS are 

depicted in Figure. 3.29. As can be observed, a good agreement between experimental data and model 

results is found considering the simplifications made in the estimation of the activity coefficients. The 

high deviations observed for EG are most probably due to the oversimplifications of the model used for 

the estimation of the activity coefficients from the experimental data, as EG presents a considerably 

higher volatility than their homologous and consequently, the vapor phase is richer in this compound 

than for the rest of the series. An additional explanation is that the water-EG hydrogen bonding 

interactions, which are dominant, given the short length of the EG are not well described by the simplified 

model, as the OH group is represented only by one associating site. The assumptions in the estimates 

and the molecular model seem to be good for the rest of the mixtures, as the glycols increase their 

molecular weight. Also, as shown in Figure. 3.29, the systems studied present 𝛾𝑤 very close to 1 for low 

glycol concentrations, where water-water interactions dominate. 



CHAPTER 3. Thermodynamic Modelling of Glycols and Glymes 

91 
 

 

Figure 3.29. Water activity coefficients for the binary systems water + glycols at three different pressures. Symbols 

represent estimates from the experimental boiling temperatures,[138] while the solid lines represent the soft-SAFT 

calculations. 

 

Furthermore, as the glycols chain length increases, soft-SAFT predicts the existence of a 

maximum on 𝛾𝑤 (values very close to one) at high water concentrations, denoting a region in which 

unfavorable interactions dominate the system. This suggests that as the size of the glycol molecules 

increase, their interactions with water decrease in the full solvation regime. It is also observed that for 

higher mole fractions of glycol there is a regular decrease of the water activity coefficients, denoting the 

existence of favourable intermolecular interactions between the two species; contrarily to what it is 

observed in the solvation regime, it increases with increasing glycols chain length. Nevertheless, this is 

translated into values of the binary interaction parameters applied within soft-SAFT that also increase 

following the same trend. It is important to remark that the mixtures behaviour has been corrected just 
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with one binary parameter for the van der Waals interactions, while the cross-association, hydrogen 

bonding interactions, were always calculated from the combining rules discussed in Chapter 2.1, in a 

predictive manner. 

As in the previous section, molecular parameters for compounds not included in the fitting 

procedure, and for which little or no pure-component data is available for parameterization, as it is the 

case for longer PEGs, can be obtained from the correlations developed in Chapter 3.1. Therefore, the 

correlations proposed before were here applied to obtain the soft-SAFT parameters for PEGs of different 

𝑀𝑤 as listed in Table 3.9, to further demonstrate the robustness of soft-SAFT EoS to investigate the 

VLE of PEGs + water binary systems. 

Ninni et al.[139] reported water activities (𝑎𝑤) in PEG aqueous solutions at 298 K for PEG 

molecular weights ranging between 200 and 200000 g∙mol⁻¹, while Herskowltz and Gottileb[140] 

reported experimental water activities in PEG (200-6000 g/mol) solutions in the 293.1-333.1 K 

temperature range. However, most of this data is limited to very high mole fractions of water providing 

little insights into the overall systems behaviour. Thus, only selected data for PEG 400, PEG 600, PEG 

1500 and PEG 6000 over a broader concentration range were modelled here using soft-SAFT EoS, with 

the water activities being obtained from applying the relationship between 𝑎𝑤 and 𝛾𝑤 (eq. 3.19). 

𝑎𝑤 = 𝛾𝑤𝑥𝑤 (3.19) 

As depicted in Figure. 3.30, a binary interaction parameter 𝜉 = 1.220 was found to provide a 

good description of the water activities in a PEG 400 aqueous solution. As this parameter corrects the 

van der Waals energy parameter, it is expected that by increasing the glycols chain length, its value 

should tend to an asymptotic behaviour as the magnitude of the interactions between the two components 

becomes independent of the glycols chain length. Therefore, the BIP fitted to the binary system PEG 400 

+ water was used to predict the water activities in aqueous solutions of PEG 600/1500/6000 at different 

temperatures and as depicted in Figure. 3.30, a very good description of the experimental data was 

achieved. 

The good results obtained for PEG 600, 1500 and 6000 are particularly remarkable as they 

represent full predictions of the model with the PEG pure-component parameters being obtained from 

the correlations proposed in Chapter 3.1 and the binary parameter being transferred from PEG 400. 

Moreover, as explained in the before, a simplified molecular model is being used to describe the PEG 

molecules, where the hydrogen-bonding character of each of the hydroxyl end-groups is mimicked 

through one association site only and the influence of the high number of EO groups is being accounted 

implicitly by the specific values of the parameters. An additional simplification is related to the 

polymer’s molecular mass distribution as these polymers are in fact mixtures of PEGs with different 
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molecular weights, which are in soft-SAFT described under a pseudo-pure component approach. This 

seems to be particularly important in PEG 400, where the water activities calculated with soft-SAFT are 

for water-rich solutions higher than those observed experimentally, suggesting that the distribution of 

the PEG 400 may be displaced towards higher values. Additionally, as observed both experimentally and 

with the modelling results for PEG 600 and PEG 1500, temperature plays a minor role on the magnitude 

of the interactions between the two components, with soft-SAFT predicting a minor decrease on the 

water activities as the temperature increases. 

 

 

Figure 3.30. Water activity for the binary system water + PEGs. Symbols represent experimental data,[139–141] 

while the solid lines represent the soft-SAFT results, using 𝝃 = 𝟏. 𝟐𝟐. 
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Results – Glymes + Water 

Experimental isobaric VLE data (i.e., boiling temperatures) is available for binary mixtures 

composed of water and six different glymes, namely EGEE, DEGME, DEGEE, DEGDME, TriEGDME, 

and TeEGDME. The data was measured at three different pressures, namely 0.10, 0.07 and 0.05 MPa 

and glyme mole fractions up to 0.7, corresponding to equilibrium temperatures up to 395 K.[142] This 

data is presented in Figure 3.31, along with the soft-SAFT calculations carried out in this work. As 

expected, given the lower volatility of the glyme compared with water, the mixture’s boiling temperature 

increases with the glymes mole fraction for all cases. In the water-rich region (0.8 ≤ 𝑥𝑤 ≤ 1), there is 

only a slight increase of the equilibrium temperature as glyme is added to the system. Conversely, in the 

glycol ether-rich region, a steep increase of the systems temperature towards the boiling temperature of 

the pure glyme can be observed. 

Given the complexity of most aqueous systems, thermodynamic models are frequently unable to 

correctly predict their phase behaviour. In this work, as demonstrated in Figure B.2., when the soft-

SAFT EoS was used in its purely predictive form, i.e., 𝜉 = 1, the model predicts the immiscibility of the 

two compounds in the liquid phase, a behaviour that is contrary to the one observed experimentally. 

Furthermore, the model predicts that the degree of immiscibility between the studied glymes and water 

increases dramatically for the di-alkyl glymes, most probably due to the absence of explicit association 

sites to mimic the existence of hydrogen bonding between the water molecules and the inner EO groups 

that enhances the miscibility. This result suggests that, somehow, being able to represent the hydrogen 

bonding acceptor character of EO groups (e.g., by adding one acceptor association site or one per each 

EO group) might be relevant especially when modelling aqueous systems, with the water molecules 

small size and high mobility contributing to an easier access to the EO groups for hydrogen bonding. 

This is something to be addressed in the next chapter of this project, when applying a heteronuclear 

SAFT variant to the modelling of EO-containing systems. 



CHAPTER 3. Thermodynamic Modelling of Glycols and Glymes 

95 
 

 

Figure 3.31. Isobaric temperature-composition phase diagrams of the binary glyme+ water mixtures. Symbols 

represent experimental data,[142] while the solid lines represent the soft-SAFT results, using the binary interaction 

parameters from Table 3.11. 
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Consequently, to accurately describe the experimental data, a binary interaction parameter 

correcting the non-ideality of the mixtures on a coarse-grained manner is necessarily fitted to the 

experimental data at 0.07 MPa and used to predict the remaining isobars. In this case, a state-independent 

parameter used to correct the unlike dispersive energy, 𝜉, is used, while no corrections were applied to 

the size parameter. As depicted in Figure 3.31, an excellent description is obtained for all the studied 

systems with average absolute deviations in temperature (%ARD) lower than 1.30 K. The deviations 

from the experimental data of each system and the values of the binary interaction parameter used in the 

calculations are provided in Table 3.11. All the binary parameters were found to be higher than one, 

suggesting that the model underestimates the interactions between the two species. 

 

Table 3.11. Binary interaction parameters for the system glymes + water, and the deviations between the model 

calculations and the experimental data. 

Water + 𝝃 𝑨𝑨𝑫(𝑻)/𝑲 %𝑨𝑹𝑫(𝜸𝒘) 

EGEE 1.105 0.814 18.7 

DEGME 1.145 1.10 4.53 

DEGEE 1.170 0.873 4.24 

DEGDME 1.210 0.975 9.31 

TriEGDME 1.220 1.27 5.04 

TeEGDME 1.220 1.13 4.34 

𝐴𝐴𝐷(𝑇)

𝐾
=
1

𝑁
∑|𝑇𝑖

𝑐𝑎𝑙𝑐 − 𝑇𝑖
𝑒𝑥𝑝
|

𝑁

𝑖=1

(3.20) 

%𝐴𝑅𝐷(𝛾𝑤) =
100

𝑁
∑

|𝛾𝑤,𝑖
𝑐𝑎𝑙𝑐 − 𝛾𝑤,𝑖

𝑒𝑥𝑝
|

𝛾𝑤,𝑖
𝑒𝑥𝑝

𝑁

𝑖=1

(3.21) 

 

 

In the previous section, the binary interaction parameter between glycols and water was found to 

increase with the glycols chain length until reaching an asymptotic behaviour for PEG 400 resulting in 

a value that could then be used for reasonable predictions of the behaviour for higher chain length 

polymers. Here, a similar trend is observed, with the values of the binary parameter increasing with the 

glyme’s 𝑀𝑤 until reaching what seems to be an asymptotic value of 1.22 for TriEGDME onwards, this 

being curiously the same asymptotic value found before for glycols + water mixtures. Although, there is 

no experimental data available to evaluate the predictive ability of the model for higher chain length 

homologues as previously done for glycols, the common roots of both models, and the similar asymptotic 
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behaviour of the binary parameter, suggest that this model can be used to obtain reliable predictions of 

the VLE of heavier glymes in water than those studied in this work. 

The boiling temperatures of the pure glymes and that of their aqueous mixtures at three different 

compositions (glyme mole fraction of 0.25, 0.50, and 0.75) as calculated by the soft-SAFT EoS are 

plotted in Figure 3.32. This figure suggests that the mixtures boiling temperatures increase with the 

glymes chain length, as expected due to an increase of both the van der Waals dispersion forces and the 

polar interactions involving the EO groups, with the temperature increasing in the following order: 

𝐷𝐸𝐺𝐷𝑀𝐸 < 𝑇𝑟𝑖𝐸𝐺𝐷𝑀𝐸 < 𝑇𝑒𝐸𝐺𝐷𝑀𝐸. However, the replacement of a methyl group by an ethyl group 

and the removal of the terminal hydroxyl group of mono-alkyl glymes have the opposite effect, lowering 

the equilibrium temperature. If the latter effect is relatively easy to understand due to the lower number 

of hydrogen bonds that can be established once a highly associative functional group is removed, the 

former is more convoluted with a possible explanation being that the existence of a bulkier terminal 

group hinders the otherwise easy access of water molecules to the inner EO groups, diminishing the 

magnitude of the cross-interactions. 

 

 

Figure 3.32. Boiling temperatures (@1atm) of the pure glymes and their aqueous solutions at different 

concentrations as calculated with soft-SAFT EoS. 
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As previously done for glycols + water systems, the water activity coefficients in the glymes + 

water systems were also estimated from the experimental VLE data, using eq. 3.18, and the results are 

plotted in Figure 3.33, along with the soft-SAFT predictions that are always obtained using the more 

rigorous expression in eq. 3.17. As can be observed, a reasonable agreement between the experimental 

estimates and the modelling results is found for most systems, despite the simplifications considered 

when treating the experimental data. The %ARD between the two sets of data are reported in Table 3.11, 

and highlight the high deviations observed for the lighter glyme investigated. This is expected, 

considering the high volatility of EGEE and the consequent increase of its concentration in the vapor 

phase that can no longer be neglected as done when using eq. 3.18 with the experimental data. 

Contrarily to what was observed with glycols, 𝛾𝑤 were found to be higher than 1 in the 

concentration range where experimental measurements were carried, denoting the existence of weaker 

interactions in the mixture than those observed in the pure compounds. For the mono-alkyl glymes, 𝛾𝑤 

decrease with the increase of the glymes chain length (e.g., 𝛾𝑤(𝐷𝐸𝐺𝑀𝐸) < 𝛾𝑤(𝐸𝐺𝐸𝐸)) probably due 

to the increase of the number of EO groups that can interact favourably with the water molecules. 

Conversely, following the same reasoning as for the decrease of the boiling temperatures, the 

replacement of a terminal methyl group by an ethyl group increases the water activity coefficients. 

Furthermore, 𝛾𝑤 in the systems with di-alkyl glymes suggest that the removal of the terminal hydroxyl 

group reduces, as expected, the interactions with water, translated into an increase of the water activity 

coefficients (e.g., 𝛾𝑤(𝐷𝐸𝐺𝐷𝑀𝐸) > 𝛾𝑤(𝐷𝐸𝐺𝑀𝐸)) 

Although there is no experimental data in the glycol rich region of the vapor-liquid phase diagram, 

the soft-SAFT EoS was used to predict 𝛾𝑤 in the whole concentration range (water mole fractions ranging 

from 0.01 to 1) and show the existence of a maximum on the 𝛾𝑤 in all systems, whose value decreases 

when increasing the glymes’ chain length, adding a terminal hydroxyl group, or through the replacement 

of a terminal ethyl group by a methyl counterpart. This agrees with the effect of these same structural 

changes on the boiling temperatures, as previously discussed and shown in Figure 3.32. 
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Figure 3.33. Water activity coefficients for glyme + water binary mixtures. Symbols represent estimates obtained 

from the experimental boiling temperatures,[142] while the solid lines depict the soft-SAFT predictions. 
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Conclusions 

In this section, the soft-SAFT molecular models previously developed for glycols and glymes 

were used to successfully describe the isobaric VLE data of several binary mixtures glycols + water and 

glymes + water, and to provide useful insights into the magnitude and type of interactions established in 

those systems, and how they are affected by structural changes on the glycol/glyme molecule. To obtain 

an accurate description of the experimental data, a state-independent binary interaction parameter, 

correcting the mixtures dispersive energy, was used in all systems. This binary parameter was always 

higher than one, highlighting the model’s underestimation of the glycol/glyme – water interactions that, 

in the absence of the binary parameter, may lead to immiscibility in some of the investigated systems. 

The investigation of a reasonable number of systems allowed to observe that the binary interaction 

parameter necessary for capturing the behaviour of these mixtures tends to increase with the 

glycols/glymes’ chain length towards an asymptotic value around 1.22 for both types of polyethers. This 

value was shown to be able to provide reasonable predictions of the behaviour for mixtures containing 

their heavier homologues.  

From the experimental boiling temperatures, the water activity coefficients were estimated and 

compared with the values predicted by the soft-SAFT EoS. Except for the systems where the polyether 

has a considerable volatility, a good agreement between the experimental estimates and the model 

predictions was obtained, suggesting that the values predicted by the model can indeed be used to 

rationalized about the interactions present in the system. For glycols + water systems, 𝛾𝑤 were very close 

to 1 in the solvation regime, but when the glycols mole fraction is increased a regular decrease of 𝛾𝑤 to 

values considerably lower than 1, suggesting the existence of strong interactions between water and the 

glycols. Conversely, in the glymes + water systems, due to the decreased number of OH groups and 

consequent decrease in hydrogen bonding, 𝛾𝑤 were always higher than one in the concentration region 

where the experimental measurements took place. Both, the replacement of a terminal ethyl group by a 

shorter methyl group or the removal the terminal hydroxyl group results in a decrease of the equilibrium 

temperature, translated into an increase of 𝛾𝑤. 

Overall, the CG models proposed before represent a useful tool to provide not only a good 

description of the experimental data, but also reliable predictions and useful insights into the 

thermodynamic behaviour of water + glycol/glyme systems. 



 

 
 

 

 

 

 

 

 

 

 

4- EoS modelling of CiEj surfactants: 

The Fallacy of Heteronuclear SAFT 

Variants 
 “What is simple is always wrong. What is not is unusable.” 

 
Paul Valéry 
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4.1- Introduction 

 

Even though SAFT-type models have been around for over 30 years, research on applied 

thermodynamics, focused on the development/improvement of these models, continues to be a very 

active research topic, with part of the efforts being devoted to improving the predictive ability and 

parameters transferability of the EoS. As such, different attempts aiming at transferring the model 

parameters between different compounds of a given homologous series or different families have been 

reported. Several authors have shown that simple empirical relationships between the molecular 

parameters and the molecular weight/carbon number of the molecules can be drawn for a given 

homologous series, allowing the inter/extrapolation of the model parameters to compounds of different 

chain length, this being successfully applied in Chapter 3. However, as the fluids become more complex, 

the performance of the extrapolated parameters deteriorates for increased chain lengths, especially if the 

underlying CG model of the smaller oligomers is too simplistic. 

To avoid extensive parameterizations, and because SAFT models are often used for the prediction 

of binary or multicomponent systems, for which experimental data is not readily available for one or 

more of the compounds, pseudo-GC methods, in which the pure-component parameters are obtained 

from mixing rules that combine group-specific parameters, have also been proposed and applied to some 

of the most successful SAFT variants, such as SAFT-0,[143] SAFT-VR,[143] PC-SAFT,[144–146] and 

sPC-SAFT[147,148], being used for the successful description of a wide variety of fluids.[143–151].  

Alternatively, instead of applying a GC treatment directly to the pure-component parameters, a 

more physically meaningful approach would be to develop the underlying theory explicitly in terms of 

the different functional groups making up the molecule. In this way, the monomeric segments on the 

chainlike fluid are no longer identical, as occurred with the more common homonuclear SAFT variants. 

This means that the energy and size characterizing the different monomers are no longer equal to an 

averaged compound-specific value but can now account for the molecules’ heterogeneity and the 

differences between the functional groups making up the molecule. This has led to the development of 

heteronuclear SAFT models, the most successful being SAFT-γ,[67,152] GC-SAFT-VR,[66] and SAFT-

γ-Mie[68] that have been applied for the successful description of systems containing different types of 

compounds including alkanes,[66–68,153] perfluoroalkanes,[154] alkenes,[67,153] alcohols,[67,155] 

aromatics,[66,67,153,156]  ketones,[66,152] acids,[152,153]  amines,[152]  esters,[66,68,157] and 

polymers[158], with accuracies similar (and in some cases better) than those obtained using the more 

traditional homonuclear variants. 
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Therefore, the use of heteronuclear SAFT variants is often viewed as a way to improve the 

predictive ability and parameter transferability of advanced association models, being particularly 

appealing to deal with molecules for which pure-component experimental data, necessary to 

parameterize the homonuclear models, is unavailable, as it is the case for most CiEj surfactants mentioned 

in Chapter 1, that typically exist in the form of their aqueous solutions. However, in most of these works 

using either ‘pseudo-group’ GC methods or heteronuclear SAFT models, the study of a different 

family/type of compounds often results in the introduction of a new functional group, a new version of 

an existing group (e.g., due to changes in its position within the molecule), or a simple refitting of a given 

functional group. This not only leads to extensive parameter tables that may can contain multiple versions 

of a same group, but also hinders the assessment of the ‘true’ transferability of group-specific parameters 

across different types of compounds, something that is widely recognized as the brand of heteronuclear 

models. 

Hence, the question persists, does the good agreement with experimental data for a multifunctional 

compound using these models results from a better representation of the effect of the individual groups 

on the thermodynamic behaviour of the fluid? Or the fitting of a new group at each stage of development 

of a molecular model, even if a small number of adjustable parameters is present, masks any deficiencies 

on the functional groups that are common to other families? As an example, when a carboxylic acid is 

modelled using a heteronuclear SAFT model, CH3, CH2, and COOH groups are involved. The CH3 and 

CH2 groups are transferred from those previously fitted to the thermodynamic behaviour of n-alkanes 

but are they accurately describing the effect of these groups on the carboxylic acid’s behaviour, or are 

the deficiencies being masked by the parameterization of the COOH group? If the latter is true, then the 

COOH parameters will be affected and will probably fail when used to describe multifunctional 

molecules that contain COOH groups along with functional groups other than CH3 and CH2. 

This work aims at investigating whether the additional complexity (and thus decreased 

computational efficiency) of a heteronuclear treatment of the SAFT theory results in an enhanced 

transferability of the model parameters across different families of compounds, effectively avoiding the 

need of extensive parameterizations and improving the overall predictive ability of SAFT-type models. 

For this analysis, one of the most prominent heteronuclear SAFT-type EoSs, SAFT-γ-Mie[68] described 

in Chapter 2.1.3, is used to carry a case study involving some different (yet related) families of 

compounds, containing a small number of common functional groups, for which the EO-based 

compounds mentioned in Chapter 1 stand as a suitable option.  

Glycols, glymes, and CiEj surfactants can all be decomposed into four main functional groups 

(CH3, CH2, OH, and the EO group - CH2OCH2), only one of which is not found in the well-known n-
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alkanes and alkan-1-ols series. In these compounds, as they are made up of the same functional groups, 

no additional parameterizations should be carried between them to obtain a reasonable description of the 

system, allowing the evaluation of the ‘true’ capability of heteronuclear SAFT variants. In this way, even 

though experimental data is not available for most pure CiEj surfactants, all its functional groups can be 

adequately parameterized using abundant data from the other compounds (e.g., EO group is present in 

both glycols and glymes, for which experimental data is widely available), and a highly predictive tool 

to describe these surfactants and to screen their phase behaviour in water could, in theory, be obtained. 

 

4.2- SAFT modelling of CiEj surfactants and the case for a predictive tool 

 

SAFT-based approaches have long been used to provide useful information regarding different 

aspects of surfactant-like behaviour, including correlating the critical micellar concentration (cmc),[159] 

investigate the aggregate formation and fraction of unbounded molecules,[83] or through coupling with 

the density functional theory (DFT) study the influence of surfactant structure on micelle formation, 

surface and interfacial tensions, and obtain density profiles at oil-water interfaces.[160–162] However, 

the complex phase behaviour observed in aqueous solutions of  CiEj surfactants, characterized by 

displaying closed-loop immiscibility, is clearly overlooked, despite the importance that being able to 

accurately describe the phase behaviour of this binary system has on later predicting the behaviour of 

complex aqueous formulations containing these surfactants, such as those used in EOR or in the 

detergents and cosmetics industry.  

For very light surfactants, vapor pressures and liquid densities are available and the common 

parameterization methodologies have been applied with PC-SAFT and CPA EoSs to describe the phase 

behaviour of C1E1, C2E1, C4E1, and C4E3 in water.[163,164] Conversely, to the best of my knowledge, 

only García-Lisbona et al.[165,166] have systematically addressed the modelling of higher surfactants 

using a SAFT-type EoS, namely SAFT-HS[167]. In a first work,[165] they applied the model to describe 

the phase equilibria of binary aqueous solutions of C4E1 and C10E5. The surfactant molecules were 

described as associating chains containing three associating sites to represent the hydroxyl end group: 

one negative site ‘e’, one positive site ‘H’, and an additional negative site ‘e*’ that was only able to 

establish cross-interactions with water, i.e., ‘e*–H’ interactions between surfactant molecules were not 

allowed. Additionally, three negative association sites ‘O’ per EO group are used to mimic the cross-

interactions between water and the ether oxygen atoms, while ‘O–H’ self-interactions were also 

forbidden; the steric hindrance is allegedly too large for those interactions to occur favourably. The 

number of segments was obtained from an empirical expression and the non-associating parameters, 𝜎 
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and 𝜀 were transferred from n-alkanes, while the self-association parameters (‘e–H’) were fitted to the 

vapor pressures of C4E1. Concerning the unlike interactions between the hydroxyl group and water (‘e*–

W’), the parameters were transferred from the system 1-butanol + water, and the cross-association energy 

for interactions through the EO groups with water (‘O–W’) was fitted to the LLE data of C4E1 + water 

and transferred for the modelling of C10E5. Following this approach, the cross-dispersive energy 

parameter between the surfactant and water, 𝜀12, was necessarily fitted to each individual system to 

reproduce the formation of a closed loop immiscibility region. In a subsequent publication,[166] the 

study was extended to the aqueous solutions of a wide range of surfactants, assessing the model 

parameters transferability to different  CiEj surfactants through an examination of their cloud curves. The 

general trends could be reproduced using transferred parameters, except for the  𝜀12 that was confirmed 

to be necessarily fitted individually to the LCST of the LLE of each CiEj + water system for the model 

to be able to describe the closed-loop immiscibility regions, with both the critical temperatures and the 

extent of immiscibility being in good agreement with the experimental data. Nevertheless, the authors 

were able to find a quadratic dependence of 𝜀12 on j and, assuming a linear dependence on i, a generical 

relationship for 𝜀12 = 𝑓(𝑖, 𝑗) was proposed, conferring a certain predictive ability to the developed 

model. 

Despite the good results obtained by Nieves García-Lisbona and co-workers,[165,166] the use of 

this model for the design and simulation of new processes using these surfactants is made difficult for 

several reasons: 

• SAFT-HS EoS is not implemented in common commercial process simulators, and the wider 

adoption of other homonuclear SAFT variants like PC-SAFT and CPA over the last decades 

make it highly unlikely that it will ever be. 

• The number of association sites chosen to represent the EO group (3) was chosen arbitrarily to 

obtain the best agreement with the experimental data rather than following theoretical basis. 

Two sites would have seemed more obvious (i.e., one per each lone electron pair) 

• It makes use of a very complex and somewhat empirical association scheme. Some of the 

specific issues are a) ‘H–e*’ and ‘O–H’ interactions are forbidden, despite involving sites of 

opposite hydrogen bonding ability. This would require the software to allow the user the 

possibility to specify all the pairwise cross-interaction parameters on the interaction matrix, 

which although extremely useful in some cases, is, to the best of my knowledge, yet to be 

implemented in commercial software. b) For larger surfactants, the use of three association 

sites per each EO group would result in a high number of association sites and thus on an 
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increased computational cost of the calculations. Probably a similar accuracy could be obtained 

using one single negative association site per EO group to account for the hydrogen bonding 

acceptor character of this group, but results were not provided to corroborate or discredit such 

claim. 

• The parameterization of the interactions involving the EO group is solely based on C4E1, which, 

due to its very low 𝑀𝑤 (only contains one EO group) and different nature, may not be 

appropriate for the modelling of its heavier homologues. 

For these reasons, the development of a thermodynamic modelling framework for CiEj surfactants 

with enhanced predictive ability, based on the SAFT-γ-Mie EoS, would allow to overcome some of these 

limitations, fostering its use for large-scale applications. First, this EoS has been increasingly applied in 

the literature since its inception, being by far the most widely acknowledged heteronuclear SAFT model, 

and it is already implemented in gPROMS® process simulator by Process Systems Enterprise. Secondly, 

the model parameterization is made completely independent of data on CiEj-based systems. Finally, a 

simple but physically meaningful association scheme can be applied to each functional group, decreasing 

the total number of association sites assigned to a surfactant molecule, without sacrificing accuracy. So, 

the question is: are heteronuclear SAFT EoSs the answer? 

 

4.3- Results 

 

n-alkanes 

Due to the importance of CH3 and CH2 groups for the modelling of a wide variety of compounds, 

including those of interest to this work, the parameterization proposed by Papaioannou et al.[68] in the 

original SAFT-γ-Mie paper is here revisited. Both the group-specific parameters and the unlike 

interactions between the methyl and methylene functional groups, reported in Table 4.1 and Table 4.2, 

were obtained by fitting to experimental data for vapor pressure, saturated liquid density, and single-

phase density of n-alkanes from ethane to n-decane, and exhibit %ARD of 1.55 and 0.59 for vapor 

pressure and saturated liquid density data, respectively.  

As shown in Figure C.1 and Figure C.2, in Appendix C, the performance of the model in 

describing the vapor pressure and the saturated liquid density is indeed remarkable except for ethane and 

n-propane. This is however expected since they are the shortest oligomers of the n-alkanes series and the 

thermodynamic behaviour of the first members of a homologous series of compounds can deviate from 

their heavier homologous. In the same work, Papaioannou et al.[68] showed that, using these parameters, 
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good predictions for the thermodynamic behaviour of n-alkanes of longer chain lengths (up to C30) could 

be obtained, including a good description of second-order derivative properties such as the isobaric and 

isochoric heat capacities (𝑐𝑝 and 𝑐𝑣) , speed of sound (𝑢), isothermal compressibility (𝑘𝑇)  and isobaric 

expansivity (𝛼𝑃). Additionally, as it is shown in Figure C.3, a good prediction of vaporization enthalpies 

can also be obtained for n-alkanes up to at least 20 carbon atoms.  

Another important test for the validity of the CH3 and CH2 parameters is the modelling of binary 

mixtures of n-alkanes. Papaioannou et al.[68] showed that, using these parameters, excellent descriptions 

of both the VLE and excess properties, namely the excess speed of sound and excess molar volumes, 

could be obtained. Particularly remarkable, is the good agreement with the experimental data obtained 

for highly asymmetrical systems (e.g., n-propane + n-hexacontane). In addition, it is shown in Figure 

C.4, in Appendix C, that the model is able not only to successfully describe both isothermal and isobaric 

vapor-liquid equilibrium (VLE) of binary n-alkane mixtures, but also their densities, even at high 

pressures. For all these reasons, the parameters previously estimated for the methyl and methylene groups 

(and their unlike interaction) by Papaioannou et al. [68] will be used throughout this work. 

 

Table 4.1. Group specific parameters used in the SAFT-γ-Mie EoS calculations. 

Group 𝝊𝒌 𝑺𝒌 𝝀𝒌𝒌
𝒓  𝝀𝒌𝒌

𝒂  𝝈𝒌𝒌(Å) 𝜺𝒌𝒌/𝒌𝑩[𝑲] NSk,H NSk,e1 NSk,e2 Ref. 

CH3 1 0.57255 15.050 6 4.0772 256.77 - - - [68] 

CH2 1 0.22932 19.871 6 4.8801 473.39 - - - [68] 

CH2OH 2 0.58538 22.699 6 3.4054 407.22 1 2 - [168] 

H2O 1 1.00000 17.020 6 3.0063 266.68 2 2 - [153] 

OH 1 0.82154 10.316 6 2.8965 350.00 1 2 - This work 

EOa 2 0.55560 11.860 6 3.8050 277.39 0 0 1 This work 

EOb 1 0.55386 10.000 6 4.8330 367.68 0 0 1 This work 

EOg 2 0.55560 20.011 6 3.805 394.26 0 0 1 This work 

CH3Oa 1 0.6860 10.05 6 3.9910 473.50 0 0 1 This work 

CH3Og 1 0.9650 10.26 6 3.5690 493.48 0 0 1 This work 
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Table 4.2. Unlike physical interaction parameters used in the SAFT-γ-Mie EoS calculations. 

Group k Group l 𝜺𝒌𝒍/𝒌𝑩(𝑲) 𝝀𝒌𝒍
𝒓  Ref. 

CH3 CH2 350.77 CR [68] 

CH3 CH2OH 333.20 CR [168] 

CH3 H2O 358.18 100.00 [168] 

CH3 OH 249.96 CR This work 

CH2 H2O 423.63 100.00 [168] 

CH2 CH2OH 423.17 CR [168] 

CH2 OH 352.53 CR This work 

CH2OH H2O 353.37 CR [168] 

OH H2O 323.55 CR This work 

EOa CH3 383.60 CR This work 

EOa CH2 296.00 CR This work 

EOa OH 472.44 CR This work 

EOa H2O 289.44 CR This work 

EOb CH3 443.01 CR This work 

EOb CH2 262.27 CR This work 

EOb OH 351.21 CR This work 

EOb H2O 261.54 CR This work 

EOg CH3 269.10 CR This work 

EOg CH2 325.24 CR This work 

EOg OH 451.94 CR This work 

EOg H2O 340.65 CR This work 

CH3Oa CH3 458.70 CR This work 

CH3Oa EO 232.41 CR This work 

CH3Oa H2O 279.30 CR This work 
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CH3Og CH3 478.68 CR This work 

CH3Og EO 293.53 CR This work 

CH3Og H2O 335.74 CR This work 

CR- Combining rule (eq. 2.55) 

 

n-alkanes + water mixtures 

As mentioned in the introduction, the EO-containing compounds that are the cornerstone of this 

work present a rich and varied phase behaviour when in aqueous solutions. Therefore, the modelling of 

their mixtures with water will also be considered throughout this work to evaluate the performance of 

the SAFT-γ-Mie EoS and the transferability of parameters, across the different families of compounds. 

Consequently, it is important to have an accurate and robust parameterization of water and of their unlike 

interactions with the groups of interest. 

Dufal et al.[153] were the first to propose a parameterization of the water molecule, in the 

framework of SAFT-γ-Mie, along with parameters for the unlike interactions between water and a 

considerable number of functional groups. Of special relevance to this work are the water group specific 

parameters (reported in Table 4.1 and Table 4.3), and the parameters characterizing their unlike 

interaction with the methyl and methylene groups, reported in Table 4.2. Although details concerning 

the experimental data used in the fitting of such parameters were not provided, the model was shown to 

provide a good description of the very low mutual solubilities exhibited in water + benzene and water + 

n-hexane systems, and a good prediction of the excess isobaric heat capacity (𝐶𝑝
𝐸) of acetone + water 

mixtures. In a subsequent study by the same group,[168] the authors found that, using this 

parameterization, a good description of the n-alkane solubility in the water-rich phase could only be 

obtained for medium chain length hydrocarbons. Therefore, the parameters characterizing the unlike 

interaction between the alkyl groups and water were refined, considering both the 𝜀𝑘𝑙 and 𝜆𝑘𝑙
𝑟  as 

adjustable parameters. While keeping the water molecule parameters equal to those previously 

reported,[153]  three-phase vapor-liquid-liquid equilibrium (VLLE) solubility data for aqueous mixtures 

of n-pentane and n-octane, over an extended temperature range, and the coexisting liquid compositions 

at 298 K, along the three-phase region, for mixtures of n-hexane and n-decane mixtures were used to 

obtain the unlike parameters mediating the H2O-CH3 and H2O-CH2 interactions, reported in Table 4.2. 
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Table 4.3. Site-site hydrogen-bonding parameters used in the association term. 

Group k Group l 
Site a of group 

k 

Site b of group 

l 
𝜺𝒌𝒍,𝒂𝒃
𝑯𝑩 [𝑲] 𝛋𝒌𝒍,𝒂𝒃

𝑯𝑩 /[Å𝟑] Reference 

H2O H2O H e1 1985.4 101.69 [153] 

CH2OH CH2OH H e1 2097.9 62.309 [168] 

CH2OH H2O H e1 621.68 425.00 [168] 

CH2OH H2O e1 H 2153.2 147.40 [168] 

OH OH H e1 2491.9 21.340 This work 

OH H2O H e1 1690.5 37.640 This work 

OH H2O e1 H 2064.83 179.98 This work 

EOa OH e2 H 2523.3 21.340 This work 

EOa H2O e2 H 1381.95 315.32 This work 

EOb OH e2 H 745.29 678.20 This work 

EOb H2O e2 H 2461.63 15.01 This work 

EOg OH e2 H 1196.0 21.340 This work 

EOg H2O e2 H 1319.83 61.18 This work 

CH3Oa H2O e2 H 2793.22 14.96 This work 

CH3Og H2O e2 H 3161.61 15.00 This work 

 

As shown in Figure 4.1, these new parameters allowed for a considerable improvement on the 

description of the n-alkanes solubility in water, while preserving a similar accuracy when describing the 

water solubility in n-alkanes (cf. Hutacharoen et al.[168]). 
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Figure 4.1. Solubility of n-alkanes in water. Symbols represent experimental data,[169–174]  while the solid lines 

and dashed lines represent the SAFT-γ-Mie results using the unlike interaction parameters with alkyl groups 

proposed by Hutacharoen et al.[168] and Dufal et al.[153], respectively. 

 

alkan-1-ols 

Once the alkyl groups are established within the GC framework, they can be transferred to the 

modelling of more complex compounds, through the successive introduction of additional groups. The 

compounds of interest to this work contain one or two terminal alcohol groups, also present in the much 

simpler alkan-1-ols. Evidently, alcohol groups can be modelled either as the hydroxyl group itself (i.e., 

OH), or along with the methylene group to which it is bonded, considering it as a CH2OH group. 

Hutacharoen et al.[168] have proposed a parameterization for the study of 1-alcohols in the 

framework of SAFT-γ-Mie. In their work, a new CH2OH group, whose parameters are reported in Table 

4.1 and Table 4.3, was introduced. As reported in Table 4.1, the CH2OH group proposed contains two 

identical segments and, being an associating group, a 3B association scheme, according to the 

nomenclature proposed by Huang and Radosz[58] was assigned. The new group contains two association 

site types: two sites type ‘e1’ representing the two lone electron pairs on the oxygen atom, and one site 

type ‘H’, representing the hydrogen atom of the hydroxyl group, with only unlike site-site interactions 

being allowed. The parameters obtained for the CH2OH and its unlike interactions with CH3 and CH2 

groups were obtained by fitting to the vapor pressure and saturated-liquid density of pure n-alkan-1-ols 

from ethanol to n-decan-1-ol, along with the LLE data for n-tetradecane + ethanol.  
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Although this model is able to successfully describe both the pure-component properties of alkan-

1-ols and the phase equilibria of binary mixtures n-alkanes + alkan-1-ols and water + alkan-1-ols, a new 

parameterization of the hydroxyl group, considering it as an OH group, instead of a CH2OH, is proposed 

in this work. The idea is not to replace the parameterization proposed by Hutacharoen and co-

workers,[168] but rather to be able to test the two alternatives in the modelling of other families of 

compounds, and evaluate the transferability of the hydroxyl group across the different compounds of 

interest. To parameterize the new OH group, only one segment was considered (i.e. 𝜐𝑘
∗ = 1) and, 

similarly to the CH2OH group available in the literature, the 3B association scheme was assigned to 

represent its hydrogen bonding character. The attractive exponent, 𝜆𝑘𝑘
𝑎 , was fixed to the default value of 

6 as commonly done for most groups,[153] while the remaining unknown parameters,𝑆𝑘, 𝜆𝑘𝑘
𝑟 , 𝜎𝑘𝑘, 

𝜀𝑘𝑘/𝑘𝐵, 𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵 , κ𝑘𝑙,𝑎𝑏

𝐻𝐵  , and the parameters characterizing the unlike dispersive energy with the CH3 and 

CH2 groups were regressed from the vapor pressures and saturation liquid densities of pentan-1-ol, 

hexan-1-ol, octan-1-ol, and decan-1-ol, along with the VLE of butan-1-ol + n-decane mixture. The OH-

group specific parameters obtained are reported in Table 4.1 and Table 4.3, while those mediating the 

unlike interactions with the alkyl groups are provided in Table 4.2. Comparing to the CH2OH parameters 

reported in the literature, the new OH parameters show a much lower repulsive exponent of the Mie 

potential, which is coherent with the lower ‘OH–OH’, ‘OH–CH2’ and ‘OH–CH3’ dispersive energies 

obtained. 

This difference may be due to the fact that, contrarily to the parameterization carried out by 

Hutacharoen and co-workers,[168] pure fluid data for ethanol and propan-1-ol were not included in the 

experimental dataset used for the fitting, which could force the repulsive exponent of the Mie potential 

towards higher values.  Instead, it was opted to exclude them from the dataset as the shortest oligomers 

of a given homologous series can have a slightly different behaviour than their higher chain length 

homologues, since the global effect of the presence of a terminal alcohol group can be affected by the 

very small alkyl chain attached to it. Consequently, as reported in Table 4.4, the deviations between the 

model calculations and the VLE experimental data for pure ethanol are higher than those obtained using 

the CH2OH group available in literature[168]. On the other hand, for most of the remaining oligomers, 

including propan-1-ol, the new parameterization yields a better description of the data. 

To enhance the robustness of the OH group parameterization, the VLE of butan-1-ol and + n-

decane mixture was also considered in the fitting procedure. Then, as all the necessary parameters were 

available, the model was used to predict the VLE of 25 different binary alkan-1-ols + n-alkanes mixtures. 

The deviations from the experimental data are reported in Table 4.5, along with those obtained if a 
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CH2OH group is considered and as can be gauged from the table, both models have a similar accuracy, 

although the new OH group shows lower deviations for 17 out of the 25 mixtures investigated. 

Nevertheless, in most cases the differences between the two models are negligible, and the highest 

deviations are usually observed on the dew pressures of systems where experimental data is only 

available on a very narrow region of the phase diagram (e.g., butan-1-ol + n-dodecane and tetradecan-1-

ol + n-undecane). 

 

Table 4.4. Deviations between the SAFT-γ-Mie EoS results and the experimental data[118] for the vapor pressure, 

saturation liquid density and vaporization enthalpy of pure alkan-1-ols, using the alcohol group parameterized as 

an OH (this work) or as a CH2OH[168]. 

Compound T-range (K) %𝑨𝑹𝑫𝑶𝑯 

p*/ρL/Hvap 

%𝑨𝑹𝑫𝑪𝑯𝟐𝑶𝑯 

p*/ρL/Hvap 

ethanol 200-510 5.06/2.60/2.25 2.27/2.64/1.59 

propan-1-ol 200-530 5.85/1.48/2.01 6.91/1.35/1.58 

butan-1-ol 220-550 3.39/1.26/5.07 7.51/1.44/5.14 

pentan-1-ol 240-580 4.95/1.61/6.67 3.37/2.03/6.01 

hexan-1-ol 250-600 2.90/2.38/5.79 3.20/2.93/5.31 

octan-1-ol 280-640 2.12/2.12/10.92 6.00/2.90/10.24 

decan-1-ol 290-660 2.56/2.24/8.61 3.62/2.93/8.55 

 

Table 4.5. Binary alkan-1-ols + n-alkanes systems studied in this work, using the SAFT-γ-Mie EoS and the 

correspondent deviations from the experimental data modelling the hydroxyl groups as an OH (this work) or as a 

CH2OH group[168]. 

System T (K) P (kPa)  %𝑨𝑹𝑫𝑶𝑯 %𝑨𝑹𝑫𝑪𝑯𝟐𝑶𝑯 Exp. Ref. 

ethanol + propan-1-ol 303.15 12-16.02 7.58 3.86 [175] 

ethanol + nC4 323-423  28-3800 2.69/4.30 4.00/7.23 [176] 

ethanol + nC6 328-473 46-3484 2.23/2.75 5.72/5.54 [177] 

ethanol + nC7 303.15 4-11 1.48 3.32 [175] 

ethanol + nC11 333-353 0.5-106 7.15 8.68 [178] 

propan-1-ol + nC6 338-348 21-138 2.53/4.64 6.08/6.37 [179] 

propan-1-ol + nC7 303.15 5-11 1.05 4.09 [175] 

propan-1-ol + nC11 333-353 0.5-51 7.95 10.5 [178] 

butan-1-ol + nC5 333-393 8-918 3.37/6.21 2.27/7.65 [180] 

butan-1-ol + nC6 323 21-55 5.56/1.85 1.03/0.48 [181] 

butan-1-ol + nC7 313.15 2.5-13.2 2.43/2.13 1.96/1.71 [182] 
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butan-1-ol + nC8* 382-399 101.3 0.838* 1.79* [183] 

butan-1-ol + nC8 313-373 2.4-76 4.48/2.49 6.06/4.42 [184,185] 

butan-1-ol + nC9 323 4.7-5.7 3.15/2.96 4.48/3.25 [181] 

butan-1-ol + nC10 358-388 5-92.5 3.56/2.95 5.45/4.37 [186] 

butan-1-ol + nC11 353-373 1.7-52.6 5.51 5.96 [178] 

butan-1-ol + nC12 313.15 0.05-2.5 5.67/19.1 3.93/16.8 [182] 

pentan-1-ol + nC5 303 0.4-82 5.28 3.55 [187] 

pentan-1-ol + nC7 348-368 7-92 0.86/0.77 3.14/1.08 [188] 

pentan-1-ol + nC9* 406-424 101.3 0.381* 1.23* [189] 

hexan-1-ol + nC6* 342-422 101.3 1.233* 1.152* [190] 

hexan-1-ol + nC7* 371-428 101.3 1.873* 2.981* [190] 

octan-1-ol + nC6 313.15 8.8-35.9 3.55 2.53 [181] 

dodecan-1-ol + nC6 298.15 7-19.7 1.96 1.57 [181] 

dodecan-1-ol + nC11 393-413 0.5-20.5 3.61 3.65 [178] 

tetradecan-1-ol + nC11 393-413 0.1-20.5 2.64/14.4 3.60/14.1 [178] 

*Isothermal VLE – the deviations provided are an average absolute deviation in T (K). 

When deviations are reported as a pair of values they are related to bubble/dew pressures. 
 

alkan-1-ols + water mixtures 

With the OH parameters and their unlike interactions with the alkyl groups defined, the model can 

be used to investigate the phase equilibria of alkan-1-ols + water mixtures. Contrarily to the n-alkanes + 

water mixtures where the presence of weak attractive interactions dominates the systems behaviour, in 

the case of alkan-1-ols + water mixtures, hydrogen bonding also plays an important role, with the fluid 

phase behaviour of these mixtures resulting from a delicate balance between the two types of interactions.  

Consequently, while all n-alkanes are fully immiscible in water (mutual solubilities are very low), 

methanol, ethanol and propan-1-ol are fully miscible in water, and thus the phase diagram of their 

aqueous mixtures, consists of a simple VLE. Conversely, from butan-1-ol onwards, alkan-1-ols are only 

partly miscible in water (the water solubility in the alcohol-rich phase being much higher than the 

solubility of the alcohol in water-rich phase), and thus the isobaric temperature-composition (T-x) phase 

diagrams usually consist of a vapor-liquid-liquid equilibrium (VLLE).  

To be able to model these mixtures, the unlike interaction parameters (dispersive energy and 

hydrogen bonding parameters) between the alcohol groups and water must be first estimated from 

experimental data. As previously done by Hutacharoen et al.[168] for the CH2OH group, the unknown 
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parameters between the new OH group and water were regressed from the LLE data of the octan-1-ol + 

water mixture and the final values are reported in Table 4.2 and Table 4.3. Afterwards, the parameters 

were used to predict the VLE and/or LLE data for alkan-1-ols + water mixtures from ethanol to dodecan-

1-ol, an example being the satisfactory prediction of the VLLE phase diagram of the pentan-1-ol + water 

mixture shown in Figure 4.2. 

 

Figure 4.2. VLLE of pentan-1-ol (1) + water (2) at atmospheric pressure. Symbols represent experimental data, 
[191–194] while the solid lines depict the SAFT-γ-Mie EoS predictions using the new OH group parameters. 

 

The performance of the new parameterization for the alcohol group, when used to describe alkan-

1-ol + water mixtures, was further compared with the CG model that considers a CH2OH group, and the 

deviations from the experimental data are reported in Table 4.6. As can be seen in Figure 4.3, both 

approaches have a similar performance when used to describe the mutual solubilities in such mixtures. 

The deviations from the LLE experimental data show that the new approach performs better in the 

alcohol phase and in the water-rich phase for the shorter alcohols, while the CH2OH approach performs 

better in the water-rich phase of longer alcohols. In terms of VLE, both models have a similar accuracy, 

and reasonable results can be obtained, especially if considering that VLE data was not used in the 

parameterization of the unlike parameters between the alcohol and water groups. 
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Figure 4.3. LLE of alkan-1-ol (1) + water mixtures. (left) alcohol rich phase (right) aqueous phase. Symbols 

represent experimental data (c.f. Table 4.6) while the solid and dashed lines represent the SAFT-γ-Mie results 

using an OH or a CH2OH group, respectively. 

 

Table 4.6. Binary alkan-1-ols + water systems studied in this work, using the SAFT-γ-Mie EoS and the 

correspondent deviations from the experimental data modelling the hydroxyl groups as an OH (this work) or a 

CH2OH group.[168] 

 Vapor-Liquid Equilibrium 

System P (kPa) 𝑨𝑨𝑫(𝑻)/𝐊𝑶𝑯 𝑨𝑨𝑫(𝑻)/𝐊𝑪𝑯𝟐𝑶𝑯 Exp. Ref. 

ethanol + water 13-33  3.01/2.89 3.12/3.15 [195] 

propan-1-ol + water 30-100 5.21/4.80 5.43/5.00 [196] 

butan-1-ol + water 101.3 3.67/3.16 3.94/3.36 [197] 

pentan-1-ol + water 101.3 4.99/1.87 5.06/1.96 [191] 

hexan-1-ol + water 101.3 7.44/1.87 7.14/1.86 [198] 

 Liquid-Liquid Equilibrium 

 T-range (K) %𝑨𝑹𝑫(𝒙)𝑶𝑯 %𝑨𝑹𝑫(𝒙)𝑪𝑯𝟐𝑶𝑯 Exp. Ref. 

butan-1-ol + water 273-363 3.09/34.5 6.16/77.0 [199–201] 

pentan-1-ol + water 273-363 5.03/19.5 7.20/38.2 [191–194] 

hexan-1-ol + water 273-363 5.76/21.0 6.46/31.3 [192,202] 

heptan-1-ol + water 273-363 3.13/18.0 3.43/16.7 [192] 

octan-1-ol + water 283-363 1.27/42.1 2.52/25.5 [192,203,204] 

nonan-1-ol + water 273-363 1.58/63.9 2.40/53.0 [201] 

decan-1-ol + water 293-363 1.42/86.4 1.08/82.1 [201] 

In VLE calculations the pair of deviations presented are related to the Bubble/Dew temperatures and are reported 

as an average absolute deviation in terms of temperature. In the LLE calculations, the values reported are for the 

alcohol/aqueous phase and are reported as %ARD. 
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α, ω – alkanediols 

As mentioned above the main goal of this work is to evaluate the transferability of parameters and 

the predictive ability of heteronuclear SAFT-type EoSs. This means to evaluate the performance of 

group-specific and unlike interaction parameters across different families, whose study does not require 

the simultaneous introduction and fitting of additional groups. Having parameterized the alkyl groups 

and the alcohol group that, as seen in the previous sections, can be modelled either using an OH or a 

CH2OH bead, one class of compounds that can be studied without further parameterizations is the α, ω 

– alkanediols. Experimental data is available for the pure fluid densities and vapor pressures from 1,2-

ethanediol, to 1,5-pentanediol.[118] Hence, the parameters previously reported in Tables 4.1-4.3, were 

used in a predictive manner to calculate these properties. Such calculations are illustrated in Figure 4.4 

for 1,3-propanediol and 1,5-pentanediol, while the deviations from the experimental data for all the four 

compounds are reported in Table 4.7. As shown in Figure 4.4, both approaches fail to accurately 

describe these fundamental properties of pure α, ω – alkanediols. Although a reasonable description of 

density data could be obtained using the new OH group, especially at low temperatures, the description 

of the vapor pressures is very poor for all the compounds, using both approaches, with deviations ranging 

between 17.5 and 48.3%. These results are a first indication of the limited transferability of group and 

unlike parameters across different families, suggesting that the effect of the hydroxyl groups in a fluid’s 

behaviour, or at least, the additive effect of having multiple units of it in a given compound may not be 

correctly accounted for by using multiple alcohol groups in a heteronuclear EoS. 

 

 

Figure 4.4. Densities and vapor pressures for α, ω-alkanediols. Symbols represent experimental data[118] while 

the solid and dashed lines represent the SAFT-γ-Mie EoS results using an OH or a CH2OH to describe the alcohol 

groups, respectively. 
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Table 4.7. Deviations between SAFT-γ-Mie results and the experimental data for pure α, ω – alkanediols with 

heteronuclear SAFT-γ-Mie. 

Compound T-range (K) %𝑨𝑹𝑫𝑶𝑯 

p*/ρL 

%𝑨𝑹𝑫𝑪𝑯𝟐𝑶𝑯 

p*/ρL 

1,2 – ethanediol 280-640 48.3/0.80 33.9/5.45 

1,3 – propanediol 300-540 43.1/1.46 31.8/4.46 

1,4 – butanediol 300-540 17.5/0.93 20.2/3.37 

1,5 – pentanediol 300-540 26.8/1.55 31.5/3.49 

 

Additional calculations (not shown here) were carried out to understand what would be needed to 

accurately describe α, ω – alkanediols. Using the new OH group to represent the alcohol groups, a 

refitting of 𝑆𝑘, 𝜀𝑘𝑘/𝑘𝐵, 𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵 , κ𝑘𝑙,𝑎𝑏

𝐻𝐵  parameters was found necessary, and the refined parameters are 

provided in Table 4.8. As can be observed, 𝜀𝑘𝑘/𝑘𝐵 and κ𝑘𝑙,𝑎𝑏
𝐻𝐵 are constant for all the compounds, while 

the 𝑆𝑘 and 𝜀𝑘𝑙,𝑎𝑏
𝐻𝐵  were found to correlate linearly with the carbon number for the lighter alkanediols 

(ethanediol up to hexanediol), with the values of hexanediol being transferable for the heavier members. 

Using these parameters, a good description of the liquid densities and vapor pressures for α, ω – 

alkanediols up to 1,10-decanediol can be obtained. Experimental data is also available for the LLE of 

binary mixtures composed of EG (1,2 – ethanediol) with either n-propane, n-hexane, and n-heptane that 

could be accurately described using these refined parameters. 

 

Table 4.8. Refined parameters for the OH group to accurately describe the properties of α,ω - alkanediols. 

α, ω - alkanediols 𝑺𝒌 𝜺𝒌𝒌/𝒌𝑩 (𝑲) 𝜺𝒌𝒍,𝒂𝒃
𝑯𝑩  (𝑲) 𝛋𝒌𝒍,𝒂𝒃

𝑯𝑩 /Å𝟑 

1, 2 – ethanediol 0.7785 307.8 2041.8 50.79 

1, 3 – propanediol 0.7911 307.8 2081.0 50.79 

1, 4 – butanediol 0.8028 307.8 2192.2 50.79 

1, 5 – pentanediol 0.8086 307.8 2204.1 50.79 

1,6 – hexanediol 0.8215 307.8 2249.0 50.79 
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Pure glycols and their mixtures with n-heptane 

The alkyl and alcohol groups having been defined, the performance of SAFT-γ-Mie EoS, when 

used to describe the thermodynamic behaviour of compounds containing EO groups, can be investigated. 

Although their chemical structure is typically expressed as H-(OCH2CH2)nOH, three different 

approaches were considered in this work to sub-divide the glycol molecules into groups. These 

approaches are schematically represented in Figure 4.5 for TriEG: approach A is based on the chemical 

formula presented above so that each glycol consists of a terminal hydroxyl group, and n EO groups, 

each described as an -OCH2CH2 unit. Alternatively, approach B and C attempt to retain the identity of 

both end groups by considering that a glycol has two terminal alcohol groups and, consequently two CH2 

groups and  𝑛 − 1 EO groups represented as either a CH2OCH2 (approach B) or -CH2CH2O (approach 

C). Given the nature of the SAFT-γ-Mie EoS, approach B and C are indistinguishable, since the 

connectivity between the different groups is not explicitly considered in the theory, as conveniently 

explained in the work of Papaioannou et al.[68]  

 

Figure 4.5. Approaches considered to subdivide the glycol molecules in the framework of a heteronuclear model. 

 

Considering the slightly better performance of the OH group proposed in this work compared with 

the literature CH2OH group to describe alcohol groups, observed before, and because only the OH group 

is coherent with the approach A in Figure 4.5, the OH group will be adopted as the primary option 

throughout the rest of this work to represent alcohol groups. Nonetheless, assessments of the performance 

of the model using a CH2OH group were carried out, but no significant advantages were found for the 

systems investigated. 

To the best of my knowledge, this is the first time that the EO group parameterization is carried 

out using the SAFT-γ-Mie EoS to describe glycols or glymes. Therefore, considering 𝜆𝐸𝑂−𝐸𝑂
𝑎 = 6, as 
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previously suggested for most groups, the remain unknown parameters necessary to define an EO group 

are 𝜐𝐸𝑂
∗ , 𝑆𝐸𝑂, 𝜆𝐸𝑂−𝐸𝑂

𝑟 , 𝜎𝐸𝑂−𝐸𝑂, 𝜀𝐸𝑂−𝐸𝑂. Furthermore, to model a pure glycol oligomer, the unlike 

interaction parameters with the remaining groups are also required, namely the unlike dispersive energies 

between the EO groups and the alkyl or alcohol groups, i.e., 𝜀𝐸𝑂−𝐶𝐻3, 𝜀𝐸𝑂−𝐶𝐻2, and 𝜀𝐸𝑂−𝑂𝐻. Moreover, 

the EO group, due to the lone electron pairs on the oxygen atom can establish hydrogen bonds, so their 

associative behaviour can be modelled by considering the existence of acceptor association sites type 

‘e2’ that can interact for example with the 'H’ donor site on the alcohol groups. Hence, two additional 

parameters are required, namely the energy and volume of association between said sites, 𝜀𝐸𝑂−𝑂𝐻,𝑒2−𝐻
𝐻𝐵 , 

κ𝐸𝑂−𝑂𝐻,𝑒2−𝐻
𝐻𝐵 . 

All the unknown parameters were obtained by fitting to experimental data available in literature 

for pure glycol oligomers and their mixtures with n-alkanes, namely the vapor pressures and saturated 

liquid densities of pure diethylene glycol (DEG), triethylene glycol (TriEG), the saturated liquid densities 

of tetraethylene glycol (TeEG), and the LLE data for the systems DEG + n-heptane and TriEG + n-

heptane. The vapor pressures of the TeEG were not considered in the parameterization dataset due to the 

very high uncertainty of the data available in literature, partially related with the very low volatility of 

TeEG at low to medium temperatures, as previously discussed by other authors.[7] Due to the very high 

number of unknown parameters involved, a sequential parameterization procedure was considered. In an 

initial step the association parameters between EO and OH groups were set equal to those mediating the 

hydrogen bonding between OH groups. Simultaneously, only the pure-component data was considered 

so that the unlike interaction parameter with the CH3 group was not necessary in this first step. The initial 

results suggested that for approach A, EO groups should be modelled using two segments (𝜐𝑘
∗ = 2), since 

all the tests carried using only one segment resulted in shape factors always tending to the upper limit of 

1. On the contrary, for approach B, the results suggested the use of a single but larger bead to model the 

EO group, i.e., with a higher value of 𝜎𝐸𝑂−𝐸𝑂. Once the number of segments was defined, further 

optimization iterations were carried out to significantly narrow the range of optimal values for 

𝑆𝐸𝑂, 𝜆𝐸𝑂−𝐸𝑂
𝑟 , 𝜎𝐸𝑂−𝐸𝑂 in each approach. In a subsequent stage, the selected mixture data was included in 

the parameterization dataset and all the unknown parameters were fitted using the optimal parameter 

ranges obtained in the previous step, considering zero, one or two association sites of type ‘e2’ per EO 

group. Concerning the number of association sites, the results obtained suggest that the associating 

behaviour of EO should not be neglected but using one or two association sites result in a very similar 

performance of the model. Therefore, considering that such a GC-based transferable model should be 

suitable for a wide range of chain length, only one association site, type ‘e2’ per EO group was considered 
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to decrease the computational burden of evaluating the association term.  The final values of the 

parameters obtained for the EO group following the two approaches, ‘EOa’ and ‘EOb’ are reported in 

Tables 4.1-4.3, while the results of the fitting are shown in Figure 4.6 for the pure fluid data (including 

the prediction of TeEG vapor pressures), and in Figure 4.7 for the LLE of glycols + n-heptane systems. 

The prediction of EG saturated liquid densities and vapor pressures are also provided in Figure C.5., in 

Appendix C. 

As can be seen in Figure 4.6, and by the deviations from the experimental data reported in Table 

4.9, both approaches show significant deviations from the experimental vapor pressures, especially at 

lower temperatures were the pressure values become very small. For the saturation liquid densities, the 

deviations are much smaller but only approach B is able to describe density data with an accuracy similar 

to that obtained using homonuclear SAFT models.[119] The two modelling approaches were further 

used to predict the pρT data previously reported for glycols in the 283-363 K and 0.1-95 MPa temperature 

and pressure ranges,[119] and the deviations from the experimental data are also presented in Table 4.9. 

The results show that approach B is, as previously seen, much better than approach A to describe glycols 

densities, even at high pressures, as shown in Figure 4.8, but the deviations exhibited by approach A 

(see data description in Figure C.6 in Appendix C) have decreased considerably when compared to the 

saturated liquid densities, suggesting that the pressure effect on density is well captured by this approach, 

but there are increasing deviations with temperature that are more relevant on the saturated liquid 

densities due to the broader temperature range considered. 
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Figure 4.6. Saturation liquid densities and vapor pressures of pure glycol oligomers. Symbols represent 

experimental data,[118] while the lines depict the SAFT-γ-Mie results, using two different approaches. 
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Figure 4.7. LLE of glycol + n-heptane systems. Symbols represent experimental data[205] while the dashed and 

solid lines represent the SAFT-γ-Mie results using approach A and approach B, respectively. 

 

Table 4.9. Deviations between the experimental data for pure glycols[49] and the SAFT-γ-Mie results, expressed 

in %ARD. 

 Approach A Approach B 

 𝜌𝐿 𝑝∗ 𝑝𝜌𝑇 𝜌𝐿 𝑝∗ 𝑝𝜌𝑇 

MEG 7.66 58.09 - 1.02 42.09 - 

DEG 2.36 14.52 2.105 0.77 13.44 0.188 

TriEG 1.25 14.11 0.242 0.52 9.24 0.342 

TeEG 2.54 5.91 0.850 0.28 11.16 0.520 

PeEG - - 1.620 - - 0.574 

HeEG - - 2.097 - - 0.634 

 

Concerning the LLE of mixtures with n-heptane shown in Figure 4.7, approach A shows a 

remarkable accuracy in describing the TriEG + n-heptane system (deviations reported in Table C.1., in 

Appendix C), while the deviations increase considerably for the mixtures containing DEG or TeEG, 

especially in the glycol-rich phase. For approach B the deviations are very high in all cases, although a 

better performance than with approach A was obtained in the glycol-rich phase of the mixtures with 

DEG and TeEG. At this stage it is not possible to confidently determine which of the two approaches is 

better, although the results suggest that approach A might be better only for specific glycol chain lengths, 

namely for the case of TriEG, approach B might be better overall, especially in the description of pure 

component properties. Therefore, both modelling approaches will be considered in the next section for 

the study of glycol + water mixtures. 
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Figure 4.8. pρT of pure glycols. Symbols represent experimental data,[119] while the solid lines depict the SAFT-

γ-Mie results following approach B. 
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Glycols + water mixtures 

Having estimated the parameters for the new EO group and their unlike interactions with the alkyl 

and hydroxyl groups, it is now possible to investigate the performance of the model when used to 

describe glycol aqueous solutions, to further compare the performance of the two modelling approaches 

considered in the previous section. For such calculations, the parameters characterizing the unlike 

interactions between the EO groups and water must be defined, namely 𝜀𝐸𝑂−𝐻2𝑂, 𝜀𝐸𝑂−𝐻2𝑂,𝑒2−𝐻
𝐻𝐵 , and 

κ𝐸𝑂−𝐻2𝑂,𝑒2−𝐻
𝐻𝐵 . These parameters were here regressed from available experimental data for the VLE of 

DEG, TriEG, and TeEG aqueous solutions at 0.1 MPa, and used to predict the behaviour at two other 

pressures, 0.05 and 0.07 MPa. 

The results of the fitting procedure are shown in Figure 4.9, and the deviations from the 

experimental data, reported as average absolute deviation (K), are provided in Table 4.10. As can be 

observed in the figure, approach A shows a better agreement with the experimental boiling temperatures 

for the three systems, especially for DEG + water for which, a quantitative agreement using approach B 

would require a further tuning of the 𝜀𝐸𝑂−𝐻2𝑂,𝑒2−𝐻
𝐻𝐵  parameter to a value different than those used for 

their higher chain length homologues. Moreover, using approach B, one can observe that while 

increasing the glycols chain length, the model goes from overestimating to underestimating the boiling 

temperatures, i.e., from overestimating to underestimating the water-glycol interactions. 
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Figure 4.9. VLE of glycol + water systems. Symbols represent experimental data,[138] while the solid and dashed 

lines represent the SAFT-γ-Mie results using approach A and approach B, respectively. 

 

Table 4.10. Deviations between the modelling results and the VLE experimental data for glycol + water 

systems.[138–140] 

 Approach A Approach B 

System 𝐴𝐴𝐷 (𝑇) /𝐾 

DEG + water 0.76 5.55 

TriEG + water 0.60 0.92 

TeEG + water 0.57 1.53 

System %𝐴𝑅𝐷 (𝑎𝑊) 

PEG 200 + water 4.28 5.96 

PEG 400 + water 3.72 16.78 

PEG 600 + water 7.29 22.93 

PEG 1500 + water 4.07 50.39 

PEG 6000 + water 5.07 33.45 

 

PEGs are not as useful for the Oil & Gas industry as glycol oligomers but, as previously seen in 

Chapter 3.4, different authors[139–141] have reported the water activities in PEG aqueous solutions for 

polymers of different 𝑀𝑤 and at different temperatures. As the parameters governing the interactions 

between EO groups and water are already defined, the model can be used to predict the behaviour of 

such systems. Therefore, and as for higher 𝑀𝑤 polymers the temperature effect on the water activities is 

negligible, the results of these predictions at 298.15 K are shown in Figure 4.10 for PEGs with 𝑀𝑤 in 

the range 200-6000 g/mol, while the deviations from the experimental data are reported in Table 4.10. 

As depicted in the figure, approach A performs much better than approach B, providing an excellent 

agreement with the experimental data, while approach B not only shows considerable deviations from 

the experimental data, but also shows a different qualitative behaviour with the model predictions 

showing the existence of a maximum on the water activities that is not observed experimentally. 
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The results obtained for the glycols + water and PEG + water systems show that despite the slightly 

better performance of approach B to describe the properties of pure small glycol oligomers, approach A 

performs much better when the parameters are used to predict the behaviour of mixtures, namely glycols 

with either n-heptane or water. This reinforces the already known importance of including mixture data 

in the parameterization of SAFT model parameters, or at least their use to guide the selection of the most 

appropriate parameter set.[7,206] 

 

 

 



CHAPTER 4. The Fallacy of Heteronuclear SAFT-type EoSs 

129 
 

 

Figure 4.10. Water activity for binary systems PEG + water. Symbols represent experimental data,[139–141] while 

the solid and dashed lines represent the SAFT-γ-Mie predictions using approach A and B, respectively. 

 

At higher pressures, PEG + water systems exhibit a closed-loop immiscibility region, presenting 

both a LCST and UCST that results from a delicate balance between the hydrogen bonding and the 

weaker van der Waals interactions.[207,208] Unfortunately, none of the two approaches was able to 

predict this phase behaviour under a broad range of  (T, p, x) conditions tested around the experimental 

values. As an example, PEG 3350 + water exhibit a closed loop immiscibility between 420-520 K for 

polymer weight fractions between ~ 0 and 0.5 which corresponds to a polymer mole fraction of less than 

0.005. If isothermal flash calculations are carried out in this temperature interval and for a feed containing 

a polymer mole fraction ranging between 0 and 0.005, the model always predicts a single phase or a 

single liquid phase with a pure water vapor phase if the pressure is lower than the water’s vapor pressure 

at the given temperature. 

A possible reason for the inability to reproduce such phase diagrams is that the delicate balance 

between hydrogen bonding and van der Waals interactions is strongly affected by temperature. 

Therefore, the use of temperature-dependent parameters to describe the cross-interactions between the 

polymer and water may be needed to capture the closed-loop immiscibility exhibited by these 

polymer/water systems. Unfortunately, the g-SAFT® software by PSE used in this work for the 

calculations with SAFT-γ-Mie does not allow for the use temperature-dependent parameters to further 

analyse this issue. 
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Pure glymes 

The glymes investigated in this work are presented in Table 4.11 along with their decomposition 

into different functional groups. Considering the group decomposition for the mono-alkyl ethers, EGEE, 

DEGME, DEGEE, and TeEGME can be modelled using the same functional groups previously 

considered for glycols, without any further fitting. Therefore, the group and unlike interaction parameters 

already defined in the previous sections, using the ‘EOa’ for the EO group, were used to predict the vapor 

pressures and saturation liquid densities of the different mono-alkyl glymes, and these are depicted in 

Figure 4.11a and Figure 4.12a, respectively. As can be observed, the transferred parameters are unable 

to properly describe the thermodynamic behaviour of pure glycol ethers showing very high deviations 

from the experimental data (reported in Table C.2, in Appendix C). Additional attempts using the 

modelling approach B presented in the previous section also resulted in a similar or even lower 

performance.  

To improve such results, and to have a set of parameters that adequately describes glymes (and 

that, consequently may, or may not, be more appropriate for the modelling of CiEj surfactants at a later 

stage), a reparameterization of the energy-related parameters involving the EO group was carried out 

originating a new version of the EO group: ‘EOg’ – approach G. The refined parameters, namely the 

self-interaction parameters 𝜀𝐸𝑂𝑔−𝐸𝑂𝑔and 𝜆𝐸𝑂𝑔−𝐸𝑂𝑔
𝑟 , and the unlike dispersive energy parameters with 

the CH3, CH2 and OH groups were regressed using the VLE experimental data of mono-alkyl glymes, 

and the new parameters are reported in Table 4.1 and Table 4.2. The results of this fitting are shown in 

Figure 4.11b and Figure 4.12b and, as can be observed, although there is a considerable improvement 

of the results, the deviations from the experimental data are still considerable (cf. Table C.2). 

 

Table 4.11. Glymes investigated in this work and its decomposition into functional groups for their modelling 

with heteronuclear SAFT-γ-Mie. 

Glyme Group decomposition Chemical structure 

EGEE 1xCH3; 1xCH2; 1xOH; and 1xEO  

DEGME 1xCH3; 1xOH; and 2xEO  

DEGEE 1xCH3; 1xCH2; 1xOH; and 2xEO  

TeEGME 1xCH3; 1xOH; and 4xEO  

DEGDME 1xCH3; 2xEO; and 1xCH3O  

TriEGDME 1xCH3; 3xEO; and 1xCH3O  

TeEGDME 1xCH3; 4xEO; and 1xCH3O  
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Figure 4.11. Vapor pressures of pure glymes. Symbols represent experimental data[118], while the solid lines 

depict the SAFT-γ-Mie results using a) approach A; b) approach G. 

 

 

Figure 4.12. Saturation liquid densities of pure glymes. Symbols represent experimental data, while the solid 

lines depict the SAFT-γ-Mie results using a) approach A; b) approach G. 

 

The very low accuracy of the model, when used to describe pure glymes, suggests that the effect 

of some of the functional groups composing the mono-alkyl glymes are not well captured by the model, 

even though the ‘EOg’ group has been parameterized to pure glymes VLE data. This is in good 

agreement with the lack of transferability previously observed for the hydroxyl group, whose 

transferability from alkan-1-ols to α, ω – alkanediols and glycols seems to be very limited. In the previous 

sections, this could be partially explained by the additive effect of having multiple OH groups in the 

same molecule as both α, ω – alkanediols and glycols have two terminal hydroxyl groups, but this is not 

the case for the mono-alkyl glymes studied here, where only one terminal hydroxyl group (as in alkan-
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1-ols) is present and still, huge deviations from the experimental data are observed, despite the 

refinement of the parameters, especially in the vapor pressures. 

Conversely, according to the group decomposition proposed in Table 4.11, the study of di-alkyl 

glymes requires the introduction of a new CH3O group. The parameters characterizing this new group 

and their unlike interactions with CH3 and EO groups also present in di-alkyl glymes were obtained by 

fitting to the experimental vapor pressures and saturated liquid densities of DEGDME, TriEGDME, and 

TeEGDME available in the DIPPR database,[118] and the final values of the parameters are reported in 

Table 4.1 and Table 4.2 as ‘CH3Oa’ and ‘CH3Og’ groups, whether the EO group was modelled 

following approach A or the new approach G. The results of the fitting are also shown in Figure 4.11 

and Figure 4.12 and the deviations from the experimental data are also reported in Table C.2. Following 

approach A, as a parameterization of the new group is involved, the accuracy on the description of di-

alkyl glymes is better than that previously observed for mono-alkyl glymes, especially in the vapor 

pressures, although high deviations are still observed, reinforcing the poor transferability of the 

remaining functional groups. Concerning approach G, a similar accuracy was obtained for both types of 

glycol ethers (note that in both cases, a parameterization step was taken for both types of glymes), with 

densities being better described for di-alkyl glymes and vapor pressures for the mono-alkyl glymes. 

Having available experimental data for the high-pressure liquid densities of different glycol 

ethers,[120] both modelling approaches (A and G) were used to predict the density in a wide temperature 

(283-363 K) and pressure (0.1-95 MPa) ranges and the results are shown in Figure C.7 and Figure C.8, 

in Appendix C. The deviations from the experimental data provided in Table C.2 show that despite the 

extra parameterization step in approach G, the accuracy of both approaches in predicting the pρT data is 

similar, reinforcing the idea that the extra parameterization did not solve the issues associated with the 

transferred groups (OH, CH3, and CH2). Nonetheless, the deviations are lower than those observed for 

the saturation liquid densities, suggesting that the models perform much better at lower temperatures, far 

from the saturation conditions. 
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Glymes + water mixtures 

As discussed in Chapter 3.4, the experimental boiling temperatures of aqueous solutions of six 

different glymes were reported at three different pressures (0.10, 0.07, and 0.05 MPa).[138] Hence, in 

this section, the existent CG water model is used along with the two glymes modelling approaches (A 

and G), discussed previously, to describe the available experimental data. For mono-alkyl glymes, using 

approach A, all the necessary parameters are already available, since the unlike interactions between EO 

and H2O groups were already characterized while studying glycols + water mixtures. On the other hand, 

for approach G, the required 𝜀𝐸𝑂−𝐻2𝑂, 𝜀𝐸𝑂−𝐻2𝑂,𝑒2−𝐻
𝐻𝐵 , and κ𝐸𝑂−𝐻2𝑂,𝑒2−𝐻

𝐻𝐵  parameters have to be fitted to 

the experimental data at 0.1 MPa for EGEE, DEGME, and DEGEE aqueous solutions and used to predict 

the behaviour at the two other pressures investigated. For di-alkyl glymes, as a new CH3O group was 

introduced, the parameters characterizing the unlike interactions between this group and water are 

necessary in both approaches and were fitted to the experimental VLE data of aqueous solutions of 

DEGDME, TriEGDME, and TeEGDME at 0.1 MPa. 

The modelling results are shown in Figure 4.13, and the deviations from the experimental data, 

reported as AAD(T) in K, are provided in Table C.3, in Appendix C. 
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Figure 4.13. Boiling temperatures of glymes + water mixtures at different pressures. Symbols represent 

experimental data[142] while the solid and dashed lines represent the SAFT-γ-Mie results using approach A and 

approach G, respectively. 
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As expected, for the mono-alkyl glymes, approach G performs slightly better than approach A, 

since the unlike interactions between ‘EOg’ and water were specifically parameterized for these systems. 

Nevertheless, the results obtained using approach A suggest the robustness of this modelling approach 

when used to describe the VLE of aqueous solutions of EO-containing compounds, as previously seen 

for glycol + water mixtures. For the di-alkyl glymes, where the CH3O-water interaction parameters were 

fitted in both cases, approach A provides the most accurate results, reinforcing the overall robustness of 

approach A. 

The good performance of approach A when used to describe the VLE of aqueous solutions of both 

glycols and glymes is observed despite this model presents considerable deviations from the 

experimental vapor pressures of the pure glycols/glymes, for which approach B and approach G yielded 

the best results, respectively. Considering that approach A was also slightly better in describing the 

glycols + n-heptane mixtures presented in Figure 4.7, this is another indication that mixture data should 

indeed be included in the parameterization datasets, at least to select the most appropriate set of 

parameters as clearly, a better representation of pure-component properties does not necessarily result in 

a better description of the mixtures behaviour, and there may even exist different sets of parameters 

yielding results with a similar accuracy in what concerns pure-component properties, but completely 

different performances in binary and multi-component systems. This is yet another advantage of 

heteronuclear models, whose parameterization is much more flexible in terms of including mixture data 

that can, in these models, represent up to 100% of the experimental dataset considered. 

 

CiEj + water mixtures 

The final goal of this chapter was to evaluate the performance of a heteronuclear SAFT variant in 

describing the phase behaviour of aqueous solutions of CiEj non-ionic surfactants. Therefore, the 

performance of the three modelling approaches previously discussed for glycols and glymes (A, B, and 

G) in describing these systems is evaluated, since these surfactants are only composed of CH3, CH2, EO, 

and OH groups, all of them extensively analysed in the previous sections. 

C4E1 is the shortest of this type of compounds and due to its low melting point, one of the few for 

which pure fluid experimental data is available. Therefore, the three modelling approaches were first 

used to predict the liquid densities and vapor pressures of C4E1, and the results are shown in Figure 4.14 

below. 
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Figure 4.14. Vapor pressures and liquid densities of pure C4E1. Symbols represent experimental data[118] while 

the dashed lines represent the modelling predictions using different approaches in SAFT-γ-Mie. 

 

From the figure, one can observe that while the modelling approach A clearly fails to describe 

both properties, the modelling approach B provides a reasonable prediction of both properties, slightly 

overpredicting the liquid density and underpredicting the vapor pressures. On the other hand, approach 

G seems to provide a good description of the experimental data at low temperatures, while presenting 

similar deviations to those exhibited by approach A at higher temperatures. 

Concerning the aqueous solutions of CiEj surfactants, one of the main features is the presence of 

an immiscibility region in their phase diagram. Usually, at very low temperatures, the system consists of 

a homogeneous solution but, with increasing temperature, a phase separation occurs above a lower 

critical solution temperature (LCST), into a water-rich phase and a surfactant-rich phase. This 

immiscibility can persist at higher temperatures, although in many cases it disappears above an upper 

critical solution temperature (UCST), resulting in a closed-loop LLE, which is commonly observed in 

CiEj + water mixtures. This phenomenon results from a delicate balance between energetic and entropic 

contributions to the systems energy, where the magnitude of both the van der Waals and hydrogen bond 

interactions play a crucial role. If at very high temperatures, the system maximizes its entropy by being 

homogeneous, the presence of unfavourable van der Waals forces between water and the surfactant 

induce phase separation as the temperature is decreased below the UCST. However, if the temperature 

is further decreased (to temperatures lower than the LCST) the enthalpic contribution due to the very 

strong attractive hydrogen bonding interactions between the two species overcomes the other effects, 

resulting in the formation of a single phase. Obviously, capturing such delicate balances between 

entropic/energetic contributions and the magnitude of van der Waals/hydrogen bonding forces is a 
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challenging task to any thermodynamic model, and represent a stringent test to the transferability of the 

SAFT-γ-Mie EoS parameters obtained in the previous sections. Therefore, the three modelling 

approaches were used to predict the phase behaviour of four surfactants, namely C4E1, C6E2, C8E4, and 

C10E4, in water, and the results are depicted in Figure 4.15. From these systems, the experimental data 

reported for aqueous solutions of C6E2 and C8E4 do not exhibit the presence of a UCST. Often this is 

because the systems were not investigated at sufficiently high temperatures due to the temperature 

instability of the molecules, but an UCST is also expected to exist for these systems. 

 

 

 

 

Figure 4.15. LLE of CiEj + water systems. Symbols represent experimental data,[209–213] while the dashed lines 

represent the modelling predictions using the different modelling approaches. 
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The modelling results in Figure 4.15 show that none of the three approaches can adequately 

describe any of the selected systems. As an example, none of the modelling approaches predicted the 

occurrence of a LCST above the freezing temperature of water (273 K). Moreover, except for the 

modelling approach G on the C4E1 system, the models do not predict the occurrence of a UCST in a 

reasonable temperature range, but rather a transition from a LLE to a VLE at higher temperatures. Also 

clear from Figure 4.15 is that, except for the C4E1 system for which approach G seems to provide the 

most reasonable description of the system, approach A presents the best results for the remaining systems 

by predicting a narrower immiscibility gap than those predicted by the remaining approaches. This agrees 

with the results previously obtained for glycols and glymes, where approach A, despite having the worst 

performance when used to describe the pure EO-containing compounds, seems to have the best 

performance when used to model mixtures. 

As the model parameters transferred from the compounds studied in the previous sections did not 

yield a closed-loop type LLE for the selected systems, further calculations were carried out by refitting 

the unlike interaction parameters between the EO group and the water molecules, namely 𝜀𝐸𝑂−𝐻2𝑂, and 

𝜀𝐸𝑂−𝐻2𝑂,𝑒2−𝐻
𝐻𝐵 , specifically to match the closed-loop LLE data of CiEj + water systems. The results of 

such calculations are shown below in Figure 4.16 for two different scenarios: represented with a red line 

are the results of the model when the above-mentioned parameters are fitted to the LLE data of C4E1 + 

water system, while a blue line represents the results of the model when those same parameters are fitted 

to the LLE data of C10E4 + water system. The results obtained show that, as previously discussed, 

whenever a parameterization is carried while studying a new family of compounds, good results, at least 

qualitatively, can be obtained for most systems. In this case, when the unlike interaction parameters 

between EO groups and water are fitted to LLE experimental data of a representative CiEj + water system, 

their characteristic closed-loop immiscibility gap is always captured by the model, contrarily to the pure 

predictions shown in Figure 4.15. 

However, even by refitting these parameters using data for a representative system, the agreement 

with the experimental data is still far from perfect (this is partially due to the limitations of the remaining 

transferred parameters, as discussed previously). Moreover, the new parameters are not necessarily 

transferable to other chain lengths of the hydrophobic or hydrophilic moieties of the surfactant, with the 

performance of the model deteriorating considerably between the different systems. This is shown by 

the example presented in Figure 4.16. Here, when using parameters fitted to the LLE data of C4E1 + 

water system, very high deviations between the model predictions and the experimental data for the C8E4 

+ water system are obtained while, when using parameters that were regressed from LLE experimental 
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data for C10E4 + water system, the critical temperatures of the C4E1 + water system are much higher/lower 

than the experimental UCST/LCST. The results obtained also suggest that a simultaneously good 

agreement with both the critical temperatures and the two-phase compositions may be quite difficult to 

obtain, at least using temperature-independent parameters, as a best description of the phase 

compositions (blue line) is usually obtained at the expense of higher deviations in the critical 

temperatures. 

As clearly suggested by the good results obtained for C10E4, a better agreement can be obtained if 

a similar approach to that presented in the literature[166] is followed, and the values of the parameters 

are fitted individually to each system. In that case, even though most of the parameters transferability 

will be lost, the model would still retain the other advantages discussed in Chapter 4.2 compared with 

the model proposed by Garcia-Lisbona et al.[166], namely the fact that SAFT-γ-Mie EoS is already 

implemented in commercial process simulators, and it allows for a decrease in the total number of 

association sites assigned to each surfactant molecule, as the EO group contains only one negative 

association site instead of three as proposed in the literature, which may contribute to a higher 

computational efficiency of the method. 
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Figure 4.16. LLE of CiEj (1) + water (2) systems. Symbols represent experimental data[209–213] while the red 

and blue lines represent the SAFT-γ-Mie results when the EO-H2O unlike interaction parameters were fitted to the 

experimental data for the C4E1 and C10E4 systems, respectively. 
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4.4- Conclusions 

 

In this chapter, a heteronuclear SAFT-type EoS, namely the SAFT-γ-Mie EoS, was applied to the 

thermodynamic modelling of EO-containing compounds, aiming to evaluate the transferability of the 

model parameters and if the additional complexity of the heteronuclear treatment of the SAFT theory, 

leads to an enhancement of the predictive ability and transferability of SAFT models. To accomplish this 

objective, three families of EO-containing compounds were selected: glycols, glymes (or glycol ethers), 

and CiEj surfactants, all composed of only CH3, CH2, OH, and EO groups, and thus a suitable choice for 

tackling the objectives of this study. 

Although CH3, CH2, and OH groups are usually transferred from the well-known families of n-

alkanes and alkan-1-ols and their parameters are usually considered to be good for further applications, 

this work started by analysing the performance of such parameters. The results obtained showed that the 

OH group, typically parameterized using experimental data of alkan-1-ol containing systems, fails to 

describe other type of components, namely α, ω – alkanediols, for which very high deviations from the 

experimental data were observed, suggesting that the OH group is not readily transferable to other 

families. Therefore, when the OH group is used to model glycols, not only the influence of the OH groups 

in the glycols’ behaviour is not well captured by the model, but the parameterization of the newly 

introduced EO group is affected, with some of the deviations induced by the problems of the OH group 

being masked by the proposed EO parameters, perpetuating the problem, with every new addition to the 

molecular structure. 

The results obtained for glycols showed that the model is able to provide reasonably accurate 

results only when a parameterization is involved, as it is the case of the pure glycol properties or even of 

the VLE of their aqueous solutions, where the EO-water unlike interaction parameters were 

parameterized, but fails when used in a purely predictive manner such as in the prediction of the LLE of 

PEG/water systems, demonstrating the inability of the model parameters to be transferred across different 

types of phase equilibria. Afterwards, when the new EO parameters were used to study glymes, the 

results showed that not only the parameters are not transferable across different types of phase equilibria 

but they also fail when used across different families of compounds since the model was unable to 

provide reasonable predictions for pure glymes or their mixtures with water, allowing for a similar 

conclusion to that reached based on the results obtained for the OH group in the study of α, ω – 

alkanediols. On the other hand, by reparametrizing the EO group using the glymes experimental data, a 

much better agreement with the experimental data could be obtained, reinforcing the idea that a (small 



CHAPTER 4. The Fallacy of Heteronuclear SAFT-type EoSs 

142 
 

or large) reparameterization is always present behind the good results commonly reported with 

heteronuclear SAFT models. 

In the final section, the different modelling approaches (those built using glycols experimental 

data and those based on glymes) were extended for the modelling of CiEj surfactants in water and again, 

the results showed that, without a tweaking of the EO-water and/or OH/water unlike interaction 

parameters for this type of systems, not even a qualitative agreement with the experimental data could 

be obtained, with all the modelling approaches failing to predict the existence of a well reported LCST. 

Nevertheless, given the lack of works in the literature addressing the modelling of phase equilibria of 

CiEj surfactants in water, a useful model can still be obtained if the unlike interaction parameters 

governing the magnitude of the dispersive and hydrogen bonding interactions between the EO groups 

and water are fine-tuned to each system. 

The global conclusion of this comprehensive work is that the parameters for the heteronuclear 

SAFT models are not readily transferable across different types of compounds, thus limiting much of the 

predictive capability of this type of models that is usually suggested as their greatest advantage over 

homonuclear SAFT variants. 

  



 

 
 

 

 

 

 

 

 

 

 

5- Molecular Dynamics Simulations 

of Surfactant Systems 
 “Almost all aspects of life are engineered at the molecular 

level, and without understanding molecules we can only 
have a very sketchy understanding of life itself” 
 

Francis Crick 
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5.1- Unveiling the phase behaviour of CiEj surfactants in water through 

CG-MD simulations 
 

The content of this section is based on the following published manuscript, where E.A. Crespo was 

responsible for the modelling tasks and for writing the manuscripts, with substantial contributions from the 

remaining authors. 

• Emanuel A. Crespo, Lourdes F. Vega, Germán Pérez-Sánchez, and João A.P. Coutinho, “Unveiling the 

phase behavior of CiEj non-ionic surfactants in water through coarse-grained molecular dynamics 

simulations”, Soft Matter, 2021, Advance Article, DOI: 10.1039/D1SM00362C 

 

Introduction 

CiEj surfactants have a wide number of applications, across different industrial segments that goes 

well beyond their use in the Oil & Gas industry for EOR. From detergents and cosmetics to enhanced oil 

recovery, many other applications such as drug delivery, emulsification, proteins purification and 

crystallization, and others in the agriculture, textile, and paper industries have been reported.[214–216] 

Most of their success in all these applications is due to their ability to, once in aqueous solution, self-

assemble to form a variety of 3-D structures with a controllable morphology, ranging from simple 

spherical, rod, disk or worm-like micelles at low surfactant concentrations, to the formation of more 

complex LC phases (e.g. hexagonal (H1) or lamellar (Lα) phases) at higher concentrations.[217] 

Furthermore, CiEj surfactants are often known as reference detergents, and as archetypal systems to study 

fundamental aspects of non-ionic surfactant solutions in order to better understand their behaviour. 

Owing to their simple molecular architecture, they are easy to synthesize (several CiEj grades are 

commercially available), and their properties can be tuned, aiming at a specific application (e.g. for use 

in a particular reservoir), by manipulating their structural and physico-chemical properties such as the 

length of the hydrophobic tail and hydrophilic moiety of the molecule.[218] As an example, the shapes 

and sizes of the self-assembled structures of systems containing CiEj surfactants are useful as templates 

in the development of new tailor-made materials, such as nano-porous structures with dimension-

controlled pores.[219] 

Therefore, understanding and ultimately predict the role of the surfactants molecular structure on 

the properties of their aqueous micellar solutions, and on the morphology of the self-assembled 

structures, is highly relevant for the design and synthesis of new compounds and materials of interest for 

many applications.[220] On the other side, for some aspects of industrial handling, processing and 
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transportation, it is important to avoid the formation of LC phases that often exhibit marked gel-like 

properties, with considerable high viscosities hampering the preparation of useful formulations.[221] 

Given the importance of these surfactants, both from a fundamental and a practical point of view, 

several experimental techniques were employed to characterize their rich phase behaviour in water, 

providing useful information both in the micellar regime,[222,223] and at higher amphiphile 

concentrations, where techniques like small-angle X-ray scattering (SAXS), small-angle neutron 

scattering (SANS), and polarizing optical microscopy (POM), among others, allow to investigate the 

formation of different LC phases and display their phase diagrams.[210,224] Unfortunately, an 

unequivocal identification of the mesophase formed under certain thermodynamic conditions and its 

microscopic structure is not an easy task, being the origin of conflicting results, especially when different 

experimental techniques are used. As an example, the phase diagram of C10E5/H2O reported by Nibu and 

Inoue[225] describes the existence of a bi-continuous cubic phase (V1) in the composition range between 

the Lα and H1 phases, while in the study of Lang and Morgan,[209] only the Lα and H1 phases were 

reported; similar issues were also reported for other surfactants such as C10E6,[225–227] C12E2,[228,229] 

C12E6,[210,230] C12E8.[210,231–233] 

By establishing a link between molecular structure and the fluids microscopic behaviour, MD 

simulations can be used to enhance the ability to identify the various phases observed experimentally 

and discern the most plausible and stable ones. Furthermore, MD simulations provide useful insights 

into the mechanisms driving micellization, clouding or self-assembly phenomena. Atomistic models, 

although being able to provide detailed and precise information about the initial stages of micelle 

formation in diluted systems,[216,220,234–237] are unable to address the time and size scales relevant 

for the self-assembling and mesophase transition processes. In this regard, the required relaxation times, 

typically in the order of microseconds at the nanometer scale, leave the AA models out of the way unless 

preformed structures are used as initial state for the simulations. Conversely, CG models, constructed by 

grouping a certain number of atoms into a single interaction site, significantly reduce the computational 

demand, being a powerful tool to investigate the surfactant self-assembly and, consequently, to 

investigate the mesophase behaviour of CiEj surfactants in water. 

Shinoda and co-workers[238] were the first to propose a CG model for the CiEj surfactants. In 

their work, the intramolecular potentials were fitted to reproduce the bond and angle distributions 

obtained from more detailed AA-MD simulations, while the intermolecular interactions were fitted using 

density, surface tension and hydration free energy experimental data. However, for the interaction 

between the EO groups and water, since hydration free energy data was not available, they used structural 

data of the Lα phase in the C12E2/water system (e.g., lamellar spacing and molecular area) to parameterize 



CHAPTER 5. MD Simulations of Surfactant Systems 

147 
 

this interaction and showed that the model was able to correctly describe such phase. Only on a later 

study carried out by the same authors,[239] the transferability and versatility of the model was assessed 

by extending the model to the C12E6 surfactant. The model predicted the existence of the micellar, H1 

(although thin water channels were found to persist between the cylinders) , and Lα phases at 20, 50 and 

80 %wt of surfactant concentration, respectively, in agreement with experimental reports.[210,230] 

The majority of the CG modelling of CiEj surfactants in water[107,214,240–242] relied on the 

MARTINI FF, which although initially proposed for biomolecular simulations of phospholipids, has 

been increasingly applied for a variety of chemical systems.[243] The adoption of the MARTINI FF is 

mainly due to its remarkable transferability, since it proposes a general coarse-graining framework, 

where molecules are mapped from a few pre-defined bead types (with different polarities and hydrogen 

bonding capabilities), whose interaction LJ potentials are systematically parameterized to match 

densities, self-diffusion constants, and partitioning free-energies of representative building blocks.[52]  

This FF have thus been successfully applied to investigate the cmc and aggregation number (Nagg) of CiEj 

surfactants in water.[214] The micellar assemblies of C12E5 and the existence of a sphere-to-rod transition 

with increasing surfactant concentrations,[107,244] or the self-assembly of micellar, hexagonal and 

lamellar phases of C12Ej (j = 2, 4, 6) surfactants were also tackled.[241] Despite some promising results, 

the models available exhibited a limited transferability to compounds with a larger number of EO groups 

and the existent MARTINI beads were shown to be too hydrophilic to accurately represent an EO 

group,[241,243] being inappropriate for simulations in non-polar media.  

To overcome such limitations, and to increase the numerical stability of these models, Grunewald 

et al,[245] recently proposed a new MARTINI bead to represent EO groups, carrying a systematic 

parameterization to ensure its full compatibility with the whole MARTINI energy matrix of interactions. 

The new model was successfully applied to describe the densities of bulk PEO oligomers, long-range 

structural properties of different PEO chains, structural properties of lipid bilayers containing pegylated 

lipids, and the phase behaviour of some CiEj surfactants, paving the way to the simulation of more 

complex systems containing EO groups. However, as previously done in the work of Rossi et al.[241], 

the simulations of CiEj surfactants in water were carried only for three specific concentration/chain length 

pairs, namely C12E2, C12E4, and C12E6, with a surfactant composition of 71.1, 53, and 50 % (w/w), 

respectively. Consequently, before using this surfactant model for more complex studies, such as in 

multi-component systems (e.g., by adding an oil, a salt, or a co-solvent to the aqueous solution), it is vital 

to assess the performance of the above-mentioned model under a wide variety of conditions and CiEj 

surfactants. Therefore, the main aim of this work is to extend the MARTINI model for a wide range of 

CiEj surfactants by carrying a systematic assessment of its performance to evaluate its reliability. The 
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effect of chain length (of both the hydrophobic and hydrophilic moieties) and the surfactant concentration 

on the phase behaviour of CiEj/water is presented, while spanning a wide range of hydrophilic-lipophilic 

balance (HLB) values. 

 

Methodology 

The MD simulations performed in this work were carried out using the GROMACS 2019 

package,[101] integrating the equations of motion using the leap-frog algorithm with a time step of 20 

fs. The potential energy in the CiEj surfactant CG model proposed by Grunewald et al.[245] is obtained 

as a sum of the contributions due to bond stretching, angle bending (including the use of a “restricted 

bending” potential developed by Bulacu and co-workers[246] for improved stability when one of the 

angles approaches 180º), and dihedrals for bonded interactions and a Lennard-Jones (LJ) potential to 

describe the non-bonded interactions. Examples of topology (.itp) files for a surfactant molecule were 

provided together with the original publication of the EO bead in the work of Grunewald et al,[245] 

while a schematic representation of the CG mapping considered for the C12E6 surfactant is provided in 

Figure 5.1 as an example of the surfactants studied in this work. The alkyl groups are described using a 

4:1 mapping by the apolar C1 bead proposed in the original MARTINI FF;[52] the EO groups are 

represented by the EO bead (OCH2CH2) proposed by Grunewald et al,[245] and the terminal hydroxyl 

group is modelled using a small-type polar bead, SP2, from the original MARTINI FF.[52] 

 

 

Figure 5.1. Schematic representation of the CG mapping considered for the C12E6 surfactant. 
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Non-bonded interactions were computed using a Verlet cut-off scheme (Potential-shift-verlet 

modifier) with a cut-off length of 1.1 nm, changing the verlet-buffer-tolerance from its default value 

(5·10-3) to 10-5 kJ/mol/ps. The temperature of the simulation boxes was fixed using the velocity-rescaling 

thermostat,[247] with a coupling time constant, τT = 1.0 ps, while the pressure coupling was assured by 

the Parrinello-Rahman barostat[248] with a coupling time constant, τP = 24.0 ps. Before the production 

runs in the NpT ensemble, an equilibration procedure was followed for every simulation: an energy 

minimization step using the steepest descent method to prevent short-range contacts between atoms, 

followed by a short NVT run to ensure the right temperature of the simulation (5-10 ns) and a short 

simulation in the NpT ensemble to equilibrate the system’s density (20 ns). During the NVT equilibration 

step, the LINCS algorithm[249] was used to constrain the bond lengths to facilitate the equilibration of 

temperature in some of the more concentrated systems. For the production runs, the total energy profile 

of the systems was monitored, and the equilibrium assumed when the energy remained constant for at 

least 1 μs, with an energy drift lower than 10 kJ/mol. A total simulation time of 6 μs was observed to be 

sufficient to ensure that all the investigated systems have reached their final equilibrium state. The 

equilibrium was also confirmed by monitoring temperature, pressure, and density of the system as well 

as by visual inspection of the simulation boxes. To confirm that the simulations did not become trapped 

in a local minimum, as it may occur in CG simulations due to high energy barriers, the first 4 μs were 

carried out at the simulation temperature (333 K was used for all systems), followed by 1 μs at a higher 

temperature (363 K), and an additional 1 μs at the simulation temperature. This procedure was shown in 

a recent work with imidazolium-based ionic liquids (ILs) to help simulations reach their final equilibrium 

structure and overcome local minima.[102] 

Every simulation was carried out using a cubic box with periodic boundary conditions (PBC) and 

an initial random configuration, generated using the PACKMOL code.[250] Simulations were visualized 

using the Visual Molecular Dynamics (VMD) software package,[251] and the micellar aggregates were 

analysed using an in-house code[108] inspired by the Hoshen-Kopelman cluster-counting 

algorithm.[252] This algorithm considers that two surfactant molecules belong to the same aggregate 

when their tail sites are separated by less than a certain threshold, which is usually defined by the first 

minimum of the respective radial distribution functions. The aggregate sizes can then be monitored along 

the simulation trajectory, until reaching their final equilibrium value. 
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Simulated Systems 

As mentioned in the introduction, the aim of this study is to extend the Grunewald et al.[245] 

model for a wide range of CiEj surfactant aqueous solutions. Bearing in mind the transferability offered 

by the MARTINI model, this should allow to validate this framework for further studies of 

multicomponent systems containing such compounds. Therefore, twelve different surfactants, with 

diverse chain lengths of both the alkyl tail and hydrophilic moiety were selected to investigate the 

relationship between molecular structure and phase behaviour. The simulated systems are reported in 

Table 5.1 displaying a range of alkyl-chain lengths i = 8, 12, and 16, while the number of EO units, j, 

varies between 2 and 23. The expression proposed by Griffin[253] to determine the hydrophilic-

lipophilic balance (HLB) values was applied to the selected surfactants, as follows: 

𝐻𝐿𝐵 = 20 ∗
𝑀ℎ
𝑀

(5.1) 

where 𝑀ℎ is the molar mass of the hydrophilic segment and 𝑀 is the molar mass of the surfactant 

molecule. The values obtained from eq. 5.1 are also provided in Table 5.1. As can be gauged from Table 

5.1, the selected surfactants span a wide range of HLB values (8.17-17.4), especially in the water-soluble 

region of the scale (values between 10-20 characterize water-soluble surfactants). 

The overall CiEj/water systems were simulated at least at four different surfactant concentrations, 

namely 15, 30, 50, and 70 wt%. A few additional simulations at different concentrations were carried 

out for specific systems, whenever appropriate for further comparisons with experimental reports. 

Although there is a marked temperature effect on the phase diagram of CiEj/water systems (e.g., sphere 

to rod transitions, clouding phenomena, etc.), the MARTINI FF suffers from a poor temperature 

transferability, mainly due to the lack of an accurate representation of certain nonbonded interactions, 

such as the hydrogen bond orientation. Consequently, changes in temperature are mainly advantageous 

to reduce the mixing entropy and to increase the kinetic energy, helping to avoid local minima during 

the calculations. Therefore, all the simulations were carried out at 333 K, a temperature slightly higher 

than most experimental observations. 



CHAPTER 5. MD Simulations of Surfactant Systems 

151 
 

Table 5.1. Non-ionic surfactants studied in this work. 

Surfactant HLB 
Experimental observations 

reported in Literature 
Ref. 

wt% of CiEj in  

CG-MD simulations 

(%wt) 

Phases observed in the 

simulations 

C8E6 14.9 H1 [210,227] 15/30/50/60/70 L1, H1 

C8E12 17.0 No mesophases were observed [210] 15/30/50/70 L1 

C12E2 8.17 W, L3, L2, V2
(1), V2

(2), Lα [228,229] 15/30/45/50/70 W, L3*, Lα 

C12E4 11.2 W, L3, L2, L1, Lα [210] 15/30/53/70/80 L1, Lα
H, Lα  

C12E6 13.0 H1, Lα, V1 [210,230] 15/30/50/70/80 L1, H1, V1, Lα
H, Lα 

C12E10 15.0 H1, L2, L1 [254] 15/30/50/70/85 L1, H1 

C12E12 15.6 Fm3m, Im3m, Pm3n, H1 [255] 15/30/50/70/82 L1, H1 

C12E23 17.4 L1, I1, L2 [254] 15/30/50/70 L1 

C16E4 9.62 W, L2, L3, V2, Lα [210] 15/30/50/70 L1, V1, Lα 

C16E6 11.5 Nc, L1, Lα
H, H1, V1, Int, Lα, Lβ [256,257] 15/30/40/50/70 L1, H1, Int, Lα

H, Lα 

C16E8 12.8 W, L1, I1, H1, V1, Lα, L2 [210] 15/30/50/70/80 L1, I1*, V1, Lα 

C16E12 14.5 W, L1, I1, H1, V1, Lα [210] 15/30/50/70/90 L1, V1, Lα 

Nomenclature: L1 – Micellar Solution; L2 – Surfactant liquid; L3 – ‘critical’ aqueous surfactant solution; I1- cubic phase of close-packed 

micelles; H1- normal Hexagonal phase; V1 – normal bi-continuous cubic phase; Lα – Lamellar phase; V2 – Reversed bi-continuous cubic 

phase; V2
(1) – bi-continuous cubic phase with Pn3m symmetry; V2

(2) – bi-continuous cubic phase with Ia3d symmetry; W – water containing 

surfactant unimer, usually continuous with L1; Fm3m/Im3m/Pm3n – different arrangements of a micellar cubic phase; Nc- lyotropic nematic 

phase composed of rod-shaped micelles; Lα
H –lamellar phase with water-filled defects; Lβ – Gel phase; Int – non-cubic phases between H1 

and Lα occurring in CiEj/water systems when long alkyl chains prevent the formation of V1. 

* - the system is in a transition towards the indicated mesophase. 
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Results and Discussion 

Aqueous solutions of CiEj surfactants with short alkyl tails (i < 8) usually do not exhibit the 

formation of LC phases with a consequent mesophase instability for lower i surfactants caused by the 

entropy increase associated with the formation of small micelles from rods or bilayers. Therefore, their 

phase diagrams usually feature only a two-phase liquid-liquid equilibrium (LLE) characterized by a 

lower critical solution temperature (LCST) and, in some cases, exhibiting a closed-loop type behaviour 

with an upper critical solution temperature (UCST) emerging at higher temperatures. Examples of such 

phase diagrams were reported by Christensen and co-workers for both types of diagrams,[258] and are 

widely available in literature for a considerable number of surfactants.  

The clouding phenomena leading to the phase separation is mainly driven by a temperature effect 

leading on long-range concentration fluctuations and a hypothetical micellar growth that are thought to 

be in the origin of the phase transition.[259,260] Unfortunately, as mentioned in the previous section, 

the CG models have a limited ability on capturing the effect of temperature. For this reason, the study of 

the macroscopic LLE of these surfactant solutions is better tackled using other types of modelling 

techniques such as umbrella-sampling MD simulations, thermodynamic integration or the use of 

advanced molecular-based EoSs as discussed in the previous chapter.[50,51] Instead, the MD 

simulations carried here are focused on investigating the formation of the lyotropic LC phases observed 

for surfactants possessing higher alkyl chain lengths (typically i >= 8) as well as the impact of the 

surfactant molecular structure and concentration. The different phases observed in the CG-MD 

simulations are summarized in Table 5.1 and will be discussed in the following sections, before 

concluding with some remarks on the more diluted micellar phase. 

 

C8 surfactants 

The C8 surfactant in water with two different EO groups, namely the C8E6 and C8E12, were 

simulated. For the former, Clunie et al.[227] and Marland et al.[261] reported the existence of a H1 phase 

in a narrow temperature range for surfactant concentrations between 50 and 70 wt%. The MD results for 

C8E6 at this concentration range are shown in Figure 5.2. At 50 wt%, the C8E6 system revealed the 

formation of cylindrical micelles resembling the hexagonal arrangement. Conversely, at 70 wt% 

concentration the C8E6 system displayed a transition state towards the formation of layers, in what should 

be the initial stage of the Lα phase that although not observed here, has been reported experimentally for 

C10E6.[209] Both concentrations were in reasonable agreement with the experimental reports since the 

50 and 70 wt% concentrations are the lower and upper limits for the H1 mesophase observed. An 
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additional simulation at 60 %wt (the concentration at which such phase is, according to the literature, 

present in a wider temperature range) was carried out and the final equilibrium state is also shown in 

Figure 5.2. It clearly shows the hexagonal arrangement of the cylindrical micelles. The individual 

cylindrical micelles and their long-range organization can be clearly seen in Figure D.1, in Appendix D. 

 

Figure 5.2. CG-MD simulations of C8E6 in water at different surfactant concentrations. Green represents the alkyl 

tail beads, while purple is used to represent the beads of the hydrophilic moiety. Water molecules are omitted for 

a clearer visualization. 

 

At lower concentrations, 15 wt% and 30 wt%, the MD C8E6 simulations were in good agreement 

with the literature reports.[227,261] As shown in Figure D.2 in Appendix D, both concentrations 

consisted in a simple micellar solution with individual spherical or near-spherical micelles. Nonetheless, 

an increase in the size and elongation of the micelles was observed as the surfactant concentration 

increased, leading to a sphere-to-rod transition of the micelles being observed from 15 to 30 wt% of 

surfactant. 

For the C8E12 system, the increased number of EO units (higher HLB), exhibited a much higher 

affinity with water molecules that makes it much less prone to the formation of mesophases. Mitchell et 

al.[210] reported the absence of mesophases in aqueous solutions for C8E4, C8E8, and C8E12. The CG-

MD simulations, whose final snapshots are depicted in Figure D.3. in Appendix D, were able to 

accurately capture the higher water affinity induced by the extra EO units. Figure D.3 shows the 

existence of dispersed micelles of different sizes and shapes in the 15-50 wt% concentration range. 

Nonetheless, at 70 wt%, the simulation reveals the initial stages of formation of a H1 – like phase that 

was not previously reported in the literature. This is the first time that the MARTINI FF is applied to 

CiEj surfactants with i ≠ 12 and it is in good agreement with the experiments, especially when predicting 

the mesophase instability of C8 surfactants with a higher number of EO groups, which can be interpreted 

as an indicator of the good transferability of the CiEj CG model. 
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C12 surfactants 

It is widely accepted that, by increasing the alkyl chain length, the mesophase instability 

previously observed for C8 surfactants is decreased. The interactions between alkyl tails favour the 

formation of LC phases even for those surfactants containing relatively short hydrophilic segments. To 

assess whether the MARTINI FF can capture such behaviour, CG-MD simulations of six different C12 

surfactants with a different number of EO groups in water were carried out, allowing to systematically 

study the effect of the number of EO units in the mesophase formation, spanning a wide range of HLB 

values (8.17-17.4).  

At low HLB (lower number of EO units), Funari et al.[228] reported the phase diagram for the 

C12E2/water system. A striking feature of such phase diagram is the absence of an isotropic micellar 

phase in the low surfactant concentration regime, conversely to most surfactant solutions. Instead, at 298 

K, the micellar solution is replaced by a Lα phase – that is thought to coexist in equilibrium with water 

containing surfactant unimers. This Lα phase, present even at very low concentrations, is further found 

to persist up to approximately 80 wt% of surfactant concentration. The diagram proposed also suggests 

the formation of two reversed bi-continuous cubic phases with different morphologies (V2
(1) and V2

(2)) 

and a sponge-like phase L3 between 40-60 wt% in a narrow temperature range above the 303 K. A few 

years later, the same system was revisited by Lynch et al.[229] that proposed a new phase diagram for 

the same system. This new diagram essentially shares the same features described by Funari except for 

the presence of miscibility gaps between L3/ V2
(1) and in between the two bi-continuous phases. 

The CG-MD simulation results for the C12E2 system are shown in Figure 5.3 where the Lα phase 

is indeed observed at low surfactant concentrations (15 wt%) persisting up to 70 wt%, in excellent 

agreement with the experiments.[228,229] Literature CG-MD simulations have previously been carried 

out for this system but only at very high surfactant concentrations (around 70 wt%) for which the lamellar 

phase was also reported.[241,245] This is the first time that the formation of such phase in the low 

concentration regime, starting from a random configuration of the system, is reported using CG-MD 

simulations. Unfortunately, no evidence for the formation of L3 and V2 phases was found in the 

simulations, what must be related to the narrow (T, x) experimental range in which they were observed 

experimentally. Accordingly to Funari et al.,[228] the interconversion between the V2 phases is mainly 

driven by temperature rather than by surfactant concentration, thus being difficult to capture this phase 

in CG-MD simulations. Nonetheless, an additional simulation at 45 wt% was carried out at 303 K where 

Lynch and co-workers[229] reported the existence of an L3 phase. The CG-MD result shown in Figure 

5.3, points towards the formation of bended bilayers that can represent an intermediate stage towards the 

formation of a sponge-like phase, commonly suggested as a possible structure of the L3 phase. 
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Figure 5.3. CG-MD simulations for C12E2 in water at different surfactant concentrations. Colours as in Figure 5.2.  

 

For C12E4, Mitchell et al.[210] proposed a similar behaviour, with the system exhibiting a W + Lα 

dispersion at lower surfactant concentrations and a single Lα in the range of 25-75 wt%. The increased 

EO units in C12E4 promoted that V2 phases are no longer observed. This system was previously modelled 

through CG-MD simulations by Rossi et al.[241] and Grunewald et al.,[245] but only at 53 wt% of 

surfactant for which, a defected lamellar phase (Lα
H) was observed, i.e., the bilayers contained water-

filled defects in the form of pores or necks.[262] In the simulations, displayed in Figure D.4. in Appendix 

D, this phase was found at 53 wt% persisting up to at least 70 wt% of surfactant concentration. Only 

above 80 wt%, near the upper concentration limit reported in literature, a perfect lamellar phase was 

observed. Curiously, as can be observed in the same figure, at lower surfactant concentrations, disperse 

rod-like micelles are found in solution, instead of the W + Lα dispersion suggested by Mitchell et al.[210] 

Nevertheless, although the model was not able to reproduce the Lα phase at low surfactant concentrations, 

as happens for the C12E2, it still predicts a lower surface curvature and the consequent inability of the 

system to produce spherical micelles for a surfactant with such a low HLB. 

Clunie et al.[230] reported that the phase diagram for the aqueous solution of C12E6 exhibits a 

L1/H1/Lα sequence. The proposed phase diagram shows an unusual region of micellar phase L1 between 

H1 and the Lα. However, this was not supported by Mitchell et al.[210] in a later study that reported the 

archetypical sequence of L1/H1/V1/Lα phases. In previous studies using CG-MD simulations, only the L1 
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and H1 phases were observed. Thus, in this work, the concentration screening allowed to investigate the 

formation of all the reported phases, as depicted in Figure 5.4. The increased hydrophilicity of the C12E6 

yielded a micellar solution at 15 wt%, with the micelles adopting a near spherical shape, contrarily to 

what it was observed for the lower HLB surfactant C12E4. At 30 wt%, the micelles are larger and adopted 

a rod-like shape that are at the origin of the cylindrical rods that later form the H1-like phase observed at 

50 wt%, in excellent agreement with the experiments.[230] 

In contrast, the simulation at 70 wt% (333 K) revealed the formation of a lamellar phase containing 

water-filled pore defects, as previously observed for the C12E4 system. According to Mitchell and co-

workers,[210] at this concentration range, the expected phase can be either Lα or V1 depending on 

temperature. Therefore, and since the Lα
H is a transition towards Lα, an additional simulation at a lower 

temperature (303 K) was carried out. In Figure 5.4, it can be noticed an intermediate V1-like phase with 

different layers interconnected. Despite the limitation of capturing the effect of temperature in CG-MD 

simulations, the V1→Lα transition was indeed promoted by a temperature increase, in agreement with 

experiments. This is not the usual case, especially when dealing with the I1 and the H1-like phases. The 

energy barriers during the mesophase formation in CG-MD simulations, usually prevent the system to 

reach the proper equilibrium state unless higher simulation temperatures are considered. This was 

previously discussed for the phase behaviour of imidazolium based ILs.[102] 

The presence of a defected lamellar phase in CiEj/water systems, as found in the simulations, seems 

to be the most stable phase for the C12E6/water system at around 70 wt% concentration. The defected 

lamellar phase was first reported for C22E6,[263] C16E6,[256] and C30E9[264] systems and thought to be 

induced by the increased alkyl chain lengths with limited flexibility, as a way to increase the EO 

hydration, without changing the surface area per molecule. However, a few years later, Constantin et 

al.[262] demonstrated that such phase also occurs for surfactants with lower alkyl chains, namely C12E6, 

at around 65 %wt, in a remarkable agreement with the CG-MD simulations carried out in this work. 

Since the Lα phase appeared at even higher surfactant concentrations (up to 85 wt%), an additional 

simulation at 80 wt %was carried out for this system. The final simulation snapshot is displayed in Figure 

5.4, revealing the formation of a defect-free Lα phase. This is in excellent agreement with the work of 

Mitchell et al,[210] with all the four different phases being observed in the CG-MD simulations. It must 

be noticed that the model correctly captured the structure and formation of the Lα phase for this C12E6 

system, a phase that was not clearly observed for C8E6. This can be ascribed to the increased interactions 

between alkyl chains and demonstrates the ability of the model to capture the delicate balance of forces 

behind the formation of the Lα phase. 
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Figure 5.4. CG-MD simulations for C12E6 in water at different surfactant concentrations. Colours as in Figure 5.2. 

 

A further increase in the number of EO units to 10, reveals a decrease in the stability of the lamellar 

Lα phase. As a consequence, Patrick et al.[254] suggested that, depending on the surfactant concentration, 

the C12E10/water system is either in a micellar solution or in a H1 phase. Our CG-MD simulations, shown 

in Figure D.5 in Appendix D, suggest that the model can capture such effect for concentrations below 

50 wt%, revealing the presence of micelles whose shape and size vary when the surfactant concentration 

is increased (spherical micelles → micelle rods → long cylindrical rods). The elongated cylindrical 

micelles observed at 50 wt% revealed the initial stages of the H1 phase formation, later observed at 70 

wt%, in excellent agreement with literature as shown in Figure 5.5. When the surfactant concentration 

is further increased to 85 wt%, the CG-MD simulations predict the formation of a V1 phase. Although 

this V1 phase was not reported experimentally, it is a well-known feature of this type of systems, being, 

according to experimental results, also present in C12E8 and, in a very narrow range of conditions, in the 

C12E9 system.[233,265] It must be pointed out that the Lα phase was not observed in the CG-MD 

simulations carried in this work for the C12E10/water system, confirming the absence of such phase, as 

previously reported experimentally for the C12E9 system.[265] 
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Figure 5.5. Spatial organization of the alkyl tails in the H1 phase observed in the C12E10/H2O system at 70 wt% 

concentration. 

 

Continuing the trend of decreasing the stability of the lamellar phase, the C12E12/water system 

showed a similar behaviour with the exception that, contrarily to C12E10, POM observations and low 

angle X-ray studies carried out by Mitchell et al.[210] revealed the formation of a cubic phase with two 

different morphologies in the 30-55 wt% concentration range, prior to the formation of the H1 phase. A 

subsequent study developed by Sakya et al,[255] reinforced the results of Mitchell et al.[210] but stressed 

the existence of a third morphology of the cubic phase in a very narrow range of (T, x) conditions. The 

results of the CG-MD simulations for the C12E12 system are presented in Figure 5.6, confirming the 

decrease in the stability of the lamellar phase. At 15 wt%, the model predicted the formation of a micellar 

phase with near-spherical micelles in good agreement with the phase diagram reported by Sakya et 

al.[255] According to this study, at higher concentrations, a cubic phase with different structures is 

expected but such well-defined cubic phases could not be well reproduced by the model. At 50 wt%, 

cylindrical rod micelles were found instead, that represent the precursor of the H1 phase at this 

concentration and found to persist up to higher surfactant concentrations. Accordingly, in the CG-MD 

simulation at 70 wt%, a H1 phase is predicted by the model. A further increase of the surfactant 

concentration (82 wt%) does not lead to a clear Lα phase. Instead, at this concentration, the system seems 

to be in an intermediate phase between H1 and a Lα
H-like phase, similarly to what was observed for 

C12E10. 
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Figure 5.6. CG-MD simulations for C12E12/H2O at different surfactant concentrations. Colours as in Figure 5.2. 

Black represents the direction of plane in which the content of the box was cut to allow for a clearer visualization. 

 

Among the twelve different surfactants analysed in this work, the C12E23 represents the molecule 

with the highest number of EO units (highest HLB). Due to the increased hydrophilicity, Patrick et 

al.[254] reported the absence of mesophases in C12E23 except for the formation of the I1 phase, although 

no temperature and concentration conditions were provided. The CG-MD simulations for this surfactant 

confirmed the absence of ordered phases. Instead, a random dispersion of spherical or rod-like micelles 

(depending on the concentration) was observed in all simulations as illustrated in Figure D.6. in 

Appendix D. In fact, even for very high concentrations (e.g., 50 or 70 wt%), most of the micelles retain 

its sphericity, contrarily to what is observed for surfactants with a lower HLB. 
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Overall, the results predicted for C12 surfactants showed a good agreement with literature reports, 

especially considering the CG nature of the model and its inherent transferability. Previous models could 

not reproduce the phase behaviour of surfactants with a considerable number of EO units. Nevertheless, 

the MARTINI FF successfully provided a reasonable description of CiEj surfactants with EO groups up 

to 23 units. Moreover, the model was able to predict the inability to form spherical micelles when the 

number of EO groups is low (j = 2, 4) as well as how the lamellar phase is the most stable phase for such 

surfactants. Simultaneously, the model was able to predict how the increased hydrophilicity first induces 

the instability of the lamellar phase and, then the hexagonal phase emerges for even larger hydrophilic 

heads. In summary for C12Ej surfactants, increasing j, and consequently the HLB, changes the first 

mesophase from lamellar to hexagonal, and possibly to a cubic-like phase or a micellar solution. This is 

in good agreement with experiments and the model seems to predict that, as the size and consequently 

the area occupied by the hydrophilic group is increased, the surfactant packing favors the formation of 

curved interfaces (spheres and cylinders) over planar ones (bilayers) as observed in both the simulations 

carried here and in the experimental data reported in the literature. 

 

C16 surfactants 

Previous CG-MD studies of aqueous solutions covering CiEj surfactants were restricted to i = 12 

and three different EO groups, j = 2, 4, 6. Bearing in mind the effect that longer alkyl chains could have 

in the mesophase behaviour, a set of CG-MD simulations were carried out for C16 surfactants with 

different number of EO units. 

Mitchell et al.[210] reported the phase diagram for C16E4. At low surfactant concentrations and 

temperatures lower than 333 K, the system exhibits a W + Lα dispersion with the Lα phase being replaced 

by an L3, V2 or L2 phase when the temperature is increased. Such phases are stable up to circa 60 wt% 

of surfactant concentration beyond which the lamellar phase is always the most stable phase. The CG-

MD simulation results for C16E4 are presented in Figure 5.7, exhibiting elongated or rod-like micelles at 

15 wt%. At 30 wt%, the system seems to be in a transition state resembling the V1 phase that often acts 

as a precursor for layer-like structures such as those later observed at 50 wt%. Despite this intermediate 

phase was not reported by Mitchell et al.[210], it is compatible with a phase transition from the micellar 

rods-to-Lα phase observed at low concentrations. This is unequivocally the most stable phase at higher 

concentrations and is also observed in the CG-MD simulation at 70 wt%. 
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Figure 5.7. CG-MD simulations for C16E4/H2O at different surfactant concentrations. Colours as in Figure 5.2. 

 

Funari et al.[256] and Fairhurst et al.[257] reported the phase diagram for the C16E6/water system. 

Even though there are a few differences concerning the location of the phase boundaries, both studies 

denoted the presence of an intermediate phase, a term used here for the first time to characterize non-

cubic phases between H1 and Lα occurring in CiEj/water systems. Prior to the formation of the Lα phase, 

and because long alkyl tails cannot pack into V1 structures,[256] the presence of both, the intermediate 

phase and a defected lamellar phase Lα
H, are expected to arise instead, stressing the role played by the 

alkyl chain conformations in controlling the transition between H1 and Lα. The CG-MD simulations for 

the C16E6/water system showed the change in the organization of the alkyl chains due to the increase on 

the surfactant concentration as presented in Figure 5.8. At 40 wt%, the system formed cylindrical rods 

resembling the H1 phase that was reported between 35-45 wt% of surfactant concentration.[256,257] At 
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50 wt%, the system assembled in a mesh-like structure which is one of the possible structures suggested 

by Holmes and co-workers[257,266] for the intermediate phase, thought to replace V1 for surfactants 

with considerably long alkyl chains. At higher surfactant concentration, the alkyl chains are already 

forming a Lα phase with an almost negligible presence of water-filled defects. Although the formation 

of a defected lamellar phase is expected between the intermediate phase and the Lα, the considerably 

high temperature and the high concentration contributed to the decreased number of defects found in the 

Lα
H phase. In Figure D.7. in Appendix D, another perspective of the simulation box for the 70 wt% 

system is shown, where one of the pore defects still present can be more easily observed.  

It must be highlighted that the model was able to predict the existence of a mesh-like intermediate 

phase, instead of the typical V1 phase due to the increase of the alkyl chain length, and a relatively low 

HLB is yet another beacon of the model prediction ability and transferability. 

 

Figure 5.8. Arrangement of the alkyl tails in the C16E6/H2O system at different surfactant concentrations. 

 

Mitchell et al.[210] reported a few years earlier that neither the intermediate or Lα
H phases were 

present in C16E8. Instead, the phase diagram displayed the archetypical progression of phases from low 

to high amphiphile concentrations, i.e., micellar solution → micellar cubic phase → hexagonal columnar 

phase → bi-continuous cubic phase → lamellar phase. The CG-MD simulations results for this C16E8 

system are shown in Figure 5.9. The results display a fair agreement with experiments: at 15 wt%, the 

system exhibited a micellar solution with the micelles retaining their sphericity up to 30 wt%. At this 

concentration, the presence of a cubic phase could not be clearly identified, although some sort of long-

range ordering of the micelles, resembling a micellar cubic phase, is visible when compared with the 

results for other systems at different conditions. At 50 wt%, the hexagonal phase is expected according 

to the literature but only dispersed cylindrical micelles were found. Conversely, at 70 and 80 wt% the 

model can predict the occurrence of the V1 and Lα phases, respectively. Perhaps, the most interesting 

result is that the defected lamellar phase – previously observed for C16E6 – was no longer observed in 
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this system. The model was able to capture the ability of the system to form instead a V1-like phase given 

a sufficiently large j/i ratio. It is important to stress that V1 structures are difficult to characterize, with 

the best candidates being extended networks where the chain/water interface has both positive and 

negative curvatures, as observed in some of our simulations.[267] 

 

Figure 5.9. CG-MD simulations for C16E8/H2O at different surfactant concentrations. Colours as in Figure 5.2. 

 

When the number of EO groups are increased, such as in C16E12, the agreement with experiments 

was less satisfactory. According to the work of Mitchell et al.[210] at 30, 50 and 70 wt% the I1, H1, and 

V1/Lα phases are expected. The stability of the bi-continuous and lamellar phases decreases considerably 

and are only present in a very narrow range of concentrations. In the CG-MD simulations carried out in 

this work, depicted in Figure D.8. in Appendix D, at 30 wt%, the cubic phase was not found and at 50 

wt% the cylindrical micelles were somehow organized, but not in the expected hexagonal array. At 70 

wt%, the bi-continuous cubic phase was indeed observed, as reported in the literature. However, the 

lamellar phase persisted to even higher concentrations (up to 90%wt) contrary what it was observed 

experimentally. This is, however, a common issue of MD simulations when tackling phase transitions 

between ordered phases such as the lamellar phase at very high concentrations. Nonetheless, the ability 

of the model to predict the existence of a V1-like phase instead of a defected lamellar phase is still a 

remarkable achievement of the model. 



CHAPTER 5. MD Simulations of Surfactant Systems 

164 
 

The low concentration regime 

Under diluted conditions, a surfactant molecule is usually present in water as a solution of 

surfactant unimers or small oligomers aggregates. However, at a given temperature, once the surfactant 

concentration is increased beyond a certain threshold – denoted as the cmc –, small spherical-shaped 

aggregates are formed to decrease the alkyl chain area exposed to water. By increasing the surfactant 

concentration, the size of the micelles tends to rise, while its sphericity is severely decreased, leading to 

the formation of rod-like and disk-like aggregates that can be seen as precursors of long-range ordering 

phases such as H1 and Lα. 

Therefore, having a reasonable description of the micellar aggregates, precursors of certain 

mesophases, and the knowledge on how the cmc or Nagg vary with the surfactant nature, is highly relevant 

for the design and understanding of CiEj solutions. While cmc values are relatively easy to determine 

experimentally, usually capturing changes in the behaviour of relevant physical properties (e.g., 

conductivity, surface tension, etc.), it is a tough question for MD simulations. This is mainly due to the 

very low cmc values of non-ionic surfactants when compared to their ionic counterparts that makes it 

very computational demanding to systematically simulate systems at such low concentrations, even using 

CG models. The experimental cmc and Nagg values found in literature for the studied surfactants are 

provided in Table 5.2. In the case of the C12E6 aqueous solution – surfactant with an intermediate HLB 

value in between those studied in this work – the cmc reported experimentally ranges between 6.8 and 

8.8∙10⁻5 M, while their Nagg are between 110-180.[222,268,269] Considering the highest concentration 

and the lowest Nagg, a simulation of only 110 molecules of surfactant requires more than 17 millions of 

CG water beads (68 millions of water molecules). An alternative is to perform simulations at higher 

concentrations but still within the micellar phase and take the average free surfactant unimer 

concentration as a rough estimation of the actual cmc. This approach has been previously used with the 

MARTINI FF, using a different CG mapping for the CiEj molecules, and found to provide a reasonable 

estimation of the cmc values, although an incorrect temperature dependency was observed.[214] 

With the aim to explore the ability of the CiEj CG model at concentrations near the cmc, an 

additional simulation of 51 C8E6 molecules (the surfactant with the lowest cmc from those investigated 

in this work) was carried out at 9.8∙10⁻3 M. After 5μs of simulation, using an in-house cluster counting 

code, the Nagg was found to be 39 surfactant molecules, with 12 molecules remaining freely in the 

solution. The free surfactant unimers correspond to a concentration of 2.3∙10⁻3 M that compares 

reasonably well with the cmc values reported in literature. This fact suggests that the CG mapping 

proposed by Grunewald et al.,[245] and used in our study, retains the ability to provide a reasonable 

estimate of the cmc for CiEj surfactants in water. 
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Table 5.2. Micelle aggregation numbers determined from the CG-MD simulations at 15 wt% of surfactant 

concentration and literature values for Nagg and cmc. 

Surfactant 𝑵𝒎𝒊𝒏 𝑵𝒎𝒂𝒙 𝑵𝒂𝒈𝒈 𝑵𝒂𝒈𝒈
𝑳𝒊𝒕  Ref. 𝒄𝒎𝒄𝑳𝒊𝒕(𝐌) Ref. 

C8E6 43 104 61.9 32 [270] ~9.8·10-3 [211,270,271] 

    51 [272] 7.6·10-3 [270] 

      1.68·10-2 [270] 

    >300 [269] 2.3·10-4 [269] 

C8E12 34 59 46.6 -  -  

C12E2 - - - -  3.3·10-5 [224] 

C12E4 140 329 250.0 160* [268] 6.0·10-5* [268] 

      4.33·10-5 [273] 

C12E6 53 158 90.9 110 [268] 6.8·10-5 [268] 

    144-180 [269] 8.8·10-5 [222] 

C12E10 38 72 58.8 -  -  

C12E12 29 70 50.0 81 [269] 1.4·10-4  [224,269] 

C12E23 19 61 38.5 40 [268] 1.0·10-4 [268] 

    41 [269] 1.75·10-4 [269] 

C16E4 176 322 250     

C16E6 73 168 111.1   1.3·10-6 [271] 

C16E8 56 114 83.3 160 [269] 5.0·10-7 [274] 

C16E12 39 105 66.7 152 [269] 2.3·10-6 [269] 

*values for C12E5  
Lit – Literature values 

 

The MARTINI FF has been previously applied for the prediction of the Nagg in aqueous solutions 

of CiEj surfactants[214] and to obtain the average size distribution of ethylene oxide urethane 

micelles[275]. However, in those works previous parameterizations of the EO groups were based on pre-

existing MARTINI beads. Therefore, to analyse the ability of the new EO parameterization to predict 

the aggregation behaviour of CiEj surfactants, Nagg values, were here obtained using the cluster counting 

code for 15 wt% systems. It is however important to point out two aspects of the values obtained using 

this procedure: firstly, the Nagg cannot be obtained for the C12E2 system, since the Lα phase was already 

observed at 15 wt%. Secondly, since Nagg tends to increase with surfactant concentration, the values 

reported here are expected to be slightly higher than those predicted by the model at the cmc, especially 
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for those surfactants with a considerably high i to j ratio, where micellar-to-rod transition was observed 

at this concentration, instead of spherical micelles, as observed in C12E4 and C16E4.  

The aggregation numbers (minimum, maximum, and average) obtained in the CG-MD simulations 

are reported in Table 5.2 and compared with some experimental values found in the literature. It must 

be pointed out that the literature values should be taken with caution since diverse values were reported 

by different authors and, in addition, the concentrations were not always provided. Table 5.2 exhibits a 

considerable disparity between the minimum and maximum micelle size. Nonetheless, the Nagg values 

obtained correctly describe the effect of the chain length, increasing with i and decreasing with j. The 

agreement with literature can also be considered fairly satisfactory, in particular for C8E6, C12E6, and 

C12E23 systems. It is worth to highlight the excellent agreement obtained for the C12E6 whose Nagg ~ 90.9, 

which is close to the value reported in literature as shown in Table 5.2, Nagg = 110, and different to the 

Nagg = 45 previously reported by Puvvada et al.[235,276] who used a molecular thermodynamic approach 

to predict the micellization. Clearly, the highest deviations were observed for the C16 systems when 

comparing with the data reported by Levitz et al.[269] however, such data could have been severely 

overestimated. For instance, in the C8E6 system, micelles with more than 300 surfactant molecules were 

reported, even though other authors have reported values between 32 and 51 for the same 

system[270,272] or 80 for C8E5, whose Nagg is expected to be higher.[268] 

These results reinforce the ability of the MARTINI FF to provide a reasonable description of the 

low concentration micellar regime in aqueous solutions of non-ionic surfactants; however, as previously 

mentioned, to obtain quantitative measurements of the cmc using this type of simulations can easily 

become computational prohibitive, especially for the longer non-ionic surfactants with very low cmc 

values. One viable alternative, suggested by Anogiannakis et al,[277] is to use an implicit solvent version 

of the MARTINI FF to calculate such diluted properties, while retaining the original variant to study the 

phase behaviour at higher concentrations. In their work, after a small tweak of the interaction between 

the hydrophobic beads and of the electric permittivity of water, a good agreement with the cmc and Nagg 

of ionic surfactants was achieved and, considering the good description obtained here, similar results can 

be expected for the non-ionic surfactants. Another alternative could be the methodology proposed by 

Santos et al.[278] that used Monte Carlo simulations of a lattice surfactant model to determine the cmc 

from extrapolations of the unimer surfactant concentration. However, as exemplified above for C12E6, 

diluted simulations of these surfactants at concentrations even slightly above the cmc are computational 

prohibitive so that an implicit solvent model would still be required.[278] 

A final model benchmark on describing the diluted region of the CiEj/water systems is the micellar 

radius. Unfortunately, experimental data was only found for C12E6, exhibiting a micelle radius ~ 20 ± 5 
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Å reported by Corti et al.[222] To obtain the micelle radius from the CG-MD simulation carried out for 

C12E6/water system at 15 wt%, the micelle density profile from the micelle centre of mass was obtained 

and shown in Figure 5.10. The micelle radius is the distance from the centre of the micelle (0) to the 

maximum of hydrophilic head curve (purple). Thus, the micellar radius is ~21.7 Å which is in excellent 

agreement with the literature. This suggests that the model correctly describes the molecular packing of 

the surfactant within the micelles. 

 

Figure 5.10. Micelle density profile for the C12E6 in water as obtained from the CG-MD simulation at 15 wt%. 
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Conclusions 

In this section, an extensive analysis of the influence of molecular structure and concentration on 

the phase behaviour of aqueous solutions of CiEj surfactants was carried out using a MARTINI FF for 

CG-MD simulations. Twelve different surfactants with different chain lengths of both the hydrophobic 

and hydrophilic moieties were investigated at different concentrations, allowing to span a wide range of 

HLB values.  

Concerning the effect of the alkyl chain length, MD simulations were able to correctly reproduce 

how an increase of i from 8 to 12 leads to the decrease of mesophase instability. LC phases were obtained 

for C12 surfactants, even for small hydrophilic moieties, for which a lamellar phase can be predicted even 

at very low surfactant loadings, in agreement with experiments. In addition, the effect of adding EO units 

is shown to be well captured by the model, used to simulate surfactants with up to 23 EO units, accurately 

describing the decreased stability of the lamellar phase when the number of EO chains are increased.  

In terms of mesophase structures, the model captured the existence of intermediate phases between 

H1 and Lα, other than the usual V1 phases, typical of these types of systems. As an example, the presence 

of a defected lamellar phase, initially supposed to exist only for long alkyl chains (i > 16), was here 

shown also for C12 surfactants, in excellent agreement with some of the most recent studies. 

Furthermore, the model provided a reasonable description of the micellar regime, namely the 

micelle radius, aggregation numbers and critical micellar concentration, in agreement with experiments, 

considering the uncertainty of some experimental values. 

Overall, the model correctly predicted the formation of LC phases in CiEj systems in a wide range 

of concentrations in good agreement with experiments, regardless the surfactant structure, while still 

providing a reasonable description of diluted micellar phases. The obtained results improve the reliability 

of the MARTINI CiEj model, paving the way for the use in multi-component systems used in the industry 

and diverse research areas, providing some clues when experimental data is not available. 
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5.2- The impact of oil on the phase behaviour of CiEj/H2O systems 

 

Introduction 

One of the advantages of developing a MARTINI CG-MD computer simulation framework is its 

transferability. Thus, the CiEj model discussed in the previous section can be used as a computational 

design tool to analyse the impact of adding other compounds, providing a tool for the computational 

design and analysis of new surfactant systems. This is useful not only for the Oil & Gas industry in the 

search for new systems relevant for EOR applications, but also in other fields where formulations 

typically contain this kind of surfactants, such as many detergents or cosmetics. Within EOR, before 

using the MARTINI FF to model the oil detachment mechanism from the rock reservoir, it is first 

advisable to evaluate the impact of oil, or other non-polar fluids, to the phase behaviour of the surfactant-

water systems investigated in the previous chapter. This would not only allow to understand and predict 

how the oil affects the interfacial curvature and phase structure of the fluid, allowing the manipulation 

of the liquids structure, but also to enable a better understanding of the interactions established between 

the oil and the solution. Unfortunately, although there is a great amount of information in the literature 

about the macroscopic phase behaviour of these ternary systems, typically in the form of fish-shaped 

phase diagrams at a constant oil-to-water ratio showing the macroscopic phase separation,[279] 

knowledge about how an oil affects the nano-structural organization of  CiEj-water systems are much 

scarcer, and are often limited to analyse the swelling or penetrating behaviour of an oil in the 𝐿𝛼 or mesh 

phase.[280–282] As a consequence, phase diagrams for the ternary systems that include information 

about the possible LC phases are far from being common and, to the best of my knowledge, only the 

remarkable book written by Laughlin[283] presents a full phase diagram including the LC phases (in this 

case a 𝐿𝛼 phase) for the C10E4 + C16H34 + H2O system, at different temperatures between 19 and 60 ºC. 

Therefore, given the good results obtained in the previous section, CG-MD simulations are here 

carried out for ternary systems oil + surfactant + water to predict the impact of oil to the most common 

types of LC phases. The C12E6 surfactant is chosen as archetypal surfactant given its intermediate HLB 

and because in the previous chapter it was shown to form the most common phases, namely micellar, 

H1, 𝐿𝛼
𝐻, and 𝐿𝛼. Hence, starting from the final configurations of the binary system obtained in the previous 

chapter at different concentrations of C12E6, n-dodecane is used as a model oil and added to the system 

in different amounts. Each n-dodecane molecule is modelled using four ‘C1’ beads, the same beads used 

in the surfactant tail, and commonly used to model n-alkanes.[52] Even though temperature has an 

important impact on the phase behaviour of the ternary systems,[283] especially in what concerns the 
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macroscopic phase split, simulations were carried out only at 313 K to investigate the effect of increasing 

oil amounts upon the LC phases at constant temperature. The different simulations were run for up to 8 

μs and the equilibrium was ensured, using the same settings and methodology described in the previous 

chapter. Simulations starting from the 𝐿𝛼of aqueous solutions of C10E4 were also carried out to enable a 

qualitative comparison with the results reported by Laughlin[283]. 

 

Results 

The Lamellar phase (𝐿𝛼) 

Based on the phase diagram reported by Laughlin[283], the binary system C10E4 + H2O exhibits a 

𝐿𝛼 phase at around 60 wt% of surfactant and 313 K. This phase is shown to persist upon the addition of 

small amounts of oil (n-hexadecane) but, when the total oil concentration amounts to more than 30 wt%, 

a phase split is observed. To reproduce this behaviour, CG-MD simulations were carried out for C10E4 + 

H2O + n-dodecane mixtures. Starting from a binary mixture of C10E4 + H2O at 60 wt% of surfactant, oil 

molecules were added so that the total oil amount in the mixture corresponds to 10, 25 or 40 wt%. Figure 

5.11 shows the organization of the oil molecules and the alkyl tails of the surfactant. While at low oil 

concentrations the oil molecules move towards the inner part of the bilayers and the liquid retains the 

form of a 𝐿𝛼 phase, as soon as the oil concentration is increased, the system forms an oil-rich phase. At 

25 wt% of oil, except for one aggregate, all the oil is present in a continuous phase and increasing the oil 

concentration leads to the expected phase separation. Although simulations in rectangular boxes would 

make the visualization clearer, in the simulation at 40 wt% all the oil molecules are extended across the 

periodic boundary conditions in a continuous phase that is separated from the aqueous phase, with the 

surfactant molecules residing at the oil/water interface. 

 

Figure 5.11. Final snapshots of the CG-MD simulations for C10E4 + H2O + n-dodecane mixtures at 313 K. Yellow 

represents the oil molecules, while green is used to represent the surfactant alkyl tails. Water and the polar section 

of the surfactants are removed for a clearer view of the system but occupy the rest of the simulation box. 
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This behaviour agrees with previous experimental observations and with results obtained using 

dissipative particle dynamics simulations, suggesting that oils with alkyl chains larger than those of the 

surfactant typically swells the hydrophobic region of the bilayers.[280,282] Additional simulations were 

carried out by replacing the n-dodecane by n-eicosane to analyse the effect of the oil’s chain length but, 

as depicted in Figure 5.12, a similar qualitative behaviour was observed. Due to the increased 𝑀𝑤 of the 

oil, the simulation at 25 wt% is already consistent with phase separation, with the oil molecules being in 

a continuous phase and, at 40 wt%, the phase separation is clearer, even using cubic simulation boxes. 

The earlier phase separation is, in this case, coherent with the fact that longer oils, having a larger volume 

contribute more to the total alkyl chain volume, encouraging the decrease of the surface curvatures and, 

if at sufficiently high concentrations, promoting phase separation. 

 

Figure 5.12. Final snapshots of the CG-MD simulations for C10E4 + H2O + n-eicosane mixtures. Colours as in 

Figure 5.11. 

 

When replacing the C10E4 for the C12E6 surfactant, the layered-like structure of the 𝐿𝛼 phase seems 

to be more stable upon the addition of oil, despite the increased HLB of this surfactant. The final 

snapshots of the CG-MD simulations for the C12E6 + H2O + n-dodecane mixtures are shown in Figure 

5.13 and show that only at 30 wt% the different layers start interacting with each other, leading to the 

formation of a bi-continuous phase that is also observed at 40 wt%. At lower oil concentrations (e.g., 

10%) because the alkyl chain length of the oil is now equal to that of the surfactant tail, the oil can more 

easily penetrate between the alkyl chains of the surfactant, and the swelling is less intense, in agreement 

with what is observed experimentally.[280] Since these simulations started from the final configuration 

of the binary system C12E6 + H2O at 80 wt% surfactant, presented and discussed in section 5.1, the phase 

split is not observed, probably due to the very low amount of water present. It is thus reasonable to 

assume that the considerably high oil-to-water ratios makes the system more stable in a single bi-
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continuous phase than in two phases. This agrees with the observations of Laughlin,[283] whose phase 

diagrams for the ternary systems usually contain a large single-phase region for water-lean mixtures. 

 

 

 

Figure 5.13. Final snapshots of the CG-MD simulations for C12E6 + H2O + n-dodecane mixtures at 313 K. The 

simulations start from an aqueous solution of C12E6 with 80 wt% of surfactant to which oil molecules were added 

until the total oil amounts to 10, 20, 30 and 40 wt% of the total system’s weight. Colours as in Figure 5.11. 

 

The Defected Lamellar Phase (𝐿𝛼
𝐻) 

The aqueous solution of C12E6 at 70 wt% of surfactant consists of a 𝐿𝛼
𝐻 fase in which the 

hydrophobic layers contain water-filled defects. Starting from this configuration, different amounts of n-

dodecane were added to the system to understand its impact on this characteristic CiEj phase. The results 

of those CG-MD simulations are shown in Figure 5.14. As it can be observed, when small quantities of 
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oil are added to the system (10 wt%), the oil molecules move towards the hydrophobic layers that self-

reorganize and defects are no longer observed, exhibiting a 𝐿𝛼 phase instead, the same being also 

observed for 20 wt% of oil. Although related to a different type of intermediate phase, Wang et al.[281] 

had previously reported that the addition of an oil to the mesh phase exhibited by C16E6/water, in the 

concentration space between the 𝐻1 and 𝐿𝛼 phases, destabilized the intermediate phase in favour of 𝐿𝛼, 

thus a similar behaviour can be expected for a 𝐿𝛼
𝐻  observed in the same concentration regime. 

 

 

Figure 5.14. Final snapshots of the CG-MD simulations for C12E6 + H2O + n-dodecane mixtures at 313 K. The 

simulations start from an aqueous solution of C12E6 with 70 wt% of surfactant to which oil molecules were added 

until the oil amounts to 10, 30, and 40 wt% of the total system’s weight. Colours as in Figure 5.11. 
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For higher amounts of oil (i.e., 30 wt%) a bi-continuous phase, similar to the one observed in 

Figure 5.13, is obtained. However, when the oil concentration is increased, a phase split is now expected 

to occur given the higher amount of water present in the system when compared with the one shown in 

Figure 5.13. Therefore, the simulation at 40 wt% shows how the oil is already in a continuous phase, 

except for one single aggregate that still resides within the aqueous phase. It is thus very likely that small 

temperature/concentration changes around this point may lead to a complete phase separation of the 

system. 

 

The Hexagonal phase (𝐻1) 

For the 𝐻1 phase observed at 50 wt% C12E6 in water, an unexpected behaviour was noticed. As 

depicted in Figure 5.15, when a small amount of oil is added, the oil penetrates into the cylindrical rods, 

and the rods become distorted and start interacting with each other, leading to the disappearance of the 

𝐻1 phase. This is expected since experimental observations have previously suggested that the oil 

addition often results in a loss of phases with high mean surface curvature, favouring its conversion into 

phases characterized by a lower surface curvature such as bi-continuous and 𝐿𝛼 or, in the case of large 

oil concentrations, a macroscopic phase split. However, at 20 wt%, upon the addition of oil, the cylinders 

become much thicker and distorted due to the incorporation of the oil molecules but became independent 

and organized in a hexagonal-like shape, although water is present in between the rods. A further increase 

on the amount of oil in the mixture and the systems starts a transition towards a phase split, as suggested 

by the snapshot of the simulation carried out at 30 wt% of oil that resembles the one observed at 40 wt% 

of oil shown in Figure 5.14. This makes it clear that as soon as the concentration of water in the mixture 

is increased, the amount of oil required for phase separation is decreased. This is expected since the 

region where the correspondent LC phase is observed in the surfactant + water binary system gets closer 

to interfere with the oil – water miscibility gap. 
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Figure 5.15. Final snapshots of the CG-MD simulations for C12E6 + H2O + n-dodecane mixtures at 313 K. The 

simulations start from an aqueous solution of C12E6 with 50 wt% of surfactant to which oil molecules were added 

until the oil amounts to 10, 20, and 30 wt% of the total system’s weight. Yellow represents the oil molecules, green 

and purple are used to represent the surfactant hydrophobic and hydrophilic parts, respectively, and blue represents 

the water molecules. 

 

The Micellar phase (𝐿1) 

In EOR applications, the injection fluid usually contains a diluted aqueous solution of a given 

surfactant that is mixed with co-surfactants and other components before being introduced into the 

reservoir for the recovery of additional oil. Since the concentration of the surfactant solution is usually 

above the cmc, the system may consist of a micellar solution, typically containing individual nearly 

spherical micelles. Therefore, being able to capture the effect of an oil in the phase behaviour of the 

injection fluid, through non-invasive and cheap computational tools, is important for a better 

understanding of the underlying mechanism of oil recovery and, consequently, for the more efficient 

design of new surfactant-based injection fluids. 

Starting from the binary system C12E6 + H2O at 15 wt% of surfactant concentration, discussed in 

the previous chapter, oil molecules were added to the system in different amounts, and CG-MD 

simulations were carried out to analyse the structural organization of the system. Figure 5.16 shows the 

quick absorption of oil molecules into the spherical micelles, even when a small amount of oil (5 wt%) 

is added to the micellar solution. As can be observed, in an intermediate stage, the oil molecules start to 

form hydrophobic clusters before interacting with the micelles and moving towards their centre. 

Furthermore, as depicted in Figure 5.17, when more oil is added, a considerable micellar growth is 

observed. While the binary C12E6 + H2O mixture contained 10 micelles, the systems with 10 and 15 wt% 

of oil contain only 3 and 2 micelles in equilibrium, respectively. Surprisingly, despite the considerable 

micellar growth, the micelles retained their spherical shape, but it is likely for the micellar growth to lead 
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to phase separation after the merge of these two micelles upon further addition of oil or upon a 

temperature change. 

 

 

Figure 5.16. CG-MD simulations for C12E6 + H2O + n-dodecane. Oil molecules amounting to a total of 5 wt% 

were added to an aqueous solution of C12E6 at 15 wt%. Colours as in Figure 5.15. 

 

 

Figure 5.17. Micellar growth in C12E6 + H2O + n-dodecane mixtures as the amount of oil in the mixture increases. 

Colours as in Figure 5.15. 
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Conclusions 

In this section, CG-MD simulations were carried out to obtain physical insights on the effect of 

adding oil to the mesophase behaviour of aqueous solutions of CiEj surfactants. Overall, in the case of 

LC phases like 𝐿𝛼, 𝐿𝛼
𝐻 and 𝐻1, when a small amount of oil is added, the oil molecules are quickly 

incorporated within the hydrophobic layers or the cylindrical rods making up those phases (note that in 

the case of a 𝐿𝛼
𝐻 phase, the defects in the bilayers become immediately absent upon a small addition of 

oil). For intermediate oil concentrations, and since the water content is usually low when these LC phases 

are present, the system may remain stable in a single bi-continuous phase, unless sufficiently high 

amounts of oil are added to induce phase separation. In summary, the addition of oil to an aqueous 

surfactant results in a decreased stability of phases with high mean surface curvature, favouring its 

conversion to phases with lower curvature such as bi-continuous and 𝐿𝛼 that also become destabilized 

as soon as the amount of oil is further increased, leading to a macroscopic phase separation.  

For the micellar region, when oil molecules are added, they initially form some hydrophobic 

clusters that then start interacting and penetrating the micelles. If the amount of oil is increased, a clear 

micellar growth is observed until the system separates into an oil-rich and a water-rich phases. 
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5.3- Perspectives on the use of CG-MD simulations for EOR applications 

 

Introduction 

Numerous experimental studies have dealt with different aspects of oil recovery upon surfactant 

flooding, such as phase behaviour,[284] oil/water IFT,[285] substrate wettability,[286] or foaming 

ability.[287] These studies demonstrate the role of surfactants in decreasing the oil – water IFT, in 

modifying the wetting behaviour of the rock surface, or in being able to disturb oil layers that are 

adsorbed at a given substrate facilitating the oil detachment from the rock.[288] Even though these 

studies have undoubtedly contributed to a better understanding of the macroscopic dynamics of 

surfactant flooding EOR processes, the wide variability in terms of reservoir rocks and crude oils poses 

a striking challenge for the understanding of the molecular mechanism of oil detachment under a given 

set of conditions. This urges the development of computational tools that can be used for screening 

purposes and to predict the behaviour of a given injection fluid in a specific reservoir, while probing the 

microscopic details of the underlying process. 

Atomistic MD simulations have been successfully applied to describe the molecular scale 

properties of different oil/water and oil/water/surfactant interfaces, and to propose mechanisms for the 

oil detachment process from different surfaces.[288–292] Although these studies allowed researchers to 

obtain a molecular-level picture of the oil detachment process as a function of different effects such as 

the type and structure of the surfactant or the substrate polarity, the time and size scales attainable through 

AA-MD simulations prevent the study of sufficiently large systems during the whole duration of the 

process. Thus, AA models are computational expensive and too slow to be efficiently used for screening 

purposes, or for the predictive design and evaluation of new injection fluids for a given reservoir 

operation. For these reasons, being able to quickly simulate the oil detachment process under different 

conditions without extensive parameterizations and following a straightforward procedure would be 

useful. The MARTINI FF offers a valuable perspective due to its transferable character, standing as an 

attractive alternative. Having successfully demonstrated the ability of the MARTINI FF for predicting 

the phase behaviour of CiEj + water and CiEj + water + oil systems in the previous sections of this chapter, 

a few perspectives on the use of the MARTINI FF to model the oil detachment process are here 

attempted. First, the MARTINI 2.0 FF,[52] used in the previous sections, was applied to model the oil 

detachment from a silica surface using an aqueous solution of C12E6. Unfortunately, the CG-MD 

simulations revealed an unrealistic freezing of water near the silica surface once the oil starts to form a 

spherical aggregate. This issue is shown to be related to deficiencies in the MARTINI water model in 

this version of the FF, essentially when in the presence of a surface, and not to problems in the surfactant, 
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oil, or surface models. Then, preliminary tests using the MARTINI 3.0 FF, recently published by Marrink 

and co-workers[293], showed that the improved and increased number of bead types and the availability 

of more CG mapping options, as well as the enhanced energy transfer between water molecules allowed 

to overcome this issue, enabling to explore the oil detachment process through CG-MD simulations. The 

preliminary results presented here suggest that once the surfactant and surface models have been 

adequately converted to the updated version of the FF, the MARTINI model can indeed become a very 

useful tool for the design and simulation of surfactant flooding processes, allowing the quick and 

inexpensive evaluation of different injection fluids. 

 

Methodology 

For the CG-MD simulations using the MARTINI 2.0 FF, the surfactant, water, and oil molecules 

were modelled using the mappings discussed in the previous sections. To model the silica substrate, a 

planar silica surface is considered following the guidelines presented in the work of Perrin et al.[294], 

where the MARTINI FF was used to investigate the structure and dynamics of polymers near a silica 

surface. Accordingly, each silanol group is mapped into one CG bead, namely a nonpolar bead with 

hydrogen-bond donor capabilities, i.e., the Nd bead type of the MARTINI framework. Perrin and co-

workers[294] showed that a flat surface can be designed in order to reproduce the averaged silanol 

density of amorphous silica surfaces and that one single layer can be used, as additional layers do not 

change the surface properties. Therefore, a one-layer flat and rigid surface of silica was built using the 

atomistic structure encompassing three silica atoms to construct the CG model following the 3:1 mapping 

recommended in the MARTINI FF to model ring structures. The GROMACS tools gmx genconf and 

gmx x2top were used to generate the CG silica sheet from the CG unit and the topology inputs, 

respectively. 

The CG-MD simulations are all carried out in the NVT ensemble to allow for the use of a 

rectangular box with a sufficiently large z coordinate (normal to the silica surface) to emulate a silica – 

water – vapor interface. Thus, a silica sheet of 168 x 225 Å was used to setup the simulation box where 

the water, surfactant or oil can be added accordingly. The dodecane was selected to model the oil 

following a 4:1 mapping and using three ‘C1’ beads from MARTINI.[52] The C12E6 was selected as the 

surfactant moiety since exhibits the archetypical surfactant phase behaviour. The standard ‘P4’ bead type 

water model was selected including 10% of water antifreeze ‘BP4’ beads.  
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Results 

Tang et al.[288] have recently used AA-MD simulations to investigate the detachment process of 

an oil layer from an hydroxylated silica surface (with different polarities) using aqueous solutions of 

three different surfactants, including the non-ionic surfactant octylphenol polyoxyethylene (10) ether, 

being a good atomistic reference to evaluate the qualitative behaviour of the MARTINI FF in describing 

the same type of process. In a first step, Tang et al.[288] have randomly placed 130 n-dodecane molecules 

on the silica surface and carried out a 10 ns simulation to obtain the equilibrium adsorption configuration 

of the oil. Here, to validate the designed silica sheet surface, initially mapped with ‘Nd’ beads and their 

interactions with the oil, 1664 molecules of n-dodecane were randomly placed in a simulation box 

containing the silica surface fixed at the bottom (z=0) and the system was simulated for 500 ns. Starting 

from a random configuration, the oil molecules were found to quickly migrate towards the surface, and 

to organize themselves into three n-dodecane molecular layers parallel to the surface, in good agreement 

with the AA observations.[288] The density profile of the oil molecules was further determined from the 

CG-MD trajectory and is shown in Figure 5.18, along with the final snapshot of the simulation , which 

is presented as an inset in Figure 5.18. Although the location and intensity of the different peaks is 

different (slightly shifted towards longer distances in the CG model) than those determined by Tang et 

al.,[288] it could be mainly caused by the inherent oversize estimation of CG models. However, the n-

dodecane density profile shows a reasonable qualitative agreement between them, with three clear peaks 

similarly distanced from each other. The first CG peak, denoting the formation of the first adsorbed layer, 

is very well organized across the entire surface, while the second and third peak show decreased 

intensities, suggesting a higher disorganization and a larger number of ‘vacancies’ in these layers. 
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Figure 5.18. Number density of n-dodecane molecules as a function of the z-coordinate of the simulation box. The 

final snapshot of the CG-MD simulation of 1664 n-dodecane (represented in grey) near a silica surface (yellow 

colour) is shown as an inset. 

 

The silica – dodecane system was used to evaluate the impact of a water column above the 

dodecane layer, by adding 100000 water molecules to the system. The snapshots of the simulation after 

100 and 1000 ns are shown in Figure 5.19.  Tang et al.[288] also carried AA-MD simulations in the 

absence of surfactant and concluded that even though the oil molecules in the top layer had been 

disturbed, the water molecules could not create a water channel to penetrate the oil layer, being unable 

to detach the oil from the silica surface. However, a distinct behaviour was observed for the CG 

counterpart, since although the n-dodecane remained attached to the silica surface for a relatively long 

time, after 400 ns of simulation, water molecules started to freeze despite the use of antifreeze beads and 

were able to penetrate the oil layer and to interact with the silica surface, as shown in Figure 5.19. 

Afterwards, due to the favourable interactions established between the surface and water, the water 

spreads across the surface promoting the detachment of the oil that self-assembled forming a spherical 

aggregate that then floated towards the top. 



CHAPTER 5. MD Simulations of Surfactant Systems 

182 
 

 

Figure 5.19. CG-MD simulation snapshots after 100 and 1000 ns of a system containing a silica surface (yellow), 

1664 n-dodecane molecules (grey), and 100000 water molecules (blue). 

 

It must be pointed out that the AA-MD simulation of Tang et al.[288] was only run for 4 ns and 

here the adsorbed oil was also shown to remain stable up to 400 ns, but it is arguable whether water alone 

can promote the oil detachment from the silica surface, even after long simulation times. An additional 

CG-MD simulation was carried out for a system containing four times more water to investigate whether 

the problem was related to the system’s size. This simulation was run for 1 ns and the final snapshot is 

shown in Figure E.1., in Appendix E, depicting a similar pattern, although it shows that the freezing of 

the water occurs only in the region closer to the silica surface and not near the liquid-vapor interface. A 

similar trend was also observed in the presence of surfactant, as depicted in Figure E.2., although the oil 

was displaced much quicker. Ultimately, aiming at observing if water also freezes in the absence of both 

oil and surfactant, CG-MD simulations were carried out for water in contact with both the silica flat 

surface and a graphene sheet and the results are depicted in Figure E.3. As can be observed several 

layers of water molecules are clearly observed in both systems, although the water freezing is much more 

intense in the silica surface due to the much more attractive silica – water interactions, when compared 

with the graphene – water ones. This unrealistic behaviour of water is thought to be related to the weak 

energy landscape of standard water MARTINI model and other authors have also reported issues in 

describing the interactions between water and different surfaces, suggesting the inadequacy of the water 

model to describe solid-liquid properties.[294,295]  

Very recently, Marrink and co-workers[293] updated the MARTINI FF to its 3.0 version, which 

contains an increased number of bead types, improved interaction levels and modifiers (also known as 

labels) to take into account some atomistic details such as the orientation of hydrogen bonds,  partial 

charges, additional cross-interaction sigma values, self-interaction modifiers, and an improved water 

model, significantly expanding the capabilities of the FF. The new framework allows now much more 

options to address small compounds or discern monovalent ions, and the new parameterization did not 
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exclusively include biomolecules and other biologically relevant systems. MARTINI FF 3.0 also 

includes three new options to model water molecules, namely ‘W’, ‘SW’, and ‘TW’ beads which 

encompass 4, 3 or 2 water molecules, respectively. These new water models are expected to overcome 

some of the limitations of the water model used in the previous version (which usually required the 

addition of anti-freezing particles), being closer to the atomistic description, improving the energy 

transfer between water molecules, a well-known limitation of the previous version. 

Therefore, to overcome the unrealistic behaviour of water near a flat surface observed in 

MARTINI 2, a set of CG-MD simulations were carried out using the new MARTINI 3.0 FF to reproduce 

the oil detachment process from a silica surface, avoiding the unrealistic water freezing issues. A special 

care must be taken when extending the surfactant, oil, and surface MARTINI 2 models to the new 3.0 

one. The ‘TW’ water model was selected since its near atomistic resolution could better capture the 

energy transfer landscape of water, while for this preliminary study, the previous MARTINI 2 models 

are extended to the new MARTINI 3.0 by attempting similar interaction levels and a comparison with 

previous results, as follow: 

• For the surfactant, the C12E6 15 wt% aqueous solution was selected. This system exhibited a 

micellar distribution with a Nagg of 90, as described in Chapter 5.1 and the new MARTINI 3.0 

should capture this behaviour. Thus, after a careful bead type screening for the interaction 

energies, the best results were found when the alkyl tail is mapped using four ‘SC1h’ beads, 

‘SN3q’ beads to represent the EO groups, and finally the SP6 bead for the surfactant head. 

Thereby, the C12E6 15 wt% aqueous solution under the new mapping reproduced the micelle size 

and shape, exhibiting a Nagg ~ 100. 

• The n-dodecane MARTINI 3.0 was used which is mapped with three ‘C1’ beads, as in the 

previous version of the FF. 

• For the silica surface, the previous ‘Nd’ bead is replaced by the ‘SN1dq’ in the MARTINI 3.0 

version. 

The selected ‘TW’ water model should reproduce the experimental density of water. For this 

purpose, a simulation box containing 70862 TW particles was equilibrated and used to determine an 

averaged density of 0.9974 ± 0.007 g∙cm⁻³. Then, a CG-MD simulation containing the silica sheet and 

1664 n-dodecane molecules was carried out and the dodecane density profile is shown in Figure E.4., 

in Appendix E, and found to reproduce the results obtained with the MARTINI 2 shown in Figure 5.18, 

thus being in reasonable agreement with the AA-MD simulations of Tang and co-workers.[288] 

Afterwards, a water layer containing 165000 ‘TW’ beads was added to this system to evaluate whether 
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the dodecane layer is stable in the absence of surfactant. The system was run for 1000 ns after which the 

dodecane layer was completely stable as expected and, more importantly, the water molecules were not 

frozen conversely to what was observed using the previous version of the FF. The final snapshot of this 

simulation is shown in Figure 5.20. 

 

Figure 5.20. Final snapshot of the CG-MD simulation carried out for the system silica + n-dodecane + water using 

the MARTINI 3.0 FF. Yellow represents the silica surface, grey and blue represents the oil and water molecules, 

respectively. 

 

Bearing in mind these encouraging results, C12E6 molecules were added to the silica-dodecane-

water system to evaluate the effect of the surfactant in detaching the oil from the silica surface. Two 

different systems containing 500 and 1664 surfactant molecules were added near the oil/water interface. 

Remarkably, as shown in the simulation snapshots from Figure 5.21, the surfactant was able to induce 

the removal of oil from the silica surface in both systems. For the system with 500 surfactant molecules, 

the oil starts to aggregate after 40 ns, while in the system with 1664 surfactant molecules the oil 

aggregation starts right after the first 4 ns of simulation showing the dramatic role played by the 

surfactant in detaching the oil from the surface. Again, no unrealistic freezing of the water was observed, 

contrarily to the previous attempt using MARTINI 2 (Figure E.2.) Unfortunately, the interactions 
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between some of the particles still need to be optimized, as the surfactant + oil aggregate remained 

adsorbed at the silica surface. 

 

Figure 5.21. Final snapshots of the CG-MD simulations (1 ns of simulation time) of silica + n-dodecane + water + 

C12E6 systems using the MARTINI 3.0 FF. Yellow represents the silica surface, grey represents the n-dodecane, 

green, purple, and orange represent the alkyl tails, EO groups and alcohol group of the surfactants, and blue 

represents the water molecules. A) 500 molecules of C12E6  B)1664 molecules of C12E6 . 
 

Preliminary tests showed that the main issue is related to the interactions between the ‘TW-SN1dq’ 

particles, whose default energy (2.0 kJ/mol) is too weak to properly describe the magnitude of the 

interactions between the silica surface and water. Therefore, we carried an additional simulation 

containing 165000 TW particles, 1664 oil molecules and 100 surfactant molecules, using an increased 

value of ε between ‘TW’ and the ‘SN1dq’ particles (3.0 kJ/mol). This simulation was run for 300 ns and 

the final snapshot is shown in Figure 5.22. As can be observed, after this correction, the surfactant + oil 

aggregate that is formed is easily detached from the surface in less than 20 ns of simulation and remains 

buoying within the aqueous phase. These encouraging results suggest that after a thorough 

parameterization / conversion of the surfactant model (from MARTINI 2 to MARTINI 3), and an 
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adequate description of the water – surface behavior, the study of the oil detachment process from a 

given surface, using a mesoscale CG model will indeed be possible. 

 

 

Figure 5.22. Final snapshot of the CG-MD simulations (300 ns of simulation time) of silica + n-dodecane + water 

+ C12E6 systems using the MARTINI 3.0 FF, using an increased energy value for the ‘SN1dq’ – ‘TW’ interactions. 

Colours as in Figure 5.21. 
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Conclusions 

In this section, the MARTINI FF was used as an attempt to simulate the oil detachment process 

from a silica surface. Using the MARTINI 2 FF used in the previous sections, the surfactant was shown 

to induce the removal of oil from the silica surface, but an unrealistic freezing of the water molecules 

was observed. This behaviour was also observed in the absence of surfactant and oil and is related to the 

inability of the MARTINI 2 FF to correctly describe the behaviour of water near a flat rigid surface, as 

had previously been reported by other authors.  

Afterwards, a preliminary study on the ability of the recently published MARTINI 3.0 FF to 

overcome this limitation was carried out. This updated version of the FF contains an increased number 

of bead types and interaction levels, as well as more realistic water models. The increased complexity of 

the new FF requires a thorough conversion of the models that were previously developed and validated 

for the previous version such as the surfactant model, before it is suitable for use with the updated version 

of the FF. The results obtained with the new version show a good description of the silica + oil system 

that agrees with AA-MD simulations available in the literature. It is also shown that in the absence of 

surfactant, water alone cannot detach the oil from the silica surface, also in agreement with atomistic 

models. Furthermore, contrarily to the simulations carried out using the MARTINI 2 FF, the water 

molecules no longer froze near the silica surface demonstrating the reliability of the improved water 

models in the updated version. In a next step, surfactant molecules were added to the system and shown 

to induce the quick detachment of oil from the surface that forms an aggregate with the surfactant in the 

outer part in contact with water. However, the surfactant + oil aggregate was found to remain adsorbed 

at the silica surface. Additional tests suggested that the silica – water interactions could not be directly 

described using the default ‘SN1dq’ – ‘TW’ energy level from MARTINI 3. Therefore, by refining the 

magnitude of these interactions, the oil detachment process from the silica surface could be successfully 

captured by the model. 

These preliminary results suggest that after a thorough parameterization/conversion and validation 

of the surfactant model developed in Chapter 5.1 to the updated version of the MARTINI FF, and a 

refinement of the surface CG model to the new version of the FF, the study of the oil detachment process 

from a given surface using a highly transferable mesoscale CG model will be possible. This would enable 

the quick screening of different surfactants and different injection fluids (as co-surfactants can be easily 

added or mixtures of surfactants can be simulated), under different conditions or different surfaces that 

can represent a specific rock reservoir, expediting the initial stages of the design of new EOR operations. 
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6- A discussion on the thermodynamic 

modelling of alternative solvents 
 “Most innovation involves doing the things we do every day 

a little bit better rather than creating something completely 
new and different” 
 

Darin @ The Business Warrior’s Dojo 
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6.1- On the parameterization of SAFT models for Deep Eutectic Solvents 

 

The content of this section is based on the following publications developed during the course of this PhD 

work, where E.A. Crespo was responsible for the modelling tasks and for writing the manuscripts, with substantial 

contributions from the remaining authors. 

• Emanuel A. Crespo, João M. L. Costa, André M. Palma, Belinda Soares, M. Carmen Martín, José J. 

Segovia, Pedro J. Carvalho, and João A.P. Coutinho, “Thermodynamic Characterization of Deep Eutectic 

Solvents at High Pressures”, Fluid Phase Equilibria, 500 (2019), DOI: 10.1016/j.fluid.2019.112249 

• Emanuel A. Crespo, Liliana P. Silva, Joel O. Lloret, Pedro J. Carvalho, Lourdes F. Vega, Fèlix Llovell, 

and João A.P. Coutinho, “A Methodology to Parameterize SAFT-type EoSs for Solid Precursors of Deep 

Eutectic Solvents: The Example of Cholinium Chloride”, Physical Chemistry Chemical Physics, 21 

(2019), 15046-15061, DOI: 10.1039/C9CP02548K 

 

 

Introduction 

Over the last decades, due to issues such as global warming, the general rising of the sea level, or 

high indexes of atmospheric pollution, society seems to be more aware of the impact that most industrial 

and human activities have upon our planet’s resources and ecosystems. To stress the importance of 

finding novel approaches for an efficient and sustainable environmental management, the Organization 

of the United Nations outlined in 2015 a sustainability-oriented development plan entitled “Transforming 

Our World: the 2030 Agenda for Sustainable Development”. It was composed of several goals and tasks 

tackling a wide range of issues, in which green and sustainable chemistry is expected to play a vital 

role.[296]Accordingly, chemists and chemical engineers are now focusing on the development of 

alternative greener and more sustainable processes that can be further implemented in large-scale 

industries. In most chemical processes, the choice of the right solvent is crucial, as they can make up to 

80% of the total volume of chemicals used and present numerous environmental, health, and waste 

management issues, while also being responsible for a large share of the overall energy consumption and 

GHG emissions of a process.[297,298] Thus, many researchers have focused on the design, 

characterization, and application of alternative solvents in a given process such as the use of water, 

supercritical fluids (e.g., CO2), ILs, and DESs. 

Firstly reported by Abbott and co-workers in 2003,[24] DES are a new class of green solvents that 

consist on eutectic mixtures of two or more compounds that due to strong and highly complex hydrogen-

bond interactions between a hydrogen bond donor (HBD) and an hydrogen bond acceptor (HBA) exhibit 
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a considerable freezing temperature depression, resulting in an eutectic temperature lower than that 

expected for an ideal liquid phase, allowing the formation of stable liquids at relatively low temperatures 

with interesting solvent properties. The most common DES precursors are quaternary ammonium salts 

as HBAs, cholinium chloride ([Ch]Cl) being the most common due to its low cost and biodegradability, 

combined with different HBDs such as carboxylic acids, glycols, sugars, urea and its derivatives, 

aminoacids, amines, amides, alcohols and polyols, among others.  

One of the most attractive properties of these systems is their ‘designer solvent’ character, as their 

thermophysical properties can be tailored aiming at a specific application through a proper selection of 

precursors and their ratio. Moreover, their ease of preparation, operation under mild conditions, 

inexpensive and readily available precursors, and water compatibility are often acknowledged, and 

contributed to the boom of DESs within industry and academia over the last decade, with a wide range 

of applications being reported for DESs.[299,300] Of special relevance to the Oil & Gas industry, their 

potential for gas separations including CO2 capture,[26–29] enhanced oil recovery,[30,31] 

dearomatization, denitrogenation, and desulfurization of fuels,[27,32–35] mercury removal from 

petroleum,[36] and hydrate formation inhibition[37,38] has been thoroughly investigated. Surprisingly, 

despite the wide range of applications being reported for DESs across different industrial segments, 

studies on the thermodynamic modelling of DES by suitable EoSs are still scarce. This is not only due 

to the limited reliable experimental data available, but also due to the complexity of the hydrogen 

bonding network thought to be established in DESs that is still far from being fully understood,[301] and 

consequently are not well described by current models.  

Only recently, SAFT-based models, able to explicitly account for the association phenomena have 

been proposed to address the modelling of DES.[302–312] However, most of those works[303–307,311] 

report the use of a pseudo-pure component approach to model DES, which is a crude simplification that 

should be avoided, as DES are mixtures of two or more individual components, significantly different 

from each other. This approach has several limitations, the most obvious being its inability to describe 

the solid-liquid phase behaviour of DES, which is of upmost importance for a better understanding of 

DES nature. Moreover, when using a pseudo-pure component approach, a set of molecular parameters 

needs to be fitted individually to each HBD to HBA ratio, i.e., the model becomes compositional 

dependent. Consequently, if binary interaction parameters with other species (e.g., CO2 or H2O) happen 

to be required, they also become dependent on the HBD/HBA ratio considered. 

This approach has been used mainly because of the HBA’s nature that typically consist on salts 

with considerably high melting temperatures (e.g., [Ch]Cl has an estimated melting temperature of 597 
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K).[313] Thus, vapor pressures and liquid densities of the pure salts are not available and the traditional 

parameterization method of SAFT-type EoSs cannot be applied. 

Other authors have used a more realistic individual-component approach to model DES, with the 

parameters describing the HBA being regressed using experimental data from diluted aqueous solutions, 

in which the interactions governing the system are likely to be much different than those observed in a 

DES. Zubeir et al.[303] applied such an approach to derive a CG model of [Ch]Cl, in the framework of 

PC-SAFT.[63] However, although five molecular parameters for [Ch]Cl and a temperature-dependent 

binary parameter with water were fitted simultaneously to the densities and osmotic coefficients at 

different molalities, significant deviations from the experimental data were still observed.  

Llovell and co-workers[311,312] explored two different approaches to model DES within the soft-

SAFT framework: treating the DES as a pseudo-pure compound, and a second approach describing the 

DES as a mixture of two independent constituents. In the first case, the authors fixed four molecular 

parameters and left only the chain length parameter, m, of the DES to become composition dependent to 

account for the different possible ratios, finding a linear relation with the average molecular weight of 

the eutectic mixture. In the second case, a molecular model for each salt ‘X’ and for the other precursor 

‘Y’ is required. Taking into account that a robust molecular model and parameters are usually available 

for component ‘Y’, the molecular parameters for the salt ‘X’ were obtained from density data,[61] for a 

binary mixture ‘X’ + ‘Y’, at different X/Y ratios. Even though an accurate description of the density data 

and good correlations for the CO2 solubility could be obtained, the mixtures whose data was used in the 

model’s parameterization were often very diluted in the target component ‘X’, and, in some cases, an 

indirect regression was required (c.f. Figure 2 of Lloret et al.[311]). Moreover, using only density data 

to regress the parameters may prevent the model from capturing most of the system physical features as 

density is mainly influenced by size-related parameters, and should always be complemented with phase 

equilibrium data, which are greatly influenced by energy-related parameters. 

A further limitation of the individual-component approaches found in literature is the use of a 2B 

association scheme that, although commonly used to model ionic liquids and salts, may be too simplistic 

to capture the highly complex hydrogen-bonding character of [Ch]Cl (and other salts) in DES. This 

complex behaviour was indeed evidenced through molecular dynamics (MD) simulations and ab initio 

calculations performed on such systems.[314–316] 

This work aims at discussing and overcoming these limitations. Firstly, PC-SAFT calculations 

using CG models available in the literature are carried out to demonstrate why the parameterization 

methodology of SAFT-type EoSs is relevant, especially when addressing complex fluids like DESs. 

Then, by proposing an alternative methodology for the systematic parameterization of solid DES 
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precursors, under an individual-component approach using SAFT-type EoSs. The approach here 

proposed is illustrated through the development of a CG model for [Ch]Cl, the most common HBA used 

in DES formulations, in the framework of the soft-SAFT EoS. The model performance is then evaluated 

for the description of different sets of experimental data corresponding to a variety of [Ch]Cl-based 

eutectic mixtures in a wide range of temperature, pressure, and compositional conditions. 

 

Why the parameterization method matters? 

It was already discussed in previous chapters that the robustness and accuracy of SAFT-type EoSs 

rely on the careful development of the CG models representing each compound present in the system, 

which should be able to capture most of the compound’s physical features. This includes a proper fitting 

of the pure-component parameters, bult also the assignment of an adequate association scheme. The 

former includes an adequate selection of the experimental data to use for the parameters optimization, 

but also the care that should be taken to select the most physically meaningful set of parameters, knowing 

that, in SAFT models, different sets of pure-component parameters can yield similar results for the pure 

component or for a particular system, but different behaviour in others. 

To illustrate this, the PC-SAFT EoS is first applied in this work to describe pρT data for three 

archetypical DESs, namely [Ch]Cl with either EG, glycerol, or urea, using CG models available in 

literature, that were developed in the framework of distinct applications, not necessarily related to DESs. 

All these four components have been previously described using PC-SAFT. Zubeir et al.[303] proposed 

a CG model for [Ch]Cl using the 2B association scheme (one positive and one negative association sites) 

to describe the CO2 solubilities in DES, while Held and co-workers[317,318] presented a model for 

glycerol and urea, also using the 2B scheme. For EG, several sets of molecular parameters are available 

in the literature such as those reported by Atilhan and Aparicio,[319] Reschke et al.,[320] and Liang et 

al.[321] As density is the property going to be described here, these three CG models for EG were 

evaluated through the prediction of the pρT data reported by Crespo et al.[119] These predictions are 

shown in Figure F.1, in Appendix F, and demonstrate that only the PC-SAFT parameters proposed by 

Atilhan and Aparicio[319] are able to correctly describe the effect of both T and p on the densities of 

EG, while the other two sets yield inaccurate results, even at atmospheric pressure. 

The PC-SAFT pure-component parameters used in this work are thus summarized in Table 6.1. 
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Table 6.1. PC-SAFT parameters used in this work (2B Association Scheme). 

Compound Mw 

(g/mol) 

𝒎𝒊 𝝈𝒊𝒊 

(Å) 

𝜺𝒊𝒊 𝒌𝑩⁄  

(𝑲) 
𝜺𝑯𝑩 𝒌𝑩⁄  

(𝐊)  

𝜿𝑯𝑩 

(Å𝟑) 

Ref. 

[Ch]Cl 139.62 13.02 2.368 228.07 8000 0.200 [303] 

EG 62.07 2.4366 3.2328 344.06 2702.6 0.02216 [319] 

Glycerol 92.09 2.007 3.815 430.82 4633.5 0.0019 [318] 

Urea 60.06 4.244 2.446 368.23 3068.3 0.0010 [317] 

 

Despite the non-ideality acknowledged to DESs, their excess molar volumes (𝑉𝐸) are usually 

small (see later in Chapter 6.2) and, based on the additive character of density, when 𝑉𝐸 are small, if a 

thermodynamic model accurately describes the density of all pure components present in a system, which 

is often the case as density is normally one of the properties used in the model parameterization, the 

density of the mixture is at least reasonably well described by the model without any binary interaction 

parameters. However, from the PC-SAFT CG models presented in Table 6.1, only the model for EG 

was regressed using pure-component density data. For the remaining compounds, experimental data 

from very diluted aqueous solutions (typically at molar fractions of the target compound lower than 0.3) 

were used in the parameterization procedure. 

Considering that the thermodynamic modelling of aqueous systems is a challenging task to any 

thermodynamic model, and that the interactions present in water are expected to be much different than 

those observed in other media, the models developed based on diluted aqueous solutions data are unlikely 

to provide a satisfactory description of the physical features of the target compound, negatively affecting 

the description of mixtures other than their aqueous solutions. Accordingly, and as observed in Figure 

6.1. (right), PC-SAFT predictions exhibit considerable deviations from the experimental density data 

measured in this work, especially for the mixtures with glycerol and urea. These results highlight that 

alternative parameterization approaches are required for a proper modelling of DESs, as CG models of 

compounds that are solid at room temperature, built on top of aqueous solutions data are inappropriate 

to describe even the simplest thermophysical properties of this class of solvents. 
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Figure 6.1. High-pressure densities of [Ch]Cl-based DESs with A) EG; B) glycerol; C) urea as HBD. Symbols 

represent experimental data,[322] while lines represent the PC-SAFT results with (left) and without (right) using a 

temperature-dependent binary interaction parameter fitted to the data. 
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To improve the agreement with the experimental data and try to correct the description of the 

temperature effect on density, a linear temperature-dependent binary interaction parameter, 𝑘𝑖𝑗, 

correcting the mixtures dispersive energy was used. Although a constant binary parameter could have 

been preferred, it was insufficient to describe the temperature effect upon the DES densities. Hence, the 

final values of the binary parameters applied are summarized in Table 6.2 while the results of such 

correlations are depicted in Figure 6.1. (left). Using such parameters, a good description of the 

experimental data was obtained with an overall %ARD of only 0.270%, but there are still issues 

concerning the description of the pressure effect. Again, the best results were obtained for the mixture 

with EG since the densities of pure EG, including at high pressures, were considered in the 

parameterization of its model. The highest deviations were observed for the mixture with glycerol since, 

although both CG models of glycerol and urea were regressed from diluted aqueous solution data 

(including densities), higher deviations were reported for the description of the glycerol + water densities 

than for the aqueous solution of urea.[317,318] 

 

Table 6.2. Binary interaction parameters used in the PC-SAFT correlations of the pρT data of [Ch]Cl-based DES. 

  𝒌𝒊𝒋 = 𝒂 + 𝒃𝑻/𝑲 

  a b %AARD 

[Ch]Cl + EG (1:2) 0.6033 -0.001645 0.131 

[Ch]Cl + Glycerol (1:2) 0.6862 -0.001599 0.415 

[Ch]Cl + Urea (1:2) 0.9800 -0.002103 0.265 

  Mean 0.270 

 

Once the best possible description of the density data was achieved, it is interesting to analyse 

how problems in the density description propagate to the calculation of other thermophysical properties. 

Therefore, the Free Volume Theory (FVT), whose implementation is thoroughly described in Appendix 

G, was coupled with the PC-SAFT EoS for the correlation of the DESs viscosities. This is interesting 

because the FVT uses the density values retrieved from the EoS as one of their inputs.  

To correlate the mixtures viscosity data, the FVT parameters (𝛼, 𝐵, and 𝐿𝑣) of each pure 

component are required, these being typically regressed from pure fluid viscosity data. Sagdeev et 

al.[323] measured the viscosities of pure EG in the (0.098 – 245.2) MPa pressure and (312.5 – 464.4) K 

temperature ranges, while viscosity data for pure glycerol at atmospheric pressure can be retrieved from 

the DIPPR database.[118] Both sets of experimental data at atmospheric pressure were used to obtain 

the FVT parameters for EG and glycerol listed in Table 6.3, with the results of the fitting being depicted 

in Figure F.2, in Appendix F, showing AADs from the experimental data of  0.255 and 1.52 cP, 
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respectively. The higher deviations observed in the system with glycerol even though only data at 

atmospheric pressure was considered, demonstrates that although FVT contains three adjustable 

parameters, a good description of the pure fluid density is still highly relevant to obtain a good correlation 

of pure fluid viscosity data. 

 

Table 6.3. FVT parameters used in this work. 

Component 𝜶 /𝑱 ∙ 𝒎𝟑 · 𝒎𝒐𝒍⁻𝟏 ∙ 𝒌𝒈⁻𝟏 𝜝 𝑳𝒗 /Å 

Ethylene glycol 379.34 0.002434 0.03301 

Glycerol 267.90 0.007701 0.00252 

[Ch]Cl 190.54 0.006520 0.08776 

Urea 235.94 0.009257 0.00183 

 

Given the solid nature of [Ch]Cl, viscosity data of the pure component is not available to regress 

the FVT parameters and thus, viscosity data from [Ch]Cl containing mixtures were used. Hence, and 

with hindsight of the FVT parameters for EG and glycerol, FVT parameters for [Ch]Cl, listed in Table 

6.3, were regressed from the viscosity data for the binary mixtures [Ch]Cl + EG (1:2) and [Ch]Cl + 

glycerol (1:2) at atmospheric pressure.[322] The results of the fitting are shown in Figure F.3 A), in 

Appendix F, and show an excellent agreement with the experimental data with AAD of only 0.923 and 

0.859 cP for the mixtures with EG and glycerol, respectively. Similarly, knowing the FVT parameters 

for [Ch]Cl, the parameters for urea were obtained by fitting to the viscosity data for the [Ch]Cl + urea 

mixture. The optimized parameters are reported in Table 6.3 and the results are also shown in Figure 

F.3 B), and as can be seen in the figure, despite three parameters are being fitted to the viscosity data, 

the model struggles to describe the low temperature region. 

Once the FVT parameters for all the components were determined, one can predict the ηpT data 

available for the three systems.[322] The results of such predictions are shown in Figure 6.2. For the 

system with EG, an excellent agreement with the experimental data is observed, showing that both the 

effect of temperature and pressure is remarkably captured by the PC-SAFT + FVT models proposed 

here. On the other hand, a considerable overprediction of the pressure effect, more pronounced at lower 

temperatures, is observed in the system with glycerol. This is expected given the poor description of 

[Ch]Cl + glycerol (1:2) pρT data by PC-SAFT previously discussed, highlighting that a good description 

of the mixture’s density has a tremendous effect on the ability of FVT to correlate viscosity data at high 

pressures. For the system with urea, a reasonable agreement with the experimental data is found, although 

the effect of pressure is poorly described, if compared with the system with EG. 
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Figure 6.2. Viscosities of [Ch]Cl-based DES with different HBDs. A) EG; B) Glycerol; C) Urea. Symbols represent 

experimental data,[322] while the solid lines depict the results obtained with PC-SAFT + FVT. 

 

Overall AADs against the experimental data of 0.81, 22.26, and 4.80 cP were observed for the 

mixtures with EG, glycerol, and urea, respectively. It is notorious that these deviations increase in the 

same order as those reported in Table 6.2 for the PC-SAFT description of the pρT data, reinforcing the 

importance of having an accurate description of pρT data in wide temperature and pressure ranges with 

the chosen EoS prior to the correlation of viscosity data with FVT, which ultimately relies on the 

development of robust and accurate CG models for the DES constituents. 

For most HBDs used in DES formulations the development of their CG models is a trivial task as 

densities and vapor pressures of the pure fluids are available and the model parameterization can be 

carried following the standard approach in SAFT-type EoS. However, this is not the case for most HBAs 

and a few HBDs (e.g., urea) which are solid at the range of working temperatures. For this type of 

compounds, experimental data for the pure fluids are rarely available and alternative approaches are 
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required. As discussed in the introduction, most literature works dealing with the thermodynamic 

modelling of DES, using SAFT-type EoS, follow a pseudo-pure component approach where SAFT 

parameters are regressed to each HBD/HBA combination. Although a pseudo-pure-component approach 

is an attractive approach to the modelling of some industrially important systems like polymer blends, 

where the different components are very similar (e.g., different chain length), this approach is 

inappropriate for the modelling of DES as they are mixtures of two completely different species.  

Another alternative has been the use of aqueous solutions data (e.g., densities, osmotic 

coefficients) to regress the parameters for the target compound. Usually aqueous systems are challenging 

to any thermodynamic model and binary interaction parameters, sometimes temperature dependent as in 

the case of [Ch]Cl,[303] have to be fitted simultaneously to achieve a good agreement with the 

experimental data. The inclusion of such parameters may considerably affect the values of the pure-

component parameters obtained, which will no longer be able to correctly capture the physical features 

of the target compound. Hence, and as the results obtained in this work show, the parameters obtained 

using such diluted data yield inaccurate results when they are applied to describe the density of DES and 

consequently hinder a good correlation of other thermophysical properties, e.g., viscosities. This urges 

the development of robust and accurate CG models that are applicable for solid DES precursors that will 

be discussed next. 

 

Development of a CG model for [Ch]Cl, in the framework of the soft-SAFT EoS 

In the association models currently employed in the thermodynamic modelling of DES, most DES 

precursors like [Ch]Cl have been modelled using the simple ‘2B’ association scheme.[302–312] This 

association scheme contains one proton-donor site ‘A’ and one proton-acceptor site ‘B’ with only ‘A–

B’ interactions being allowed in the system. However, it seems too simplistic to capture the highly 

complex hydrogen-bonding character of [Ch]Cl in these solvents. In fact, ab initio calculations 

performed by Ashworth et al.[316] revealed that, in contrast to traditional solvents, many different types 

of H-bond can form in the archetypal mixture of [Ch]Cl + urea (1:2) that cannot be well captured by 

oversimplified models. An example is the formation of the complexed anions and cations thought to be 

responsible for the eutectic melting point occurring at a ratio of 1:2 ([Ch]Cl:urea) that would require 

more than one proton acceptor site.[316] 

Therefore, considering the MD simulations and ab initio calculations available in literature for 

[Ch]Cl-based DES,[314,316] a 5-site association scheme is here proposed to model the salt. This scheme 

is sketched in Figure 6.3, and comprises: 
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-One  pair of sites ‘A’ + ‘B’ mimicking the hydrogen atom and the lone electron pairs in the 

oxygen atom of the hydroxyl group, as commonly considered for alkan-1-ols.[74] 

-One pair of sites ‘C’ + ‘D’ mimicking the cation-anion interactions as typically done for salts and 

ILs.[303,311,312,324,325] 

-One additional ‘E’ site representing the hydrogen bond donor character of the methyl groups that, 

as observed by Ashworth et al.,[316] are able to establish important hydrogen bonds such as strong 

doubly ionic hydrogen bonds ‘CH—Cl’ in a tripodal arrangement. 

 

Figure 6.3. Sketch of the associating sites proposed in this work for [Ch]Cl. Blue is used for H-bond donor sites 

while red is used for H-bond acceptor sites. 

 

Given this association sites distribution and the fact that association energies and volumes must 

be defined pairwise, a total of six association parameters (three association energies and three association 

volumes) are required to describe the interactions involving the hydroxyl group, cation/anion pair, and 

the methyl groups, within the SAFT association term. To decrease this high number of unknown 

parameters to be regressed from experimental data, one can take advantage of the molecular nature of 

soft-SAFT EoS, based on the transferability of the association parameters between chemical families as 

they usually describe interactions involving the same functional group. As an example, Pedrosa et al.[75] 

fitted the association parameters accounting for the hydrogen bond interactions through the hydroxyl end 

groups to the experimental data of monoethylene glycol (EG) that were later transferred to the modelling 

of the remaining oligomers[75] and polyethylene glycols.[113] In other works, Lloret et al.[326] and 

Pereira et al.[327] used soft-SAFT transferability to describe the multifunctional nature of alkanolamines 

with the effects of the functional groups and their interactions in water being transferred from the study 

of monofunctional molecules and their respective aqueous solutions. Thus, in this work, the association 

parameters required to describe [Ch]Cl are also transferred from previous contributions. Those necessary 

to describe the hydroxyl group (‘A’ and ‘B’ sites) are transferred from the alkan-1-ols family reported 
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by J. Pàmies,[94] while those describing the cation-anion interactions (‘C’ and ‘D’ sites) are transferred 

from the work of Lloret et al.[311] on the modelling of symmetrical tetraalkylammonium chlorides 

([TXA]Cl). The definition of association parameters for the methyl groups is less trivial as no evident 

transferability is possible. Therefore, an empirical approach similar to that proposed by Folas et al.[328] 

to account for solvation is here applied, but in which it is the volume of interaction that is kept fixed to 

the association volume of the other association site involved in the H-bond, while the energy of 

association is taken as half of the association energy of the other site. As an example, the association 

parameters mediating the interactions between a site type ‘E’ and a H-bond acceptor site ‘X’ are obtained 

as follow: 

𝜀𝐸–𝑋
𝐻𝐵 =

𝜀𝑋–𝑋′
𝐻𝐵

2
(6.1) 

𝜅𝐸–𝑋
𝐻𝐵 = 𝜅𝑋–𝑋′

𝐻𝐵 (6.2) 

Nonetheless, given the nature of the site ‘E’ assigned to [Ch]Cl, this site only engages in self-

associating interactions with other [Ch]Cl ions (H-bonds with the chloride anion or with the lone electron 

pairs of the oxygen atom – ‘D’ and ‘B’ sites, respectively), while cross-association interactions with 

other molecules are forbidden given its unlikely occurrence.[316] The self and cross-interactions allowed 

to occur in a hypothetical [Ch]Cl-based DES are summarized in Table 6.4, along with the approach 

followed to obtain the corresponding association parameters. 

 

Table 6.4. Self and cross-association interactions present in a [Ch]Cl-based DES. 

   [Ch]Cl Component 2 

  Cation (+) Anion (-) O (-) H (-) CH (+) X (-) Y (+) 

Cation (+) 0 3384[311] 0 0 0 CR 0 

Anion (-) 3384[311] 0 0 CR EA 0 CR 

O (-) 0 0 0 3450[94] EA 0 CR 

H (-) 0 CR 3450[94] 0 0 CR 0 

CH (+) 0 EA EA 0 0 0 0 

X (-) CR 0 0 CR 0 0 SA 

Y (+) 0 CR CR 0 0 SA 0 

CR- Association parameters obtained through combining rules (eqs. 2.26-2.27); EA- Association 

parameters obtained through the empirical approach (eqs. 6.1-6.2). Red regions represent cross-

association interactions while green regions represent self-association interactions. 
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Another issue arising when modelling [Ch]Cl and other salts used in DES formulations, is that 

they are solid at room temperature and thus, vapor pressures and liquid densities of the pure fluid (the 

properties commonly used to regress SAFT pure-component parameters) are not available, so alternative 

approaches must be used. In the work of Lloret et al.[311]  this fact was circumvented by estimating the 

molecular parameters of the salt first departing from the data of the DES that this salt forms with another 

compound for which the pure component is well characterized (i.e. TriEG). The molecular parameters 

of the salt were fitted to the density of the mixture at available ratios and used to predict the behaviour 

of the salt with other compounds but limited experimental data was used at this time. As discussed before, 

CG models developed using aqueous solution data as suggested in literature[303] often yield inaccurate 

results when those models are later applied to the thermodynamic modelling of DES, due to the unique 

behaviour exhibited by most aqueous systems, and the difficulty of most models in describing them, but 

also due to the low concentration region  of the experimental data considered in the fitting. Alternatively, 

in this work, it is proposed to regress the three unknown parameters of [Ch]Cl ( 

𝑚𝑖, 𝜎𝑖𝑖, and 𝜀𝑖𝑖 𝑘𝐵⁄ ) from experimental data obtained for a DES containing this salt, namely [Ch]Cl + 

EG (1:2). Hence, the experimental dataset used for the fitting consists on the pρT data,[322] and, given 

the importance of including phase equilibrium data, the SLE data for this mixture.[329]  

Ethylene glycol (EG) is modelled using a 2-site model as proposed by Pedrosa et al.[75] whose 

parameters are given in Table 6.5. The regression of the model parameters was carried using the 

‘lsqnonlin’ routine of the MATLAB® software, using the Levenberg-Marquardt algorithm. The results 

of the fitting are depicted in Figure 6.4, while the [Ch]Cl pure-component parameters obtained under 

this approach are also reported in Table 6.5. The molecular parameters obtained for [Ch]Cl under this 

approach were found to be in good agreement with those reported by Lloret et al.[311] for [TXA]Cl salts, 

as the number of segments and segment’s diameter are in between those obtained for 

tetramethylammonium chloride and tetraethylammonium chloride, as expected given the size of the 

different salts. Furthermore, a higher dispersive energy was obtained here for [Ch]Cl, namely 𝜀𝑖𝑖 𝑘𝐵⁄ =

376.64 𝐾, compared to the value of 360.8 K reported for [TXA]Cl salts, which is also expected given 

the much stronger hydrogen bonding character of [Ch]Cl. Notice that, in these CG models the associating 

energy and the dispersive energy are not completely isolated from each other, as both contribute to the 

overall energy of the molecule. 
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Table 6.5. soft-SAFT pure-component parameters used in this work. 

Compound Mw 

(g/mol) 

𝒎𝒊 𝝈𝒊𝒊 

(Å) 

𝜺𝒊𝒊 𝒌𝑩⁄  

(𝐊) 
𝜺𝑯𝑩 𝒌𝑩⁄  

(𝐊) 
𝜿𝑯𝑩 

(Å𝟑) 

Ref. 

[Ch]Cl 139.62 4.359 3.578 376.64 3450a/3384b 2250a/2100b This work 

EG 62.07 1.751 3.668 326.05 4384 4195 [75] 

TriEG 150.17 3.190 4.010 340.58 4384 4195 [75] 

Glycerol 92.09 2.397 3.638 392.95 4945 2250 This work 

Phenol 94.11 2.155 3.995 384.65 3099 2250 This work 

Ethanol 46.07 1.740 3.635 234.80 3387 2641 [94] 

Lactic acid 90.08 1.812 4.059 433.10 1510 3200 [311] 

CO2
c 44.01 1.571 3.184 160.2 - - [75] 

H2O 18.02 1.000 3.154 365.00 2388 2932 [137] 

aassociation parameters for the OH group transferred from the work of Pàmies[94];  
bassociation parameters for cation-anion interactions transferred from Lloret et al.[311] 
cCO2 parameters for the polar term: Q = 4.40·10-40 C·m²; xp =1/3 ; ref: [75] 

 

 

Figure 6.4. a) High-pressure liquid densities and b) SLE phase diagram for the mixture [Ch]Cl + EG (1:2). Symbols 

represent experimental data[322,329] while the solid lines depict the soft-SAFT results and ideal solubility curves. 

In b), the dashed lines represent the SLE results without accounting for the solid-solid transition of [Ch]Cl. 
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To achieve the good agreement with the experimental data observed in Figure 6.4, a binary 

interaction parameter, 𝜉𝑖𝑗 , correcting the mixtures dispersive energy, was fitted simultaneously with the 

three non-associating [Ch]Cl parameters. Contrarily to what was observed in the work of Zubeir et 

al.[303], where PC-SAFT parameters for [Ch]Cl were regressed from aqueous solutions data, the binary 

parameter fitted to the selected data is temperature independent and its value is reported in Table 6.6. 

Notice that a value of unity means no fitting to binary data. Additional optimizations (not shown here) 

revealed that the binary parameter is required not only due to the negative deviations from the ideal 

behaviour observed in the solid-liquid phase diagram, but mostly due to the fully predictive association 

matrixes considered in the association term. Similar results without a binary interaction parameter could 

have been obtained if one of the association parameters, e.g., the association energy for the hydroxyl 

group, was reoptimized for [Ch]Cl instead of directly transferred from previous works. Aiming at an 

increased transferability and considering the good results obtained, the first approach is selected, and as 

can be observed in Figure 6.4 a), considering the extended temperature (283-363) K and pressure (0.1—

95) MPa ranges where experimental densities were available, the effect of temperature and pressure upon 

the DES densities are remarkably captured by the model with a %ARD of only 0.181%. The greater 

deviations are mostly observed at high temperatures-low pressures and low temperatures-high pressures. 

 

Table 6.6. Binary interaction parameters used in this work. ξij=1.000 means prediction form pure-component 

parameters. 

Compound i Compound j 𝝃𝒊𝒋 

[Ch]Cl EG 1.040 

[Ch]Cl TriEG 1.000 

[Ch]Cl Phenol 1.000 

[Ch]Cl Glycerol 1.022 

[Ch]Cl Ethanol 1.000 

[Ch]Cl Water 1.250 

[Ch]Cl Lactic acid 1.040 

EG H2O 1.130[138] 

Glycerol H2O 1.000 

[Ch]Cl CO2 1.100 

EG CO2 0.8321[75] 

Glycerol CO2 0.960 

Lactic acid CO2 0.760 
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Concerning the solubility data, the solid-liquid phase diagram reported for [Ch]Cl + EG shows 

that the solid-solid transition of [Ch]Cl previously reported in literature[330,331] has an impact on the 

mixture’s phase diagram. Therefore, the modelling of the phase diagram was carried both neglecting and 

accounting for the existence of such phase transition, using eq. 6.3 or eq. 6.4, respectively:  

𝑥𝑘𝛾𝑘
𝑙 = 𝑒𝑥𝑝 [

Δ𝐻𝑘
𝑠𝑙

𝑅𝑇𝑚,𝑘

𝑇 − 𝑇𝑚,𝑘
𝑇

] (6.3) 

𝑥𝑘𝛾𝑘
𝑙 = 𝑒𝑥𝑝 [

Δ𝐻𝑘
𝑠𝑙

𝑅𝑇𝑚,𝑘

𝑇 − 𝑇𝑚,𝑘
𝑇

+
Δ𝐻𝑘

𝑡𝑟𝑠

𝑅𝑇𝑡𝑟𝑠,𝑘

𝑇 − 𝑇𝑡𝑟𝑠,𝑘
𝑇

] (6.4) 

where 𝑥𝑘 is the solubility of a solid solute 𝑘, 𝛾𝑘
𝑙  its activity coefficient in the liquid phase, 𝑇 the absolute 

temperature, 𝑅, the ideal gas constant,  𝑇𝑚,𝑘  and Δ𝐻𝑘
𝑠𝑙 are the melting temperature and melting enthalpy 

of the pure solid. 𝑇𝑡𝑟𝑠,𝑘 and 𝐻𝑘
𝑡𝑟𝑠 required in eq. 6.4, represent the transition temperature and transition 

enthalpy for the solid-solid transition, which for [Ch]Cl have the values of 352.92 K and 17190 J/mol, 

respectively.[332] Both expressions neglect the effect of the heat capacity difference between the solid 

and liquid phases, as previously suggested by Martins et al.[301] The values of 𝑇𝑚,𝑘  and Δ𝐻𝑘
𝑠𝑙 used in 

this work are given in Table 6.7. 

 

Table 6.7. Melting properties used in this work. 

Compound 𝑇𝑚/𝐾 Δ𝐻𝑘
𝑠𝑙/ 𝐽 ∙ 𝑚𝑜𝑙−1 

[Ch]Cl 597[313] 4300[313] 

EG 260.15[118] 9958[118] 

Glycerol 291.33[118] 18280[118] 

Lactic acid 289.82[333] 11340[333] 

 

The results depicted in Figure 6.4b, show that when the solid-solid transition is explicitly 

considered in the modelling, an excellent description of the [Ch]Cl solubility is achieved with only small 

deviations in the near-transition region, probably due to the two different experimental techniques used 

to measure the two regions (i.e., visual vs DSC). Nonetheless in the large temperature range where the 

[Ch]Cl solubility was measured (280—597) K, the AAD is only 6.89 K. 

Given the nature of SAFT-type equations, several pure-component parameters can yield similar 

results when evaluating a small experimental dataset like those usually considered during model 

parameterization.[7] Therefore, the CG model proposed here for [Ch]Cl was then validated through the 

description of the boiling temperatures of [Ch]Cl + EG mixtures.[334] As shown in Figure 6.5, using 

the pure-component parameters from Table 6.5 and the binary interaction parameter fitted to the 
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densities and SLE of the eutectic solvent reported in Table 6.6, excellent predictions of the VLE data 

were obtained with an overall AAD of only 1.08 K. The small deviations observed in the glycol-rich 

phase are due to the overestimation of the boiling temperature of pure EG by its CG model. 

 

Figure 6.5. VLE for [Ch]Cl + EG mixtures. Symbols represent experimental data,[334] while the solid lines depict 

the soft-SAFT predictions. 

 

Performance assessment for the [Ch]Cl CG model 

Once the new CG model for [Ch]Cl was established, its performance was evaluated through the 

modelling of different [Ch]Cl-based DES. It was shown previously how when CG models available in 

literature are used to model DES, a good description of density could not be achieved even at atmospheric 

pressure. Therefore, the new model is first used to describe the atmospheric pressure densities of [Ch]Cl 

+ TriEG at a 1:2 molar ratio in the (303—353) K temperature range, reported by Mjalli et al.[335]. As 

can be observed in Figure 6.6a, using the model for [Ch]Cl proposed in this work and the model for 

TriEG reported by Pedrosa et al.[75], whose parameters are given in Table 6.5, an excellent prediction 

of the experimental density was obtained with a %ARD of 0.106%. 

Considering that DES have also been used at compositions other than the eutectic point, aiming at 

an increased tunability of the solvent, the effect of composition on thermophysical properties, e.g., 

density, must also be well described by thermodynamic models. Guo et al.[336] measured the 

atmospheric pressure densities of binary mixtures composed of [Ch]Cl and phenol at different 

HBD/HBA molar ratios in the (293—318) K temperature range. As no CG model for phenol in the 

framework of the soft-SAFT EoS was available in literature, new molecular parameters based on a “2B” 



CHAPTER 6. Thermodynamic Modelling of Alternative Solvents 

208 
 

association scheme were regressed in this work from pure fluid VLE data. The good results of the fitting 

(%ARD of 0.436% and 1.58% for the liquid densities and vapor pressures, respectively) are shown in 

Figure. F.4. in Appendix F, and the parameters obtained are presented in Table 6.5. Using these 

parameters and those proposed for [Ch]Cl, an excellent agreement between the soft-SAFT predictions 

and the experimental data from Guo et al.[336] is achieved with a %ARD of 0.073%. These results are 

depicted in Figure 6.6b) and highlight the ability of soft-SAFT to correctly capture the effect of 

composition on the DES densities. 

 

Figure 6.6. a) Densities at 0.10 MPa for [Ch]Cl + TriEG (1:2). b) Densities at 0.10 MPa for [Ch]Cl + Phenol. 

Symbols represent experimental data[335,336] while the solid lines depict the soft-SAFT predictions. 

 

One of the most typical [Ch]Cl-based DES is its binary mixture with glycerol at a 1:2 molar ratio, 

for which densities in wide temperature and pressure ranges are available.[322] Similarly to phenol, no 

soft-SAFT parameters were available in literature, thus molecular parameters for glycerol were here 

regressed from pure fluid VLE data. The results of the fitting, using the “2B” association scheme are 

shown in Figure. F.5. in Appendix F, while the pure-component parameters obtained are given in Table 

6.5. Despite the existence of small deviations between the soft-SAFT results and the experimental liquid 

densities at higher temperatures, well beyond the typical temperature range of interest for DES 

applications, an overall good agreement with the experimental data was found with %ARD of 1.03% 

and 1.75% for the liquid densities and vapor pressures, respectively. Although glycerol has a higher 

number of hydroxyl groups when compared to alkan-1-ols and phenol, suggesting the use of additional 

association sites, the “2B” association scheme yielded better results than the 4-site or 6-site association 

schemes tested in preliminary calculations (results not shown here). This is probably due to the relatively 
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small size of glycerol molecules and the consequent steric hindrance induced when bonds with other 

molecules are established, preventing bonding at the other free sites. 

Once the CG models for the two compounds are established, soft-SAFT was applied to the 

prediction of the pρT data in the entire temperature (283—363) K and pressure (0.10—95) ranges, and, 

as depicted in Figure. 6.7a), a remarkable agreement with the experimental data was achieved (%ARD 

= 0.226%), showing that soft-SAFT is also able to capture the effect of pressure on the DES densities, 

even though only atmospheric pressure density data was used in the parameterization of the HBD’s 

model, reinforcing the robustness of the model proposed here for [Ch]Cl when used to predict densities. 

Abbott et al.[337] and Silva et al.[329] reported the solid-liquid phase diagram for this DES, which 

exhibits considerable negative deviations from the ideal behaviour were observed by the different 

authors, especially near the eutectic region. Consequently, when the CG models developed in this work 

were used to describe the [Ch]Cl solubility in glycerol (Figure 6.8), a binary interaction parameter (see 

Table 6.6), was required to obtain a good agreement with the experimental data. Contrarily to what was 

observed in the mixture with EG, the solid-solid transition of the pure salt had no visible influence on 

the mixtures phase diagram, hence, accurate results were only obtained when the solubility was 

calculated through eq. 6.3. The binary parameter required to accurately describe this data has a value 

only slightly different than the one used in the mixture with EG and was found to have a negligible 

impact on the DES densities, as shown in Figure 6.7b). 

 

 

Figure 6.7. pρT data for the [Ch]Cl + Glycerol (1:2) DES. Symbols represent the experimental data, while the lines 

depict the soft-SAFT results using a) ξij=1 (pure predictions); b) ξij=1.022.  
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Figure 6.8. Solubility of [Ch]Cl in glycerol. Symbols represent experimental data,[313,329,337] while the dashed 

and solid lines represent the soft-SAFT results (ξij=1.022) and ideal solubility curves, with and without accounting 

for the solid-solid transition of [Ch]Cl, respectively. 

 

One of the most challenging systems involving [Ch]Cl is its aqueous solution. As previously 

mentioned, Zubeir et al.[303] regressed the five pure-component parameters of a PC-SAFT CG model 

for [Ch]Cl (“2B” association scheme) from data of its aqueous solutions, namely VLE data, in the form 

of osmotic coefficients, and densities at different salt concentrations (xsalt  < 0.33) along with a 

temperature-dependent binary parameter, but significative deviations from the experimental data were 

still observed. In this work, using the molecular model developed for [Ch]Cl, and the 4-site CG model 

for water proposed by Vega et al.[137] (parameters provided in Table 6.4), a reasonable agreement with 

the experimental boiling temperatures measured by Carvalho et al.[338] (AAD = 1.22 K) and the 

densities at atmospheric pressure reported by Francisco et al.[339] (%ARD = 0.161%) can be obtained, 

as shown in Figure. 6.9. Although an accurate prediction of the experimental densities could have been 

obtained solely from the pure-component parameters (see dashed lines in Figure 6.9a)), a binary 

interaction parameter, 𝜉𝑖𝑗=1.25, was necessarily fitted to the boiling temperatures at 0.10 MPa, being 

successfully transferred to the description of the other two isobars at lower pressures and to the 

description of atmospheric pressure densities (Figure 6.9a)). In fact, similarly to what was previously 

observed in the system with glycerol, the binary interaction parameter had only a negligible impact upon 

the system’s density despite its considerable high value. This is because the 𝜉 parameter modifies the 

cross-energy interaction but does not significantly affect the volume interactions, which mostly dictate 

the density behaviour. 
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Figure 6.9. a) Densities and b) boiling temperatures of aqueous solutions of [Ch]Cl. Symbols represent 

experimental data,[338,339] while the solid and dashed lines represent the soft-SAFT results using ξ=1.25 and ξ=1, 

respectively. 

 

In the same work, Carvalho et al.[338] also reported the boiling temperatures for the binary 

mixture [Ch]Cl + ethanol (EtOH) at three different pressure levels (0.10, 0.07, and 0.05 MPa). Using the 

CG model developed for [Ch]Cl and the soft-SAFT model for ethanol proposed by Pàmies,[94] based 

on a “2B” association scheme, the experimental data can be predicted. As shown in Figure. 6.10a), an 

excellent agreement with the experimental data was observed, although a very narrow composition range 

was investigated. 

 

Figure 6.10. a) Boiling temperatures for [Ch]Cl + EtOH; b) Water activities at 298.2 K in aqueous solution of 

[Ch]Cl. Symbols represent experimental data,[338,340] while the lines depict the soft-SAFT predictions. 

 

Khan et al.[340] reported the water activities of [Ch]Cl aqueous solution at 298.2 K. Using the 

binary interaction parameter between [Ch]Cl and water previously fitted to one of the isotherms on 
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Figure 6.9b), a reasonable prediction of the water activities at a much lower temperature was obtained. 

These results are depicted in Figure. 6.10b), where the soft-SAFT predictions show the same trend as 

the experimental data, highlighting the ability of the model to describe VLE data. 

Having a CG model for [Ch]Cl, one could use this model to obtain the density of a hypothetical 

pure liquid in the temperature range of interest (Figure 6.11a)) and compare such value with an 

extrapolation of the density data of its aqueous solution. Using the experimental data reported by 

Francisco et al.[339], and neglecting the most diluted data point, the density predicted by the CG model 

developed in this work captures well the trend observed experimentally, reinforcing the model’s 

robustness. Furthermore, as shown in Figure 6.11b), a linear relationship between ln(ρ) and 1/xH2O can 

be proposed, allowing a very good prediction of the density of [Ch]Cl aqueous solutions in the entire 

composition range. 

 

Figure 6.11. a) Density of pure [Ch]Cl as predicted by soft-SAFT. b) Density of [Ch]Cl aqueous solutions at 303.15 

K.  Blue circles represent experimental data from literature,[339] while the red triangle represent the hypothetical 

density of pure [Ch]Cl predicted by soft-SAFT at 303.15 K. 

 

As can be observed in Figure 6.11a), the density of pure [Ch]Cl, as predicted by soft-SAFT, using the 

CG model proposed in this work, exhibits an anomalous behaviour, displaying a maximum around 

256.15 K. Some numerical pitfalls of SAFT models are known to produce unphysical behaviour and 

unrealistic phenomena under particular thermodynamic conditions.[341–343] Considering that [Ch]Cl 

melts at 597 K, these results derive from calculations performed for a hypothetical fluid well below its 

melting point, at a very low reduced temperature where numerical issues are also prone to appear. 

Therefore, although there is no experimental data corroborating or denying this behaviour, the model 

proposed here should not be used at temperatures lower than 256.15 K which, nonetheless, is below the 

temperature range for most DES applications, which are usually at room temperature. 
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Once the new model was successfully applied to the aqueous solutions of [Ch]Cl, it can be used to 

describe the effect of water upon DES thermophysical properties. This information is of key interest, not 

only because water absorption by DES is known to significantly influence their thermodynamic 

behaviour[344,345] but also because water can be deliberately added to DES in order to tune their 

properties, an example being the addition of water to decrease their viscosities. 

Leron et al.[346] reported the densities of the [Ch]Cl + EG and [Ch]Cl + glycerol DES, both at a 1:2 

molar ratio, at temperatures ranging from 298.15 to 333.15 K. Using the pure-component parameters 

from Table 6.5, and the binary parameters from Table 6.6, excellent predictions of the ternary mixture’s 

densities were obtained, as shown in Figure 6.12. The %ARD of the soft-SAFT predictions from the 

experimental data are 0.449% and 0.216% for the mixture with EG and glycerol, respectively, being 

similar to those observed in pure DES, and lower than those observed when soft-SAFT is used to describe 

pure water.[127,137] 

 

Figure 6.12. Densities of aqueous solutions of DES. a) [Ch]Cl + EG (1:2); b) [Ch]Cl + Glycerol (1:2). Symbols 

represent experimental data,[322] while the solid lines depict the soft-SAFT predictions. 

 

Leron and co-workers[347,348] have measured the CO2 solubilities in the [Ch]Cl-based DES with 

EG or glycerol as HBD with the latter exhibiting the highest affinity towards CO2. The experimental 

solubility data in the two DES is plotted in Figure 6.13, along with the soft-SAFT EoS modelling. 

Concerning the mixture with EG, the binary interaction parameter between EG and CO2 was retrieved 

from the work of Pedrosa et al.[75] where the CG models for the two compounds were first proposed, 

while the binary interaction parameter between [Ch]Cl and CO2, reported in Table 6.6, was fitted to the 

isotherm at 303 K and used to predict the remaining isotherms. As can be observed in Figure 6.13a), a 

reasonable agreement with the experimental data was achieved although larger discrepancies were 



CHAPTER 6. Thermodynamic Modelling of Alternative Solvents 

214 
 

observed at high temperatures. The results can however be easily improved by using a temperature-

dependent binary parameter between CO2 and either the salt or the HBD, if a higher accuracy is required. 

In fact, temperature-dependent binary parameters between glycols and CO2 have already been used in 

soft-SAFT to better describe the interactions between glycols (e.g., diethylene glycol) and CO2 in 

Chapter 3.3. 

Once the binary parameter between [Ch]Cl and CO2 is available, it can be used to describe the gas 

solubilities in the mixture with glycerol. In this system, the binary parameter between glycerol and CO2, 

reported in Table 6.6, was fitted to the isotherm at 303 K and used to predict the data at higher 

temperatures. As depicted in Figure 6.13b), an excellent agreement with the experimental data was 

observed with deviations lower than those observed in the system with EG, although for the latter no 

binary interaction parameters between the HBD and the gas were fitted to the experimental data.  

 

Figure 6.13. CO2 solubilities in two different DES: a) [Ch]Cl + EG (1:2); b) [Ch]Cl + Glycerol (1:2). Symbols 

represent the experimental data,[347,348] while the solid lines depict the soft-SAFT results. 

 

Considering that a molecular model within the framework of soft-SAFT was recently proposed 

for lactic acid by Lloret et al.[311], the CG model developed here for [Ch]Cl could be also applied to the 

modelling of the SLE phase diagram measured for [Ch]Cl + lactic acid mixtures reported  by Crespo and 

co-workers[310] and the density data reported by Francisco et al.[349] measured for different HBD/HBA 

molar ratios. By fitting a temperature-independent binary parameter between [Ch]Cl and LA (c.f. Table 

6.6), an excellent description of the SLE phase diagram for this mixture is achieved although no 

experimental data near the eutectic region is available – Figure 6.14a). On the contrary, a poor 

description of the mixture densities was obtained either with or without such binary parameter. Given 

the good results obtained with the model proposed here for [Ch]Cl when used to describe the densities 
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of different mixtures, including its challenging aqueous solution, there are reasons to believe that such 

discrepancies may be related to the CG model of lactic acid, whose parameters were obtained from an 

indirect fitting using mixtures’ density data.[311] As mentioned in the introduction, this simplified 

approach may hinder a correct description of the compound’s physical features resulting in a lower 

accuracy. This is corroborated by the soft-SAFT results shown in Figure 6.14b), as the deviations of the 

soft-SAFT predictions from the experimental mixture densities increase as the molar fraction of LA is 

increased. 

 

Figure 6.14. a) SLE phase diagram for [Ch]Cl + lactic acid. b) Densities of [Ch]Cl + lactic acid at different HBA 

to HBD molar ratios. Symbols represent experimental data,[310,349] while the solid lines depict the soft-SAFT 

results using ξ=1.04. 

 

Francisco et al.[349] reported the CO2 solubilities in the DES [Ch]Cl + lactic acid (1:2) in the form 

of isopleths with a CO2 mole fraction ranging from 0.025 to 0.100. As the binary parameter between the 

salt and the HBD was defined through modelling of the SLE data of the correspondent binary mixture, 

only the binary parameter between lactic acid and CO2 was directly fitted to the experimental solubility 

data. The results of the fitting are depicted in Figure 6.15 and show that the model is able to provide a 

good description of the experimental data with a %ARD of 4.95%, although deviations increase with 

increasing temperatures and gas contents. However, the absorption capacity of DES seems rather limited 

so higher CO2 contents than those reported by Francisco et al.[349] are unlikely to occur.  

In fact, it does not make any sense that DES have been so widely investigated as alternative 

solvents for gas separations in literature, as a ‘true’ DES will never be a good solvent for gases. This is 

easily shown using classical thermodynamics, as the Henry constant of a gas (component 3) in a mixture 

of component 1 and component 2 can be obtained from the following expression: 

ln(𝐻3,𝑚𝑖𝑥) = 𝑥1 ln(𝐻3,1) + 𝑥2 ln(𝐻3,2) − 𝑎12𝑥1𝑥2 (6.5) 
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where 𝐻3,𝑚𝑖𝑥 is the Henry constant of the gas in the mixture, 𝐻3,1 and 𝐻3,2 are the gas henry’s constant 

in component 1 and component 2, respectively, and 𝑎12 is a measure of the interactions between the two 

components. DES are assumed to arise from the existence of strong hydrogen-bonding interactions 

between its two precursors that often result in negative deviations from Raoult’s law, i.e., 𝑎12 < 0. This 

implies that the Henry’s constant in the mixture is larger and thus the solubility is smaller. 

 

Conclusions 

In this section, a new methodology for the parameterization of solid DES precursors in the 

framework of SAFT-type EoSs is shown to be necessary and proposed, overcoming the limitations of 

the current approaches, while achieving a better performance. The new approach was successfully 

illustrated for the most used DES precursor, the [Ch]Cl salt, using the soft-SAFT EoS. 

Firstly, using information from MD simulations and ab initio calculations available in literature 

about the type and magnitude of the hydrogen-bonding interactions present in some [Ch]Cl-based DES, 

a more realistic association scheme with five associating sites was proposed to describe the hydrogen 

bonding character of [Ch]Cl. Then, the molecular parameters characterizing the associating sites were 

transferred from literature or obtained through an empirical approach proposed in this work without 

further fitting, while the non-associating pure-component parameters were obtained from fitting to 

experimental data that can be easily measured for any DES, namely high-pressure liquid densities and 

SLE data.  

The accuracy and robustness of the new CG model was then demonstrated through the successful 

description of a wide variety of [Ch]Cl-based DES with seven different HBDs and include densities, 

VLE, and SLE of pure DES, and their mixtures with water and CO2 in wide temperature, pressure and 

composition ranges. The new approach is easily applicable to other solid DES precursors, e.g., urea, 

enabling the correct thermodynamic modelling of other typical DES such as [Ch]Cl + urea which should 

be the aim of future works. 
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6.2- Remarks on the Thermodynamic Modelling of Protic ILs 
 

The content of this section is based on the following submitted manuscript, where E.A. Crespo was 

responsible for the modelling tasks and for writing the manuscripts, with substantial contributions from the 

remaining authors. 

• Emanuel A. Crespo, Liliana P. Silva, Pedro J. Carvalho, and João A.P. Coutinho, “The Excess Molar 

Volumes of Protic Ionic Liquids and Its Significance to their Thermodynamic Modelling”, submitted to 

Fluid Phase Equilibria. 

 

Introduction 

Over the last decade, research on PILs shows a significant increase, sustained by a large number 

of different applications in fields such as greenhouse gas capture, liquid-liquid extractions, polymer 

synthesis, as catalysts for organic synthesis, non-aqueous amphiphile self-assembly solvents, electrolytes 

for fuel cells, batteries, capacitors, among many others that have been summarized in comprehensive 

reviews.[350,351] Within the Oil & Gas industry, they have been gathering an increasing interest from 

both industry and academia as potential solvents for CO2 absorption,[39–43] oil desulfurization,[44,45] 

methane hydration inhibition,[46] asphaltenes extraction or stabilization,[47,48] among others. 

However, the increasing amount of information on PILs has not been followed by the development of 

thermodynamic modelling approaches that can reliably provide or describe their behaviour. This is due 

to the lack of experimental data that can be used to provide a robust parameterization of the model, but 

also due to the inner complexity of PILs, resembling some of the issues faced with DESs.[334,352,353] 

Although quite different in nature, PILs and DESs do share common features. Both are essentially 

mixtures of Lewis or Brønsted acids and bases, differing essentially in the ΔpKa.[24,350] PILs are 

prepared through the stoichiometric neutralization reaction of acids and bases with the subsequent proton 

transfer from a Brønsted acid to a Brønsted base. This proton transfer will be complete only if the ΔpKa 

is large enough (typically above 10[354]), otherwise the proton transfer will be partial with neutral 

molecular precursors coexisting in solution with ion pairs and ionic species. On the other hand, DESs 

are mixtures of weak Lewis or Brønsted acids and bases that although usually solid at room temperature, 

present an eutectic temperature much lower than that predicted assuming an ideal behaviour, mostly due 

to the presence of strong hydrogen bonding between the two molecular precursors, yielding solvents 

with interesting properties in a wide liquidus temperature range.[24,25] Although their differences in 

acidity lead to strong hydrogen bonding, no significant proton transfer takes place on these systems.  
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Due to the relevant role of hydrogen bonding on the behaviour of both PILs and DESs, SAFT-

based models stand as one of the most appropriate and versatile tools to describe them. However, despite 

being already widely applied for DES,[334,352,353] the thermodynamic modelling of PILs using 

molecular-based EoSs is still in its infancy. Alcantara et al.[355,356] used the sPC-SAFT EoS[65] to 

model the high-pressure vapor-liquid equilibrium (VLE) of binary mixtures comprising CO2 and other 

gases with PILs based on amines or ethanolamines and butanoic acid, by using a pseudo-pure component 

approach to describe the PIL, and obtaining the correspondent parameters by fitting to the experimental 

liquid densities and speed of sound of the PIL. Afsharpour[357] reported the use of CPA EoS to describe 

the CO2 and H2S solubility in four different PILs based on ethanolamines. The pure-component 

parameters for each PIL were regressed using only 12 density points at atmospheric pressure and, 

consequently, a complex temperature dependency of the binary interaction parameter between the gas 

and the IL was required to successfully describe the experimental data.  Baird and co-workers[358,359] 

applied the ePC-SAFT[360] to describe the densities and vapor pressures of aqueous solutions of 7-

methyl-1,5,7-triazabicyclo[4.4.0]dec-5-enium acetate. To better represent the complexity of PILs, both 

ionic and molecular species were considered; however, the proton transfer has been considered to be 

complete and molecular species were only considered if excess acid or base was added to the solution. 

Moreover, due to the number of different species, and the complex temperature-dependencies employed, 

a total of 17 parameters were required to fully describe the PIL aqueous solution. 

Recently, the soft-SAFT EoS was used to describe carboxylate-based carboxylate-based PILs and 

their mixtures with CO2[361,362], with the PIL parameters being obtained by fitting pρT data and 

second-order derivative properties. In both works, even though PILs are, to a fair extent, mixtures (of 

neutral acid and base molecules, ion pairs and ionic species), they were modelled under a pseudo-pure 

component approach, as was also commonly done in the inception of DESs modelling using SAFT EoSs. 

Although this approach has been correctly, and with success, applied to the modelling of aprotic ILs, for 

PILs this approach is only adequate when the ΔpKa is large enough[354] (typically above 10). 

Furthermore, even then, it is only adequate if no excess base or acid is present (note that other solvents 

may also displace the equilibrium). 

This work aims to provide insights on why, as previously established for DESs,[334] it is 

important to, at least in some situations, be able to describe PILs using an individual-component 

approach, ideally starting from its precursors. It will be shown that, contrarily to what is observed for 

DES, the properties of a PIL (the density will be here used since it is the property most widely available 

for PILs) cannot be directly predicted from its precursors. To explain the reasons for such behaviour, a 

striking difference between PILs and DESs is disclosed and discussed, highlighting the distinct 
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challenges, compared to those found for DES, of developing SAFT models for PILs. Afterwards, it is 

shown how the individual-component approach can be corrected to account for the characteristic excess 

molar volumes (𝑉𝐸) found in PILs, enhancing the predictive ability and applicability of the model, 

compared to the commonly used pseudo-pure component approach. All the modelling results shown in 

this chapter are carried out using the PC-SAFT EoS, as an example of a common SAFT-type EoS, widely 

implemented in thermodynamic calculation packages and most commercial process simulators. 

 

Results and Discussion 

The most common purification procedure of PILs consists of a distillation under vacuum. It is 

known that this process can lead to the formation of ‘mixtures’ with an acid:base proportion different 

than the expected 1:1 that can be related to the formation of oligomeric anions.[363–365] There are also 

evidences for the formation of azeotropes at molar ratios close to the 2:1 stoichiometric proportion in 

carboxylate-based PILs,[366] since during the distillation process, one of the precursors can be removed 

to a greater extent than the other, leading to a mixture enriched in the other component.[351] The strategy 

of using PILs with oligomeric ions or PILs with variable or poorly defined stoichiometry has been 

pursued with success by some authors expanding the PILs field, while making it more complex to deal 

with from a modelling point of view.[367–369] 

Recently, the soft-SAFT EoS was used to describe carboxylate-based PILs and their mixtures with 

CO2.[361,362] Those works show that despite its good performance, the pseudo pure-component 

approach cannot be applied to describe mixtures containing different or variable acid:base 

stoichiometries, as the modelling of a different composition would require the refitting of the parameters, 

defining a new pseudo-pure component. Moreover, the predictive modelling of a different PIL, even if 

containing only common precursors with previously studied PILs, is not possible. This was the same 

issue previously observed in the modelling of DESs as the solvent’s properties could also be tuned by 

using different HBD to HBA ratios, although in the case of DESs, the use of a pseudo-pure component 

approach also suffers from the problem of inhibiting the study of their SLE which lays the foundation of 

the DES concept itself. 

Therefore, a similar solution should be attempted to model PILs using a SAFT-type EoS, and the 

use of an individual-component approach should become standard. Hence, as most PILs investigated in 

literature are obtained from the mixture of an amine and a carboxylic acid, the PC-SAFT EoS parameters 

for monoethanolamine (MEA), diethylamine (DEA), di-n-butylamine (DBA), acetic acid, propionic 

acid, butanoic acid, pentanoic acid, and hexanoic acid were first retrieved from the literature,[370–375] 
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and verified to accurately represent their liquid densities and vapor pressures. Furthermore, new PC-

SAFT parameters were obtained by fitting to experimental liquid densities and vapor pressure data for 

diethylethanolamine (DEEA) and methylethanolamine (MeEA). Both the literature parameters and those 

obtained in this work are reported in Table 6.8, along with all the relevant references. 

 

Table 6.8. PC-SAFT EoS parameters used in this work and volume-shift type corrections employed. 

Compound 

  

Mw 

(g/mol) 

𝒎𝒊 𝝈𝒊𝒊 

(Å) 

 𝜺𝒊𝒊 𝒌𝑩⁄  

(𝐊) 
Assoc. 

Schem. 
𝜺𝑯𝑩 𝒌𝑩⁄  

(𝐊) 
𝜿𝑯𝑩 

(Å𝟑) 

Ref. ci 

Diethylethanolamine 117.19 3.844 3.6406  248.55 2B 2033.2 0.02412 * 7.50 

Monoethanolamine 61.08 4.521 2.6574  237.69 4C 989.9 0.18753 [370] 11.52 

Diethylamine 73.14 3.424 3.3851  219.77 2B 1094.0 0.01100 [371] 20.09 

Di-n-butylamine 129.24 5.095 3.5742  234.78 2B 1621.5 0.01400 [371] 10.85 

Methylethanolamine 75.11 4.086 3.0108  251.41 2B 2034.4 0.02412 * 12.18 

Acetic acid 60.05 2.597 3.0474  190.22 2B 2379.0 0.36832 [372] 8.94 

Propionic acid 74.08 3.258 3.1047  192.67 2B 2647.5 0.19275 [373] 8.76 

Butanoic acid 88.10 4.183 3.0734  198.08 2B 2409.8 0.26223 [374] 5.68 

Pentanoic acid 102.13 4.300 3.3069  259.55 2B 1938.5 0.03140 [375] 5.95 

Hexanoic acid 116.16 3.496 3.7510  283.68 2B 2975.7 0.00780 [375] 5.55 

*- The PC-SAFT pure-component parameters for these compounds were regressed in this work by fitting to 

experimental liquid densities and vapor pressure data. For diethylethanolamine, the data was retrieved from 

references,[376–380] while for methylethanolamine data was obtained from reference [381]. 

 

These parameters were used to predict the atmospheric pressure densities of different PILs (1:1 

acid:base ratio) with ammonium cations, by modelling the PILs as an equimolar mixture of the acid and 

the base. The results obtained for the carboxylate-based PILs are shown in Figure 6.1 and show that the 

PC-SAFT EoS fails to predict the densities of these PILs, using an individual-component approach. This 

is different from the behaviour observed in DESs where, despite their non-ideality, the solvent densities 

could be easily and accurately obtained by modelling it as a mixture of the HBD and HBA, with the 

correspondent composition.[334] 
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Figure 6.15. Liquid densities, at atmospheric pressure, of carboxylate-based PILs with a 1:1 acid:base ratio, with 

the following base precursors: A) DEEA, B) MEA, C) MeEA, and D) DEA/DBA. Symbols represent experimental 

data,[43,361,382–385] while the dashed lines depict the PC-SAFT predictions. 

 

Aiming at understanding the origin of the decreased performance of the model in describing the 

density of PILs, the excess molar volumes (𝑉𝐸) for 23 different DESs and 35 different PILs were 

determined from density data and are provided in Table H.1 and Table H.2, in Appendix H. Figure 

6.16 shows the average 𝑉𝐸for the different systems and the same values normalized by the ideal molar 

volume of the mixture in order to mitigate the effect of 𝑀𝑤. As can be observed, despite their non-

ideality, DESs exhibit very low negative 𝑉𝐸and, for that reason, SAFT-type EoSs could easily predict 

the DES densities.[334] On the other hand, PILs exhibit considerably higher 𝑉𝐸, whose value depends 
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greatly on the PIL precursors as demonstrated by the data scattering, preventing the model from 

accurately predict the PIL behaviour from a mixture of its precursors. 

 

Figure 6.16. a) Excess molar volumes, VE. b) molar volume deviation from the ideal molar volume, (Vid), for 

different PILs and DESs. 

 

Nasrabadi and Gelb[386] used molecular dynamics simulations to investigate the effect of proton 

transfer on the density, viscosity and conductivity of different PILs. It was shown that PILs density 

increase with the degree of proton transfer that was reported to vary with the amine hybridization. This 

result along with the fact that the extension of proton transfer is indeed one of the main differences 

between DES and PILs (both are mixtures of Lewis or Brønsted acids and bases), it can be concluded 

that the large negative 𝑉𝐸observed in PILs are related to the formation of ion pairs in PILs while DES, 

being solely composed of neutral molecular species, present negligible 𝑉𝐸. Therefore, the formation of 

those ionic species and the effect that such formation has on the thermophysical properties must be 

considered when modelling PILs using molecular-based EoSs. 

Clearly, one of the most appropriate methods to account for the presence of ionic species would 

be to use a SAFT-type EoS that contains an electrolyte term to explicitly account for Coulombic 

interactions, such as ePC-SAFT[360] that has already been applied to describe aprotic ILs.[387] 

However, in PILs, the proton transfer is incomplete and the degree of proton transfer is usually unknown. 

Consequently, neutral acid and base molecules coexist in solution with the ionic species, their detailed 

composition being unknown, hampering the application of such models. Aggregation and association of 

ions and neutral species, forming oligomeric ions,[365] will also take place, and  applying electrolyte 

SAFT models would not only require a deeper knowledge of the speciation on this system than currently 
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exists, but also the fitting of a number of parameters to each and every species present, using a very 

limited amount of experimental data. In fact, for most PILs only density at atmospheric pressure is 

available to use in parameter regression, reinforcing the importance of measuring density in wide 

temperature and pressure ranges for PILs as recently discussed by us.[361] Moreover, electrolyte SAFT 

models are still not widely available in most commercial process simulators. 

Another alternative to be further explored in this work is to account for the effect of proton transfer 

in the 𝑉𝐸 of PILs in an implicit manner. Assuming that the formation of an ionic species (regardless of 

an ion pair or isolated ions) correspondent to the protonation/deprotonation of a given acid/base results 

in a given relative perturbation to the 𝑉𝐸, expressed in terms of percentage deviation from the ideal molar 

volume of the mixture of the PIL (Figure 6.16 b)), an improved description of density, and an improved 

predictive ability of the model can be obtained using a volume-shift type correction expressed by eq. 

6.6, where 𝑉𝑚𝑚𝑖𝑥
𝐶  is the corrected molar volume of the PIL,  𝑉𝑚𝑚𝑖𝑥

𝑜  is the molar volume of the PIL as 

predicted by the PC-SAFT EoS considering it as a simple mixture of its precursors, and 𝑐𝑖 is the relative 

percentage correction to the molar volume of the PIL, due to the formation of the cation/anion by proton 

transfer from/to its correspondent precursor. 

𝑉𝑚𝑚𝑖𝑥
𝐶 = 𝑉𝑚𝑚𝑖𝑥

𝑜 [𝑥𝑎𝑐𝑖𝑑 (1 −
𝑐𝑎𝑐𝑖𝑑
100

) + 𝑥𝑏𝑎𝑠𝑒 (1 −
𝑐𝑏𝑎𝑠𝑒
100

)] (6.6) 

For simplicity, eq. 6.6 can be rewritten as eq. 6.7, where 𝑐𝑚𝑖𝑥 is the correction to the mixtures 

molar volume due to proton transfer obtained from eq. 6.8 as a linear mixing rule of the correction 

parameters. 

𝑉𝑚𝑚𝑖𝑥
𝐶 = 𝑉𝑚𝑚𝑖𝑥

𝑜 (1 −
𝑐𝑚𝑖𝑥
100

) (6.7) 

𝑐𝑚𝑖𝑥 =∑𝑥𝑖𝑐𝑖

𝑁𝐶

𝑖=1

 (6.8) 

It is worth to note that the correction is here implemented in terms of relative corrections to the 

molar volume instead of an absolute correction, as typically done in volume-shift corrections, because 

the lower scattering of the data observed in Figure 6.16 b) suggests that avoiding the effect of 𝑀𝑤 can 

result in a better correlation. 

This approach was thus implemented together with PC-SAFT EoS to describe the densities of 

PILs synthesized from the reaction of carboxylic acids (acetic up to hexanoic acid) with five different 

amines (DEEA, MEA, DEA, DBA, and MeEA). In a first step, the values of 𝑐𝑖 for acetic, propanoic, 

butanoic, pentanoic and hexanoic acids and that of DEEA were fitted simultaneously to density data 

from the correspondent PILs and are reported in Table 6.8. As depicted in Figure 6.17A), this approach 
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allows an accurate description of the densities of PILs with DEEA as precursor. It is worth to highlight 

that even though the correction can only induce a y-axis translation of the PC-SAFT predicted density, 

an excellent description of the temperature effect is obtained through fitting. Afterwards, the 𝑐𝑖 values 

for the remaining amines, namely [MEA], [MeEA], [DEA], and [DBA] were obtained by fitting to the 

liquid densities of a single PIL containing the correspondent amine as base precursor, namely 

[MEA][But], [MeEA][But], [DEA][Pent], [DBA][Pent], and used to predict the density of the PILs with 

the remaining carboxylic acids. As shown in Figure 6.17 B-D), the results display a remarkable 

improvement when compared to those without any correction, previously shown in Figure 6.15. 

The good prediction of the PILs density for which no experimental data was used in the 

parameterization of the 𝑐𝑖 values demonstrate the importance of accounting for the effect of proton 

transfer in the density modelling, and how it can be easily implemented to enhance the accuracy and the 

predictive ability of the model. In this way, the binary interaction parameters between the acid and the 

base can later be freely adjusted to describe the VLE/azeotropic behaviour of the PIL (if reliable 

experimental data ever becomes available), while assuring the correct description of its volumetric 

properties. Evidently, the densities description shown in Figure 6.17 still have room for improvement, 

but the volume-shift type correction employed has several simplifications that could be overcome in a 

more detailed study. Firstly, the correction made to the molar volumes is temperature-independent and 

based on an average value of 𝑉𝐸 in the temperature-range where experimental density data of the PIL 

was available (which may vary across the different PILs), while in fact the values tend to decrease with 

temperature, partially explaining the weak temperature dependency of the predictive results depicted in 

Figure 6.17.  
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Figure 6.17. Densities at atmospheric pressure of different PILs. Symbols represent experimental 

data,[43,361,382–385] while the solid lines depict the PC-SAFT EoS modelling results, corrected to account for 

the effect of proton transfer. 

 

Furthermore, the impact that the formation of a given cation/anion has on the PILs properties, (e.g.  

the presence of the acetate anion in an ion pair) is not independent of the base precursor with which it is 

paired, because the degree of proton transfer highly depends on the acid/base pair. This is corroborated 

by the work of Nasrabadi and Gelb,[386] where the degree of proton transfer was shown to decrease 

from primary to secondary and tertiary amines for a same carboxylate anion. The  𝑉𝐸 values relative to 

the ideal volume of the mixtures determined for carboxylate-based PILs with different amines as base 

precursors are plotted in Figure 6.18, as a function of the carboxylic acid’s 𝑀𝑤 and reinforce the 

conclusion obtained by Nasrabadi and Gelb[386]. As the degree of proton transfer is strongly affected 

by the acid:base making up the PIL, being higher for primary amines, the effect on the molar volume of 

the PIL increases in the same direction, with the relative 𝑉𝐸 in [MEA][X] PILs being more negative than 

those in the tertiary amine DEEA. Figure 6.18 also shows that the effect on the PILs molar volume for 

an homologues series of carboxylic acid increases linearly with the acid’s 𝑀𝑤. Therefore, if one wants 

to employ a correction as the one suggested in this work with the 𝑐𝑖 values further depending on the base 

precursor, linear correlations of the 𝑐𝑖 value as a function of the acid’s 𝑀𝑤 should be expected for a 

given homologous series, allowing the prediction/extrapolation of the behaviour of PILs with different 

chain length acids, without further measurements and parameterizations. 
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Figure 6.18. Percentage relative excess molar volumes of carboxylate based PILs with different amines as base 

precursors. 

 

Finally, as initially mentioned, one of the main objectives of using an individual-component 

approach is to be able to predict the properties of PILs that although made up of the same precursors 

have distinct acid:base stoichiometric ratios. This is important because in an industrial process, the 

concentration of the different species will vary along the distillation columns.[366] Therefore, the 

modelling approach proposed in this work, with the 𝑐𝑖 values reported in Table 6.8, were used to predict 

the densities of PILs based on the N,N-diethylethanolammonium cation (DEEA as base precursor) and a 

2:1 acid:base ratio. The modelling results are shown in Figure 6.19, with and without the correction to 

the molar volumes and, as can be observed, using the proposed methodology, a good prediction of the 

composition effect on the PILs density can be obtained, without further parameterizations. 
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Figure 6.19. Density of PILs based on the DEEA cation. Symbols represent experimental data,[364] while the 

solid and dashed lines represent the PC-SAFT predictions with and without correction of the molar volumes. 

 

Perspectives and Conclusions 

In this section, a discussion on the thermodynamic modelling of PILs using SAFT-type EoSs is 

provided. It is discussed how, as previously proposed for DESs, being able to predict their 

thermodynamic behaviour from that of its precursors is useful for an enhanced predictive/extrapolative 

ability of the model and to enable the modelling of different acid/base compositions without additional 

parameterizations. Contrarily to DESs, where the behaviour of the solvent could be directly predicted 

from its precursors, the highly negative excess molar volumes observed in PILs, arising from the proton 

transfer between the acid and the base, were found to result in very poor predictions of the PILs density.  

Therefore, to improve the accuracy and predictive ability of the model, a simple correction to the 

molar volume of the PILs is proposed, assuming that the formation of each ion in the mixture induces a 

certain change in the PILs molar volume. Despite the simplifications of the proposed correction, a 

remarkable improvement in the results is obtained with the model being able to successfully predict the 

densities for PILs whose data was not used in the parameterization and to predict the densities of PILs 

with variable stoichiometry. The results obtained highlight the importance of considering the excess 

volumes of PILs during the development of SAFT models and can still be further improved by avoiding 

some of the simplifications here adopted, such as the use of temperature-independent corrections and the 

assumption of a constant effect of the ionic species regardless of the PIL precursors. 



CHAPTER 6. Thermodynamic Modelling of Alternative Solvents 

228 
 

  



 

 
 

 

 

 

 

 

 

 

 

 

 

7- Final Remarks 
 “Research is to see what everybody else has seen, and to 

think what nobody else has thought.” 
 

Albert Szent-Gyorgyi 
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7.1- Conclusions 

 

This thesis aimed at the development, improvement and analysis of thermodynamic modelling 

approaches used to describe the phase behaviour and thermophysical properties of ethylene oxide-based 

compounds and alternative solvents that may be relevant for the Oil & Gas industry. 

After a general introduction to set the context and explain the interest from the Oil & Gas industry 

in these systems and in obtaining accurate thermodynamic models for them (Chapter 1), and a thorough 

description of the modelling techniques employed, namely SAFT-type EoSs and CG-MD simulations 

(Chapter 2), the work starts by showing, in Chapter 3, how a thermodynamic model for glycols and 

glymes can be simplified, improving its computational efficiency, without compromising its accuracy. 

In this chapter, the development of a refined CG model for glycols and glymes, with enhanced 

transferability, was presented, in the framework of the soft-SAFT EoS. It is the first time that, considering 

the chemical similarities between glycols and glymes, the same modelling approach is followed to 

describe both families of compounds, in a large range of molecular weights. The new model was not 

only shown to provide a more accurate description of the thermodynamic behaviour for low molecular 

weight oligomers, but also to be able to reasonable predict, without further fitting, the behaviour for 

compounds of increased chain length (e.g., PEGs), or blends (e.g., PEGDME 250). 

Furthermore, knowing of the application of these polyethers as dehydration agents, gas hydrate 

inhibitors, as solvent for CO2 separation, or acid gas removal from natural gas streams, the phase 

behaviour of several binary mixtures of interest (e.g., glycol/glyme + gases/water) was successfully 

described using the proposed model. In some cases, correlations for the necessary binary interaction 

parameters, as a function of the glycol/glyme molecular weight were also proposed, yielding fully 

predictive screening tools that can be used to investigate the effect of small structural changes on the 

system’s behaviour, without the need for expensive measurements. As an example, the phase behaviour 

of a binary mixture glyme/blend of glymes + CO2 can now be described in the absence of experimental 

data, i.e., the pure-component parameters for the solvent CG model are obtained from the correlations 

obtained for the investigated pure oligomers, and the binary parameter between the solvent and the gas 

is retrieved from the trends observed for the binary parameter in the studied mixtures. 

CiEj non-ionic surfactants are made of the same functional groups present in glycols and glymes, 

namely CH3, CH2, EO, and OH but, contrarily to them, they are mostly present in the form of an aqueous 

solution. This poses a considerable constraint in the model parameterization, since the pure-component 

parameters of SAFT models are usually obtained by fitting to the experimental saturated densities and 

vapor pressures of the pure fluid that are in this case unavailable. For this reason, SAFT models, despite 
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being the most appropriate to describe associating molecules, are seldomly applied to model the phase 

behaviour of systems containing CiEj surfactants. Therefore, in Chapter 4, the use of a heteronuclear 

SAFT-type EoS, namely SAFT-γ-Mie, is proposed to describe the complex phase behaviour of CiEj + 

water mixtures. In this way, all the necessary functional groups could be parameterized by using 

abundant experimental data for n-alkanes, alkan-1-ols, glycols and glymes, where those groups are 

present, and used to predict the behaviour of the surfactants. Unfortunately, despite this kind of 

transferability being the brand of heteronuclear models, it is here shown that the transferability of a given 

functional group, across different families of compounds, is considerably limited, and often masked by 

the parameterization of an additional group. Nevertheless, even though the behaviour of CiEj + water 

mixtures could not be predicted using this approach (closed-loop immiscibility regions are not captured), 

it can be described by refitting the parameters governing the interactions between the EO groups and 

water. Thus, considering the limitations and scarcity of available SAFT models for these systems, it still 

represents a good starting point for future studies aiming at the extension of the model to describe 

surfactant-related properties like surface/interfacial tensions or CMC that, so far, have been described 

independently of the macroscopic phase behaviour. 

These surfactants, when in aqueous solutions, self-assemble to form a variety of 3-D structures, 

ranging from micelles of different shapes, at low surfactant concentrations, to highly ordered liquid 

crystalline phases, at high surfactant loadings. In Chapter 5, MD simulations, using the MARTINI FF, 

were carried out for a large number of surfactants to unveil the mesophase behaviour of these systems, 

and better understand the effect of surfactant concentration and the length of the hydrophobic and 

hydrophilic moieties on the phase behaviour. The good agreement observed with experiments shows 

how a highly transferable, general-purpose FF like MARTINI, even though initially developed for MD 

simulations of biological systems, can be useful to provide a better understanding of chemical systems, 

that may be of interest for a much broader range of fields, including Oil & Gas. Once the model was 

shown to provide reasonable descriptions for the binary systems, remarks on its applicability to the 

modelling of more complex systems, such as surfactant + oil + water and surfactant + oil + water + 

surface were provided to guide further studies on this topic, which is particularly relevant for the 

development of new surfactant systems and in the design of new injection fluids to use in EOR 

technologies. 

Finally, considering the boom of Green Chemistry, and the need for the development of more 

sustainable and environmentally friendly processes and technologies, Chapter 6 discussed new 

modelling approaches for the description of alternative solvents being currently investigated for several 

applications in the Oil & Gas industry, namely DESs and PILs, using SAFT-based EoSs. In the case of 



CHAPTER 7. Final Remarks 

233 
 

DESs, many precursors used in their preparation are solid. Consequently, vapor pressures and saturated 

liquid densities are unavailable to parameterize their CG models. Instead, different authors have opted 

to either describe the DES as a pseudo pure-component approach, or to obtain the required parameters 

by fitting to experimental data of their aqueous solutions. In Chapter 6.1, the limitations of these 

approaches were adequately discussed, and a new methodology for the parameterization of solid DES 

precursors was proposed. The methodology was illustrated for [Ch]Cl, one of the most used precursors, 

and shown to provide an accurate description of different [Ch]Cl-based DES. Concerning PILs, although 

density data is widely available, vapor pressures are negligible. Furthermore, despite being mixtures of 

an acid and a base, they have also often been described using a pseudo-pure component approach. This 

method prevents the investigation of systems with variable acid:base ratios that can be observed after the 

purification process, using the same model and parameters, paving the way for the development of 

individual-component approaches to model PILs. However, in Chapter 6.2, PILs are shown to exhibit 

considerably negative excess molar volumes, compared to those observed in DES, preventing the direct 

modelling of a PIL as a mixture of the acid and base used in their preparation. It is then shown how this 

characteristic can, and should, be incorporated in the modelling to improve the accuracy and enhance the 

applicability of SAFT models. 

In summary, this doctoral work provides an update on the thermodynamic modelling approaches 

used to describe the thermodynamic behaviour of glycols, glymes, CiEj surfactants, DES, and PILs, as 

necessary for the design and simulation of new processes, and optimization of existing operations, in the 

Oil & Gas industry. Not only the limitations of current methods are disclosed and discussed, as 

alternative models or methodologies are proposed aiming at overcoming some of the existent drawbacks, 

or at improving their accuracy, transferability or applicability. 
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7.2- Future Work 

 

Thermodynamic modelling continues to be a very active research topic; not only because new 

systems are being investigated for novel applications, but also because even small improvements in a 

certain model can justify their adoption by process and project engineers responsible for the design and 

simulation of industrial processes. 

In Chapter 3, it is shown that even though computational efficiency & accuracy will always 

represent a compromise, many models can be considerably simplified without a noticeable influence on 

the accuracy. This is particularly important in SAFT-based models due to the computational burden of 

the association term but, unfortunately, the choice and analysis of different association schemes to apply 

for a given molecule are rarely discussed, even though it should be part of a systematic model 

development procedure. The physical meaning of the parameters, that enables the model to predict the 

behaviour for different compounds and mixtures than those investigated experimentally, should always 

be discussed appropriately when reporting new model parameters, as done in Chapter 3.2. This helps 

ensuring that a reasonable and consistent set of parameters is proposed compared with other families and 

decreases the probability of finding multiple set of parameters for the same compound, within the same 

EoS. Furthermore, as a future work, the models proposed in Chapter 3, should be employed to describe 

a wider range of binary and multi-component mixtures of interest to the Oil & Gas industry, e.g., glymes 

+ CO2+ H2S + CH4 that is relevant to reproduce a gas sweetening process, but unfortunately experimental 

data is not always available or is proprietary, so experimental measurements should now focus towards 

ternary and multi-component systems, given that binary data is becoming widely available in the 

literature. 

The most acknowledged heteronuclear SAFT variant was shown in Chapter 4 to exhibit a very 

poor transferability of the functional groups across different families for the cases considered in this PhD 

work. Nevertheless, given the lack of SAFT modelling approaches available to describe the behaviour 

of CiEj surfactants, and in absence of more appropriate parameterization methodologies for these 

molecules, these EoSs, given that they can describe the complex closed-loop immiscibility regions 

observed in their aqueous solutions, should still be extended in the future for the description of additional 

properties, relevant for surfactant-like systems, such as surface/interfacial properties, density profiles, 

average aggregation numbers and critical micellar concentration, whose modelling is usually addressed 

separately from their macroscopic phase split. Although these properties can also be obtained through 
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MD simulations, an integrated approach based on an EoS, able to provide both phase equilibria and this 

type of properties, would clearly be more computational efficient. 

It was discussed in Chapter 5, how CG-MD simulations can be used to complement the 

information obtained using EoSs, by providing a link between the microscopic-level behaviour of the 

systems and macroscopic properties. The MARTINI FF, although initially developed for biological 

systems, can be extremely useful for a better understanding of chemical systems, due to its highly 

transferable nature. This FF was shown to be able to provide a good description of the self-assembly 

behaviour of CiEj surfactants in water, but additional work is required prior to investigate the addition of 

oil, or to simulate the interactions with a surface (representing the rock reservoir) to help in the 

formulation of surfactant systems for EOR applications. Namely, the water model in the MARTINI 2.0 

FF suffers from several limitations, and there are reasons to believe that the results obtained here, 

especially for the multi-component systems, can be substantially improved, by using the MARTINI 3.0 

FF which was published very recently, instead of the MARTINI 2.0 version. The larger number of bead 

types, with smoother variations of energy, more refined mappings, and existence of more interaction 

levels, are expected to allow for a more appropriate modelling of the different components, and to better 

capture their physical features. It is expected that exploring these systems using the new version of the 

FF would bring exciting results and a better understanding of the phenomena going on during EOR at 

the microscopic level. 

Concerning the modelling of alternative solvents in Chapter 6, the methodologies discussed here 

may inspire further developments in the field. For DESs, an interesting methodology is proposed but, as 

observed for glycols and glymes, the method can probably be simplified and become computationally 

more robust. The existent software must also be adapted to allow for the parameterization of pure-

component parameters using different kinds of experimental data. For PILs, further experimental studies 

aiming at quantifying the degree of proton transfer or understanding the azeotropic behaviour of some 

PILs, would be useful to improve and better evaluate current thermodynamic models. 

As a final thought, I feel that the applied thermodynamics community would benefit from an 

increased number of open-source software, by enhancing collaborative work, and by involving groups 

from different backgrounds, that do not have the time or resources to develop their own codes and 

algorithms. Or, as more simply put by Howison & Herbsleb: “It seems likely that significant software 

contributions to existing scientific software projects are not likely to be rewarded through the traditional 

reputation economy of science. Together these factors provide a reason to expect the over-production of 

independent scientific software packages, and the underproduction of collaborative projects, in which 

later academics build on the work of earlier ones.” 
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A. Additional expressions for the mathematical description of the 

soft-SAFT EoS 

 

Derivatives of the radial distribution function 

(
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝜌̃
)
𝑇̃,𝑥

= 𝑥𝑚 × 𝜎𝑚
3 ∑𝑝

5

𝑝=1

∑𝑎𝑝𝑞

5

𝑞=1

(𝜌𝑐
∗)𝑝−1(𝑇∗)1−𝑞 (𝐴. 1) 

 

𝑇̃ (
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝑇̃
)
𝜌̃,𝑥

= 𝑇∗ (
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝑇∗
)
𝜌̃,𝑥

= (1 − 𝑞)∑∑𝑎𝑝𝑞

5

𝑞=1

(𝜌𝑐
∗)𝑝(𝑇∗)1−𝑞

5

𝑝=1

(𝐴. 2) 

 

(
𝜕𝑔𝐿𝐽(𝜎𝑚)

𝜕𝑥𝑖
)
𝜌̃,𝑇̃,𝑥𝑘≠𝑖

= ∑∑𝑎𝑝𝑞

5

𝑞=1

(𝜌𝑐
∗)𝑝(𝑇∗)1−𝑞

5

𝑝=1

𝑚𝑖

𝑥𝑚
[𝑝 (

1

𝜎𝑚
3

𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖
− 1) − (1 − 𝑞)

1

𝜀𝑚

𝜕𝜀𝑚
𝜕𝑥𝑐,𝑖

] (𝐴. 3) 

 

Size parameter of the ‘hypothetical fluid’ and its derivatives in respect to molar and monomeric 

compositions. 

The mixture segment diameter is given as a function of the molar compositions, by the following 

expression: 

𝜎𝑚
3 =

∑ ∑ 𝑥𝑖𝑚𝑖𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗
3𝑁𝐶

𝑗=1
𝑁𝐶
𝑖=1

(∑ 𝑥𝑖𝑚𝑖
𝑁𝐶
𝑖=1 )

2 =
1

𝑥𝑚2
∑∑𝑥𝑖𝑚𝑖𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗

3

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

 (𝐴. 4) 

The derivative in respect to the molar fraction of component i is then expressed as: 

𝜕𝜎𝑚
3

𝜕𝑥𝑖
=
2𝑚𝑖 × 𝑥𝑚[𝑥𝑚(∑ 𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗

3𝑁𝐶
𝑗=1 ) − ∑ ∑ 𝑥𝑖𝑚𝑖𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗

3𝑁𝐶
𝑗=1

𝑁𝐶
𝑖=1 ]

𝑥𝑚4
(𝐴. 5) 

which using the definition of monomeric compositions and that of 𝜎𝑚
3  simplifies to: 

𝜕𝜎𝑚
3

𝜕𝑥𝑖
=
2𝑚𝑖

𝑥𝑚
[(∑𝑥𝑐,𝑗𝜎̃𝑖𝑗

3

𝑁𝐶

𝑗=1

) − 𝜎𝑚
3 ] (𝐴. 6) 

Alternatively, if the average size parameter is expressed as a function of the monomeric compositions, 

one obtains: 

𝜎𝑚
3 =∑∑𝑥𝑐,𝑖𝑥𝑐,𝑗𝜎̃𝑖𝑗

3

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

(𝐴. 7) 

whose derivative in respect to the monomeric composition of segments type i is: 
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𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖
= 2∑𝑥𝑐,𝑗𝜎̃𝑖𝑗

3

𝑁𝐶

𝑗=1

(𝐴. 8) 

Applying eq. A.8 in eq. A.6: 

𝜕𝜎𝑚
3

𝜕𝑥𝑖
=
𝑚𝑖

𝑥𝑚
(
𝜕𝜎𝑚

3

𝜕𝑥𝑐,𝑖
− 2𝜎𝑚

3 ) (𝐴. 9) 

 

Energy parameter of the ‘hypothetical fluid’ and its derivatives in respect to molar and monomeric 

compositions. 

The ‘averaged’ dispersive energy for the mixture is given as a function of molar compositions by 

the following expression: 

𝜀𝑚𝜎𝑚
3 =

∑ ∑ 𝑥𝑖𝑚𝑖𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗
3𝜀𝑚

𝑁𝐶
𝑗=1

𝑁𝐶
𝑖=1

(∑ 𝑥𝑖𝑚𝑖
𝑁𝐶
𝑖=1 )

2
(𝐴. 10) 

or in terms of monomeric compositions by eq. A.11: 

𝜀𝑚𝜎𝑚
3 =∑∑𝑥𝑐,𝑖𝑥𝑐,𝑗𝜎̃𝑖𝑗

3

𝑁𝐶

𝑗=1

𝑁𝐶

𝑖=1

𝜀𝑖̃𝑗 (𝐴. 11) 

Therefore, the derivative in respect to the molar composition of component i is given by: 

𝜕(𝜀𝑚𝜎𝑚
3 )

𝜕𝑥𝑖
=
2𝑚𝑖

𝑥𝑚
[(∑𝑥𝑐,𝑗𝜀𝑖̃𝑗𝜎̃𝑖𝑗

3

𝑁𝐶

𝑗=1

) − 𝜀𝑚𝜎𝑚
3 ] (𝐴. 12) 

or, alternatively, in terms of monomeric compositions: 

𝜕(𝜀𝑚𝜎𝑚
3 )

𝜕𝑥𝑐,𝑖
= 2∑𝑥𝑐,𝑗

𝑁𝐶

𝑗=1

𝜀𝑖̃𝑗𝜎̃𝑖𝑗
3 (𝐴. 13) 

Applying eq. A.13 in eq. A.12, the following expression is obtained: 

𝜕(𝜀𝑚𝜎𝑚
3 )

𝜕𝑥𝑖
=
𝑚𝑖

𝑥𝑚
[
𝜕(𝜀𝑚𝜎𝑚

3 )

𝜕𝑥𝑐,𝑖
− 2𝜀𝑚𝜎𝑚

3 ] (𝐴. 14) 

Using fundamental mathematics, A.14 yields the following expression: 

𝜕𝜀𝑚
𝜕𝑥𝑖

=
1

𝜎𝑚
3 [
𝜕(𝜀𝑚𝜎𝑚

3 )

𝜕𝑥𝑖
− 𝜀𝑚

𝜕𝜎𝑚
3

𝜕𝑥𝑖
] (𝐴. 15) 

Applying eqs. A.9, A.14 in A.15, one can obtain the following simpler and easier to implement 

expression: 

𝜕𝜀𝑚
𝜕𝑥𝑖

=
𝑚𝑖

𝑥𝑚
[
1

𝜎𝑚
3

𝜕(𝜀𝑚𝜎𝑚
3 )

𝜕𝑥𝑐,𝑖
−
𝜀𝑚

𝜎𝑚
3

𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖
] (𝐴. 16) 
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Derivation of eq.2.34 

The derivation starts from eq. A.8 of Chapman et al.[51]: 

𝜇̃𝑖
𝑠𝑒𝑔

𝑚𝑖 × 𝑥𝑚
=

𝐴̃𝑠𝑒𝑔

𝑥𝑚 × 𝜀𝑚
+ (𝑍̃𝑠𝑒𝑔+𝑖𝑑 − 1) [

2∑ 𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗
3𝑁𝐶

𝑗=1

𝜎𝑚
3 ∑ 𝑥𝑗𝑚𝑗

𝑁𝐶
𝑗=1

− 1] 

+
𝑈̃𝑠𝑒𝑔

𝑥𝑚 × 𝜀𝑚
[
2∑ 𝑥𝑗𝑚𝑗𝜀𝑖̃𝑗𝜎̃𝑖𝑗

3𝑁𝐶
𝑗=1

𝜀𝑚𝜎𝑚
3 ∑ 𝑥𝑗𝑚𝑗

𝑁𝐶
𝑗=1

−
2∑ 𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗

3𝑁𝐶
𝑗=1

𝜎𝑚
3 ∑ 𝑥𝑗𝑚𝑗

𝑁𝐶
𝑗=1

] (𝐴. 4) 

The following relationships are also known or deducted before: 

𝑍̃𝑠𝑒𝑔+𝑖𝑑 =
𝑝̃𝑠𝑒𝑔+𝑖𝑑

𝜌∗𝑇∗
𝜎𝑚
3

𝜀𝑚
(𝐴. 5) 

𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖
= 2∑𝑥𝑐,𝑗

𝑁𝐶

𝑗=1

𝜎̃𝑖𝑗
3 =

2∑ 𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗
3𝑁𝐶

𝑗=1

∑ 𝑥𝑗𝑚𝑗
𝑁𝐶
𝑗=1

(𝐴. 6) 

𝜕(𝜀𝑚𝜎𝑚
3 )

𝜕𝑥𝑐,𝑖
= 2∑𝑥𝑐,𝑗

𝑁𝐶

𝑗=1

𝜀𝑖̃𝑗𝜎̃𝑖𝑗
3 =

2∑ 𝑥𝑗𝑚𝑗𝜀𝑖̃𝑗𝜎̃𝑖𝑗
3𝑁𝐶

𝑗=1

∑ 𝑥𝑗𝑚𝑗
𝑁𝐶
𝑗=1

(𝐴. 7) 

𝜕𝜀𝑚
𝜕𝑥𝑐,𝑖

=

𝜕(𝜀𝑚𝜎𝑚
3 )

𝜕𝑥𝑐,𝑖
− 𝜀𝑚

𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖

𝜎𝑚
3  (𝐴. 8)

 

Using eqs. A.6 and A.7 in A.8 yields: 

𝜕𝜀𝑚
𝜕𝑥𝑐,𝑖

=
1

𝜎𝑚
3 [
2∑ 𝑥𝑗𝑚𝑗𝜀𝑖̃𝑗𝜎̃𝑖𝑗

3𝑁𝐶
𝑗=1

∑ 𝑥𝑗𝑚𝑗
𝑁𝐶
𝑗=1

−
2𝜀𝑚∑ 𝑥𝑗𝑚𝑗𝜎̃𝑖𝑗

3𝑁𝐶
𝑗=1

∑ 𝑥𝑗𝑚𝑗
𝑁𝐶
𝑗=1

] (𝐴. 9) 

Then, using eqs. A.5, A.6, and A.9 in eq. A.4, one can easily obtain the final form of eq. 2.34: 

𝜇̃𝑖
𝑠𝑒𝑔

𝑥𝑚 ×𝑚𝑖
=

𝐴̃𝑠𝑒𝑔

𝑥𝑚 × 𝜀𝑚
+ (

(𝜌̃𝑇̃ + 𝑝̃𝑠𝑒𝑔)𝜎𝑚
3

𝜀𝑚 × 𝜌𝑐
∗ − 𝑇∗)(

𝜕𝜎𝑚
3

𝜕𝑥𝑐,𝑖

1

𝜎𝑚
3 − 1) +

𝑈̃𝑠𝑒𝑔

𝑥𝑚 × 𝜀𝑚

𝜕𝜀𝑚
𝜕𝑥𝑐,𝑖

1

𝜀𝑚
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B. SAFT modelling of glycols and glymes 
Table. B.1. Literature survey on the modelling of glycols using SAFT-based EoSs. 

Glycol component Other components EoS 
Assoc. 

Scheme 
Reference 

PEG 200/1500/4000/8000 n-propane/N2/CO2 CK-SAFT 2B [111] 

MEG/TEG water 
CK-SAFT 4C [388] 

TEG n-hexane / benzene 

MEG water + methane 
CK-SAFT 4C [389] 

TEG water + methane/ethane/n-propane 

MEG/DEG/TEG/TeEG n-hexane/n-heptane, methylcyclohexane CPA 2B/4C [7] 

MEG/DEG/TEG water CPA 4C [390] 

MEG water CPA 4C [391] 

MEG/DEG/TEG benzene/toluene 

CPA 4C [328,392] 
MEG/DEG water + benzene 

MEG/TEG water + toluene 

TEG toluene + n-heptane 

MEG CO2/N2/methane/benzene 

soft-SAFT 2B [75] 
DEG CO2 

TEG n-hexane/benzene 

TeEG CO2/benzene 

PEG 200/300/400/600/ 

1000/1500/4000/6000/8000 

N2/CO2/n-propane/water/methanol 

soft-SAFT 2B [113] 
ethanol/2-propanol/benzene/toluene 

ethylbenzene/n-propylbenzene/t-butyl 

acetate 

MEG CO2/N2/methane/water/n-heptane/PG 

sPC-SAFT 

  

DEG CO2/water/n-heptane/benzene   

TEG benzene/toluene/n-hexane/n-heptane/water 4C [393] 

TeEG benzene/toluene/o-xylene/n-heptane   

PG water + MEG/n-heptane   
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Table. B.1. (Continued) 

Glycol component Other components EoS 
Assoc. 

Scheme 
Reference 

MEG/DEG/TEG/ n-heptane sPC-SAFT 4C [394] 

PEG 2180-1.02∙106 water SAFT-VR other* [395] 

TEG 
n-Cn (n=1, 6, ...10) / 

benzene/toluene/water CPA 
4C/6D 

[396] 

TeEG n-heptane 4C/7D 

MEG/DEG/TEG/TeEG n-alkanes up to C16 CPA 4C/6D/7D [397] 

MEG/DEG/TEG CO2 CPA 4C [398] 

TEG methane/CO2/water 
CPA 4C [399] 

MEG water/n-hexane/2,2,4-trimethylpentane 

MEG/DEG/TEG CO2/water/methane CPA 4C [400] 

MEG/DEG/TEG CO2/COS/H2S CPA 4C/6D [401] 

PEG (different Mw) water + inorganic acids (ATPS) ePC-SAFT 4C [320] 

MEG n-hexane/n-heptane/condensates sPC-SAFT 4C [321] 

MEG 
H2O/methane/n-

hexane/benzene/toluene 

CPA 

sPC-SAFT 
4C [402] 

MEG 

methane/ethane/n-propane/n-hexane/n-

heptane 
modified CPA 4C [403] 

methylcyclohexane/CO2/COS/H2S 

water/petroleum fluids 

MEG water/methane/CO2/H2S CPA 4C [404] 

MEG water/methane CPA-PR 4C [405] 

MEG water/methane/n-hexane/n-heptane CPA 3C/4C/4E/4F [206] 
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Figure. B.1. soft-SAFT modelling of the pρT data and second-order derivative properties of DEG. Symbols 

represent experimental data,[119] while the solid lines depict the soft-SAFT results using the parameters 

proposed by Pedrosa et al.[75] 
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Figure. B.2. Isobaric temperature-composition phase diagrams of the binary glyme+ water mixtures. Symbols 

represent experimental data,[142] while the solid and dashed lines represent the soft-SAFT results, with and 

without using the binary interaction parameters from Table 3.11, respectively. 
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C. SAFT-γ-Mie EoS calculations 

 

 

Figure. C.1. Saturated liquid density of linear alkanes. A) from ethane to n-decane (fitting) B) from n-dodecane to 

n-eicosane (predicted). Symbols represent experimental data from the DIPPR database,[118] while the solid lines 

depict the SAFT-γ-Mie results. 

 

 

Figure. C.2. Vapor pressures of linear alkanes. A) from ethane to n-decane (fitting) B) from n-dodecane to n-

eicosane (predicted). Symbols represent experimental data from the DIPPR database,[118] while the solid lines 

depict the SAFT-γ-Mie results. 
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Figure. C.3. Vapor pressures of linear alkanes. A) from ethane to n-decane (fitting) B) from n-dodecane to n-

eicosane (predicted). Symbols represent experimental data from the DIPPR database,[117] while the solid lines 

depict the SAFT-γ-Mie results 

 

 

 

Figure. C.4. A) Isobaric VLE of n-hexane + n-hexadecane; B) Isothermal VLE of ethane + n-decane; C) 

atmospheric pressure liquid densities of n-decane + n-C22; D) high-pressure liquid densities of n-octane + n-
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dodecane. Symbols represent the experimental data,[406–409] while the solid lines depict the SAFT-γ-Mie 

predictions. 

 

 

Figure. C.5. Saturation liquid densities and vapor pressures of pure EG. Symbols represent experimental data,[118] 

while the dashed and solid lines represent the SAFT-γ-Mie results following approach A and approach B, 

respectively. 

 

Table. C.1. Deviations between the SAFT-γ-Mie results and the experimental data for the LLE of glycol (1) + n-

heptane (2) systems [81] expressed in %ARD. x1
II represents the molar fraction of glycol in the alkane-rich phase, 

while x2
I represents the water mole fraction in the glycol rich-phase. 

 Approach A Approach B 

 𝑥1
𝐼𝐼 𝑥2

𝐼  𝑥1
𝐼𝐼 𝑥2

𝐼  

DEG 16.34 85.50 60.07 16.27 

TriEG 15.74 13.74 75.19 111.44 

TeEG 55.20 266.8 91.34 178.20 
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Figure. C.6. High-pressure liquid densities of pure glycols. Symbols represent the experimental data,[119] while 

the solid lines represent the SAFT-γ-Mie results following approach A. 
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Table. C.2. Deviations from the experimental VLE and pρT data of pure glymes,[120] reported in %ARD. 

 Approach A Approach G 

 𝜌𝐿 𝑝∗ 𝑝𝜌𝑇 𝜌𝐿 𝑝∗ 𝑝𝜌𝑇 

EGEE 3.87 91.79 1.25 0.67 39.20 1.04 

DEGME 4.45 93.46 0.72 1.94 21.36 1.25 

DEGEE 3.38 90.32 0.88 2.48 14.68 0.74 

TeEGME - - 0.90 - - 1.14 

DEGDME 2.06 50.30 0.44 1.35 49.13 0.60 

TriEGDME 1.21 38.74 1.18 1.36 36.08 0.41 

TeEGDME 2.64 32.65 2.08 2.22 31.31 0.79 
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Figure. C.7. High-pressure liquid densities of pure glymes. Symbols represent experimental data,[120] while the 

solid lines depict the SAFT-γ-Mie results, following approach A. 
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Figure. C.8. High-pressure liquid densities of pure glymes. Symbols represent experimental data,[120] while the 

solid lines depict the SAFT-γ-Mie results following approach G. 

 

Table. C.3. Deviations between the SAFT-γ-Mie modelling results and the VLE experimental data for glyme + 

water systems.[138] 

 Approach A Approach G 

System AAD (T) /K 

EGEE + water 5.6 4.14 

DEGME + water 1.38 0.49 

DEGEE + water 1.11 0.55 

DEGDME + water 0.63 2.08 

TriEGDME + water 0.37 1.06 

TeEGDME + water 0.64 1.90 
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D. CG-MD simulations of CiEj + H2O systems 

 

 

Figure. D.1. Final snapshot of the CG-MD simulation of C8E6/H2O at 60 wt%, showing the alkyl tails disposition 

in the H1 phase observed. 

 

 

Figure. D.2. Final snapshots of the CG-MD simulations carried out for the system C8E6/H2O at 15 and 30 wt%. 

Green is used to represent the alkyl tail beads, while purple represents the beads from the hydrophilic moiety. Water 

molecules are omitted to allow for an easier visualization. 
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Figure. D.3. Final snapshots of the CG-MD simulations carried out for the system C8E12/H2O at different 

concentrations. Colours as in Figure D.2. 
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Figure. D.4. Final snapshots of the CG-MD simulations carried out for the system C12E4/H2O at different 

concentrations. For an easier visualization of the liquid structural organization only the alkyl chains are represented. 
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Figure. D.5. Final snapshots of the CG-MD simulations carried out for the system C12E10/H2O at different 

concentrations. Colours as in Figure D.2. 

 

 

Figure. D.6. Final snapshots of the CG-MD simulations carried out for the system C12E23/H2O at different 

concentrations. For an easier visualization only the alkyl chains are represented. 
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Figure. D.7. Pore defect in the C16E6/H2O system at 70 wt%. 

 

 

Figure. D.8. Final snapshots of the CG-MD simulations for the C16E12/H2O system at different concentrations. 

Colours as in Figure D.2. 
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E. CG-MD simulations of surfactant flooding processes 

 

 

Figure. E.1. Final snapshot of the CG-MD simulation carried out for a simulation box containing a fixed silica 

surface (yellow), 1664 n-dodecane molecules (grey), and 400000 water molecules (blue). 

 

 

Figure. E.2. Final snapshot of the CG-MD simulation carried out for a simulation box containing a fixed silica 

surface (yellow), 1664 n-dodecane molecules (grey), and 100000 water molecules (blue) in the presence of 90 

molecules of C12E6. 
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Figure. E.3. CG-MD simulations of water in contact with a silica or graphene surface using the MARTINI 2.0 FF. 

 

 

Figure. E.4. Number density of dodecane molecules as a function of the z-coordinate of the simulation box. The 

final snapshot of the CG-MD simulation of 1664 n-dodecane molecules (represented in grey) near a silica surface 

(yellow) using the MARTINI 3.0 FF is shown as an inset. 
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F. Thermodynamic Modelling of DESs 

 

 

Figure. F.1. Prediction of high-pressure densities of pure ethylene glycol. Symbols represent experimental data 

from Crespo et al.[119] while the solid lines depict the PC-SAFT predictions using the parameters from: A) Atilhan 

et al.[319] B) Reschke et al.[320] C) Liang et al.[321] 
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Figure. F.2. Viscosities of pure A) EG; B) glycerol. Symbols represent experimental data,[118,323]  while the 

solid lines depict the FVT fitting to the experimental data. 

 

 

Figure. F.3. A) Viscosities of [Ch]Cl-based DESs at a 1:2 HBA:HBD ratio, at atmospheric pressure. B) Viscosities 

of [Ch]Cl + urea (1:2), at atmospheric pressure. Symbols represent the experimental data,[410] while the solid lines 

depict the PC-SAFT + FVT results. 
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Figure. F.4. Saturated liquid densities and vapor pressures of phenol. Symbols represent experimental data from 

the DIPPR database,[118] while the solid lines depict the soft-SAFT fitting to the data. 

 

 

Figure. F.5. Saturated liquid densities and vapor pressures of glycerol. Symbols represent experimental data from 

the DIPPR database,[118] while the solid lines depict the soft-SAFT fitting to the data. 

  



Supplementary Material 

312 
 

G. Free Volume Theory (FVT) - Description 

 

One of the most popular approaches to model the viscosity of dense fluids is the Free Volume 

Theory (FVT) proposed by Allal et al.,[411,412] based in earlier concepts of free volume and diffusion. 

According to this theory, viscosity is given as a sum of two terms (equation F.1): the diluted gas term, 

𝜂0, and the dense-state correction term, Δ𝜂, in an approach similar to that proposed by Quiñones-

Cisneros et al.[413] for the friction theory, to isolate the purely kinematic physics of the diluted gas limit 

from the dense-state physics. 

𝜂 = 𝜂0 + Δ𝜂 (F. 1) 

The first term describes the viscosity of a fluid with a very low density using a modified version 

of the original Chapman-Enskog theory proposed by Chung et al.[414] in the following expression: 

𝜂0 = 40.785 × 10
−4 √𝑀𝑤𝑇

𝑣𝑐
2/3
Ω∗(𝑇∗)

𝐹𝑐 (F. 2) 

where 𝜂0 is the viscosity of the diluted gas in cP, T is the temperature in K, 𝑀𝑤 is the molecular weight 

in g/mol and 𝑣𝑐 is the critical volume in cm3/mol. Ω∗(𝑇∗) is the reduced collision integral that is evaluated 

at a dimensionless temperature 𝑇∗ = 1.2593𝑇/𝑇𝑐, from the Neufeld et al.,[415]  𝐹𝑐 is a correction factor 

to include the effects of chain bonding, hydrogen bonding and polarity that was introduced by Chung et 

al.[414] as a function of the acentric factor, 𝜔, a dimensionless dipole moment of the molecule, 𝜇𝑟, and 

a parameter 𝜅 that accounts for hydrogen bonding: 

𝐹𝑐 = 1 − 0.2756𝜔 − 0.059035𝜇𝑟
4 − 𝜅 (F. 3) 

In the case of mixtures, the contribution of each component to the diluted-gas term is first 

calculated independently and then a general equation for multi-component systems proposed by 

Wilke[416] is used to sum the different contributions: 

𝜂0
𝑚𝑖𝑥 =∑

𝜂0
𝑖

1 + 𝑥𝑖 ∑ 𝑥𝑗𝜙𝑖𝑗
𝑁𝐶
𝑗=1
𝑗≠𝑖

𝑁𝐶

𝑖=1

(F. 4) 

where 𝜙𝑖𝑗 is given by the following expression: 

𝜙𝑖𝑗 =
[1 + (𝜂0

𝑖 𝜂0
𝑗

⁄ )
0.5
(𝑀𝑤

𝑖 𝑀𝑤
𝑗⁄ )
0.25

]
2

(4 √2⁄ )[1 + (𝑀𝑤
𝑖 𝑀𝑤

𝑗
⁄ )]

0.5
(F. 5) 

In this work the diluted-gas term is however neglected as the necessary critical properties are not 

available for [Ch]Cl. Nonetheless, the contribution of this term for the calculation of liquid viscosities is 

typically small, and may be neglected.[327] 
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The dense-state term is believed to be connected to the molecular structure of the fluid and 

exponentially dependent on the empty space (free volume) between molecules. The final expression is 

given by equation F.6. 

Δ𝜂 = 𝐿𝑣(0.1𝑝 + 10
−4𝛼𝜌2𝑀𝑤)√

10−3𝑀𝑤
3𝑅𝑇

𝑒𝑥𝑝 [𝐵 (
103𝑝 + 𝛼𝜌2𝑀𝑤

𝜌𝑅𝑇
)

3
2

] (𝐹. 6) 

where Δ𝜂 is the dense-term contribution to viscosity in cP, 𝑝 is the pressure in MPa, 𝜌 is the density in 

mol/L and 𝑅 is the ideal gas constant in J∙K-1∙mol-1. Equation F.6 includes three adjustable parameters: 

𝐿𝑣 which is a length parameter related to the molecule’s structure and relaxation time, 𝐵 the free-volume 

overlap, and 𝛼 that is related to the energy barrier. These parameters must be fitted to the available 

experimental viscosity data and, whenever possible, related to the 𝑀𝑤 if the compounds belong to the 

same chemical family. 

The extension to mixtures requires the evaluation of the three parameters for the mixture through 

appropriate mixing rules. Given that there is still disagreement about the best mixing rule to be used with 

the FVT,[417–423], the simples one is employed in this work, where the different parameters depend 

linearly on the mixture composition without any binary parameters in the viscosity treatment: 

𝛼𝑚𝑖𝑥 =∑𝛼𝑖𝑥𝑖

𝑁𝐶

𝑖=1

(F. 7) 

𝐵𝑚𝑖𝑥 =∑𝐵𝑖𝑥𝑖

𝑁𝐶

𝑖=1

(F. 8) 

𝐿𝑣
𝑚𝑖𝑥 =∑𝐿𝑣,𝑖𝑥𝑖

𝑁𝐶

𝑖=1

(F. 9) 

The calculation of viscosity requires thus the previous calculation of some thermodynamic 

properties, namely the density and pressure/temperature of the system through an appropriate EoS. 

Therefore, the accuracy of the calculated viscosities may be greatly influenced by the accurate 

calculation of these properties by the chosen EoS. 

 

 

  



Supplementary Material 

314 
 

H. Excess Molar Volumes of PILs and DES 

 

Table. H.1. Average excess molar volumes of different DES calculated using experimental density data available 

in the literature. 

Comp.1 Comp.2 x1 Tmin (K) Tmax (K) Average VE 

(cm3/mol) 

Density 

Ref. 

thymol Menthol 0.5 278.15 373.15 -0.802 [424] 

thymol TOPO 0.5 282.86 358.15 -1.033 [425] 

thymol decan-1-ol 0.5 303.15 373.15 -0.931 [426] 

thymol dodecan-1-ol 0.5 303.15 373.15 -0.592 [426] 

thymol tetradecane-1-ol 0.5 303.15 373.15 -0.538 [426] 

TOPO decanoic acid 0.5 287.91 373.1 -1.029 [425] 

TOPO dodecanoic acid 0.5 298.15 373.15 -1.047 [426] 

TOPO tetradecanoic acid 0.5 298.15 373.15 -0.131 [426] 

TOPO levulinic acid 1/3 293.15 323.15 -0.908 [427] 

TOPO levulinic acid 0.5 293.15 323.15 -1.431 [427] 

TOPO phenol 1/3 293.15 363.15 -0.649 [428] 

TOPO phenol 0.5 293.15 363.15 -0.440 [428] 

TOPO decan-1-ol 0.5 298.15 373.15 0.121 [426] 

[Ch]Cl ethylene glycol 1/3 283.15 363.15 -0.511 [322] 

[Ch]Cl glycerol 1/3 283.15 363.15 -0.304 [322] 

[Ch]Cl triethyleneglycol 1/3 303.15 353.15 -1.368 [335] 

[Ch]Cl phenol 1/3 293.2 318.2 -0.664 [336] 

[C4mim][Cl] decan-1-ol 0.5 303.15 373.15 -0.569 [426] 

[C4mim][Cl] dodecan-1-ol 0.5 303.15 373.15 -0.937 [426] 

[C4mim][Cl] tetradecane-1-ol 0.5 303.15 373.15 -0.171 [426] 

[C8mim][Cl] methanol 0.4411 298.15 328.15 -0.644 [429] 

[C8mim][Cl] ethanol 0.3142 298.15 328.15 -0.661 [429] 

[C8mim][Cl] propan-1-ol 0.3791 298.15 328.15 -0.413 [429] 
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Table. H.2. Average excess molar volumes of different PILs calculated using experimental density data available 

in the literature. 

Base Acid x1 Tmin (K) Tmax (K) Average VE 

(cm3/mol) 

Density 

Ref. 

ethylamine nitric acid 0.5 300.15 300.15 -9.89 [430] 

ethylamine propanoic acid 0.5 300.15 300.15 -12.46 [430] 

monoethanolamine acetic acid 0.5 293.15 363.15 -6.90 [43] 

monoethanolamine nitric acid 0.5 300.15 300.15 --2.07 [430] 

monoethanolamine propanoic acid 0.5 298.15 343.15 -7.35 [383] 

monoethanolamine butanoic acid 0.5 293.15 363.15 -7.83 [43,382] 

monoethanolamine pentanoic acid 0.5 293.15 323.15 -6.94 [382] 

monoethanolamine hexanoic acid 0.5 293.15 323.15 -6.65 [382] 

monoethanolamine oleic acid 0.5 293.15 358.15 -7.96 [431] 

diethylamine pentanoic acid 0.5 293.15 363.15 -15.06831962 [385] 

diethylamine hexanoic acid 0.5 293.15 363.15 -16.02574726 [385] 

diethylamine heptanoic acid 0.5 293.15 363.15 -14.13922655 [385] 

methylethanolamine propanoic acid 0.5 298.15 358.15 -8.5968916 [384] 

methylethanolamine butanoic acid 0.5 298.15 358.15 -8.43093465 [384] 

methylethanolamine pentanoic acid 0.5 298.15 358.15 -7.91558621 [384] 

dimethylethanolamine formic acid 0.5 298.15 353.15 -8.87754063 [432] 

dimethylethanolamine acetic acid 0.5 298.15 353.15 -9.94402557 [432] 

ethylethanolamine propanoic acid 0.5 298.15 343.15 -8.68602087 [433] 

diethanolamine formic acid 0.5 293.15 343.15 -4.87324617 [434] 

diethanolamine acetic acid 0.5 293.15 343.15 -6.92483698 [434] 

diethanolamine 
methanesulfonic 

acid 
0.5 293.15 353.15 -6.43307677 [435] 

diethanolamine oleic acid 0.5 298.15 378.15 -7.1257428 [431] 

diethylethanolamine acetic acid 0.5 283.15 363.15 -8.17877301 [361] 

diethylethanolamine propanoic acid 0.5 283.15 363.15 -8.75954169 [361] 

diethylethanolamine butanoic acid 0.5 283.15 363.15 -7.98628442 [361] 

diethylethanolamine pentanoic acid 0.5 283.15 363.15 -7.70775361 [361] 

diethylethanolamine hexanoic acid 0.5 283.15 363.15 -7.50633442 [361] 

methyldiethanolamine formic acid 0.5 298.15 353.15 -5.0738697 [432] 

methyldiethanolamine acetic acid 0.5 298.15 353.15 -5.77331682 [432] 

methyldiethanolamine 
methanesulfonic 

acid 
0.5 293.15 353.15 -8.32877893 [435] 

dibutylamine pentanoic acid 0.5 293.15 363.15 -11.90162138 [385] 
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dibutylamine hexanoic acid 0.5 293.15 363.15 -12.2887255 [385] 

dibutylamine heptanoic acid 0.5 293.15 363.15 -10.80150058 [385] 

tributylamine acetic acid 0.5 293.15 363.15 -13.66590274 [43] 

tributylamine butanoic acid 0.5 293.15 363.15 -6.11244414 [43] 

 


