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resumo 
 

 

As moléculas anfifílicas são elementos de elevado potencial de 
estruturas auto-organizadas para vários fins biotecnológicos, 
devido às suas componentes hidrofóbica e hidrofílica. Parte 
destas são biocompatíveis, capazes de transportar 
biomoléculas e altamente ajustáveis e controláveis por fatores 
externos. Estas propriedades são particularmente relevantes 
em aplicações de libertação controlada de fármacos. Os 
líquidos iónicos são cada vez mais utilizados desde a 
descoberta da sua sensibilidade a estímulos, ajustabilidade e 
possível uso como alternativas sustentáveis a solventes 
convencionais. Este trabalho teve como objetivo utilizar 
dinâmica molecular para estudar líquidos iónicos à base de iões 
amónio para extração e libertação de biomoléculas, 
particularmente ácido gálico ou ibuprofeno. Foi utilizada uma 
estratégia de simulação em várias escalas com o pacote de 
simulação em dinâmica molecular clássica GROMACS, onde 
modelos com alta resolução foram usados para criar modelos 
de grão-grosso novos, mais eficientes em estudos de partição 
e comportamento de fases. Foi averiguada a partição de ácido 
gálico e ibuprofeno nas soluções de líquido iónico em questão, 
bem como a orientação da biomolécula na estrutura 
supramolecular do líquido iónico e as interações que levaram à 
mesma. Foi verificado um efeito à base do pH como o principal 
fator a afetar os sistemas estudados. Este trabalho tem o 
potencial de dar origem a uma plataforma transversal e 
transferível para analisar e testar várias combinações de 
biomoléculas e líquidos iónicos em soluções aquosas de forma 
a poupar tempo e recursos experimentais em diversas 
aplicações. 
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abstract 

 
Amphiphilic molecules are interesting building blocks of self-
assembled structures for a variety of biotechnological purposes, 
due to their hydrophobic and hydrophilic moieties. Some of 
them are deemed as biocompatible, capable of carrying 
biomolecules, while being highly tuneable and controlled with 
external cues. Such properties are advantageous in drug 
delivery applications. Ionic liquids have gained relevance since 
their discovery as not only responsive and adjustable, but also 
as promising alternatives to conventionally used solvents. This 
project aims to use molecular dynamics to the study of 
ammonium-based ionic liquids in the extraction and delivery of 
biomolecules, specifically gallic acid and ibuprofen. A multiscale 
strategy was followed to simulate systems using the 
GROMACS package for classical molecular dynamics 
simulations. High-resolution descriptions were used to create a 
novel coarse-grained model to reproduce the phase behaviour 
and partition studies. The partition of gallic acid and ibuprofen 
in the studied ionic liquid solutions was assessed, as well as the 
particular orientation of the biomolecule in the supramolecular 
structure of the ionic liquids, as well as the interactions 
generating each outcome. A pH-driven effect was verified as 
the main parameter affecting the studied systems. This work 
has the potential to pave the way for a transferable, transversal 
platform to analyse and test different biomolecule-IL 
combinations in aqueous solutions in order to save time and 
experimental resources in diverse applications. 
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Figure 11 - MARTINI energy matrix of interaction.111 Each level of interaction is used as 

the energy of interaction (ε) in the LJ calculations and the bead size (σ) is 0.47 nm by 

default. Beads are categorized as charged (Q), polar (P), non-polar (N) and apolar (C). 

In charged Q beads, d, a, da or 0 indicate the hydrogen bond capabilities; donor, 

acceptor, donor and acceptor and none, respectively. 1 to 5 indexes indicate increasing 

polar or apolar affinity being 1 the lowest polar/apolar character. From O to IX, the 

interaction strength is: 5.6 kJ/mol, 5.0 kJ/mol, 4.5 kJ/mol, 4.0 kJ/mol, 3.5 kJ/mol, 3.1 

kJ/mol, 2.7 kJ/mol, 2.3 kJ/mol, 2.0 kJ/mol, 2.0 kJ/mol (σ = 0.62 nm at the IX selection).
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protonated (right) (system 5) version of IBP. These were calculated with the B3LYP/6-

311+G(d,p) level of theory. Red colour indicates negatively charged sections while blue 

colour illustrates positively charged regions. ............................................................... 37 
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Figure 23 – Two-dimensional view of the double cubic lattice method to calculate SASA. A 

three-dimensional grid is displayed in the system, with r indicating the maximum atomic 

radius of the reference atoms (in blue). This radius is given by the sum of the vdW radius 
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Figure 24 – RDF profile of AA (left) and CG (right) GAwith the carboxylic acid group 

selected as a reference, both in its protonated (system 1,3) and deprotonated (system 2,4) 

states and water as the selection. .................................................................................. 51 

Figure 25 - SDF of water (blue) and other GA molecules (green) surrounding a Prot. GA 

molecule (top) and a Deprot. GA (-1) molecule (bottom), as references. A side view 

(left) and a top view (right) of the SDF are provided, the GA orientation is set with the 

carboxylic acid group on the left and the hydroxyls on the right. ................................ 53 

Figure 26 – RDF profile of AA (left) and CG (right) IBP with the carboxylic acid group 

selected as a reference, both in its protonated (system 5,7) and deprotonated (system 6,8) 

state and water as the selection. .................................................................................... 54 

Figure 27 – SDF images of water (blue) and other IBP (green) structures surrounding a 

reference IBP molecule, both in the protonated (top) and deprotonated states (bottom). 

The reference structure is placed with the carboxylic acid group on the left part of the 

image. ........................................................................................................................... 55 

Figure 28 – Visualization of the resulting mesophases of [N11114]Cl and [N44414] and after the 

addition of NaCl at lower and higher concentrations (systems 9-14). Cation heads are 

depicted in purple, with the alkyl tail in green and chloride ions (both the IL anion and 

salt component) in black. Water and sodium molecules were removed for clarity. ..... 57 

Figure 29 – RDF profile of CG [N11114]Cl (systems 9-11) and [N44414]Cl (systems 12-14), 

using the polar head of the cation as a reference and the PW as the selection. ............ 59 

Figure 30 – SASA profiles for the polar head group of the CG [N11114]Cl (left) and [N44414]Cl 

(right) cation (systems 9-14). A moving average was applied to smooth the function. 59 

Figure 31 – Density profiles of [N11114]Cl before the addition of salt (top), with NaCl at 0.84 

wt.% (center) and at 4.75 wt.% (bottom) (systems 9-11). The SAIL has its cation heads 

represented in purple and tails in green. Chloride, both from the SAIL anion and NaCl 

is depicted in black. Sodium is presented in dark yellow and water in cyan. In each block, 
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depicted in the bottom one, for increased clarity. The profile was generated along the Y 

axis of the simulation box. Snapshots of a cross-section of the simulation box are 

presented on the left side of the figure, following the same order as the density profiles.
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Figure 32 - Final snapshots of the production runs comprising [N11114]Cl, [N44414]Cl and 

[N4444]Cl with GA at low and high concentrations and various protonation states 

(systems 16-21, 23-28 and 30-35). IL cation head groups are depicted in purple and alkyl 

chains in green, while the carboxylic acid group of GA is presented in blue, its aromatic 

ring in yellow and the hydroxyls in red. Both water, chloride and sodium counter ions 

were removed for increased clarity. .............................................................................. 69 

Figure 33 - Density profiles for systems 19-21, containing GA and [N11114]Cl, using the 

COM of the IL micelle as the reference and presenting the density of each component 

in relation to the distance to it. A snapshot on the left side corresponding to a 

representative micelle in each state (Prot. GA in the top, Deprot. GA (-1) in the middle 

and Deprot. GA (-3) in the bottom) is presented on the left side of the figure. The micelle 

surface is highlighted by a red circle. ........................................................................... 73 

Figure 34 - Density profiles for systems 26-27, containing GA and [N44414]Cl, using either 

the COM of the IL micelle as the reference and presenting the density of each component 

in relation to the distance to it. For Deprot. GA (-3) the low concentration system (25) 

was used as it is still micellar and allows the use of the cluster counting algorithm A 

snapshot on the left side corresponding to a representative micelle in each state or the 

full simulation box (Prot. GA in the top, Deprot. GA (-1) in the middle and Deprot. GA 

(-3) in the bottom) is presented on the left side of the figure. The micelle surface is 

highlighted by a red circle............................................................................................. 74 

Figure 35 - Density profiles for systems 33-35 containing GA and [N4444]Cl, using the full 

simulation box in the z axis direction and measuring the density of each component 

throughout it. A snapshot on the left side corresponding to the simulation box (Prot. GA 

in the top, Deprot. GA (-1) in the middle and Deprot. GA (-3) in the bottom) is presented 

on the left side of the figure. Water was removed in these for increased clarity. ......... 76 

Figure 36 – RDF profile using the Ct3 bead of [N44414]Cl as the reference and the hydroxyl 

beads of GA as the selection (systems 23-25). ............................................................. 77 

Figure 37 – RDF profiles using the carboxylic (left) and hydroxylic (right) moieties of GA 

as the reference and PW as the selection (systems 19-21, 26-28, 33-35). .................... 79 

Figure 38 – RDF profiles using either the carboxylic or hydroxylic moieties of GA as the 
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Figure 39 – RDF profiles using either the polar heads or the alkyl chains group of each IL 

cation as the reference and PW as the selection (systems 15, 19-21, 22, 26-28, 29, 33-
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1. Introduction 

 

Supporting the current green chemistry trend, the United Nations selected 17 sustainable 

development goals in which the innovation of industry is included.1Amphiphilic molecules, 

which contain both a polar and an apolar region, are proposed as more environmentally 

sustainable alternatives to organic solvents in many biochemical applications.2 The 

possibility of tailoring the molecule properties for specific applications extends their 

potential. This effort could be reproducible in the biotechnological field, such as in the 

extraction of biomolecules and in the delivery of certain pharmaceutical compounds. 

Computational methods, which include molecular dynamic simulations, have emerged as 

powerful tools to shed light on the molecular interactions and complementing experimental 

results.3 This work describes the development and application of molecular dynamics (MD) 

all-atom (AA) and coarse-grained (CG) models of amphiphilic systems, namely the effect 

of the molecule structure on the extraction of biomolecules, the interactions of the latter at 

the interface of the aggregates and finally the conceptual design of a responsive drug-release 

system. Gallic acid (GA) is the biomolecule assessed in this project as it is well established 

in the pharmaceutical field, as a probe, and validation data, critical to computational 

approaches, is plentiful. A new model for ibuprofen (IBP), a common drug with broad 

potential, is also developed with the aim of extending the obtained results to future works. 

Systems comprising both ionic liquids (ILs) and these active pharmaceutical ingredients 

(APIs) are addressed for the drug solubilisation processes involved, i.e. use of cosolvents in 

general, micellar solubilization through surface active molecules and hydrotropy.4  

 

1.1 Solubilisation of poorly soluble compounds 

 

a) Possible solubilisation processes 

 

The low solubility of a wide range of biomolecules with biotechnological interest is a 

major drawback to their application. For APIs and related biomolecules, this affects their 

extraction and purification, as well as drug delivery efficiency. To increase the solubility of 

these important molecules, co-solvents, which are compounds able to increase the solubility 

of another solute, are often added to the target solution.4 Some of the main alternatives to 



 
 

4 

 

conventional co-solvents used comprise amphiphilic molecules, with surface activity, or 

hydrotropes. Although amphiphilic molecules, hydrotropes are known to induce a degree of 

water structuring5 but resort to other mechanisms of action than the ones of surface active 

molecules. In this work these two different categories were assessed for their impact on the 

solubility of GA, particularly by using ILs which have either of these co-solvent effects and 

determining the weight of each action. The differences between amphiphilic molecules as 

surfactants and hydrotropes will be addressed in the next sections. 

 

b) Amphiphilic molecules 

 

Amphiphilic molecules possess two distinct parts in their structures: a polar hydrophilic 

and an apolar hydrophobic regions as illustrated in Figure 1.6 This functional duality leads 

to the assembly of amphiphiles in different structures when in contact with a solvent of 

sufficient polarity, such as aqueous solutions.7 The self-assembly results in a variety of 

aggregates, with different shapes and sizes depending on their physical interactions.8  

Molecular aggregates are formed by a spontaneous self-assembly that coalesce individual 

particles into an organized structure with a wide range of different properties.9,10 These can 

self-assemble in a variety of morphologies depending on the conditions, such as rods, 

cylinders, discs, sheets, spheres, vesicles, interconnected rods, bilayers, and other 3-D 

periodic structures.9 Visual representations of these possibilities are depicted in Figure 2. 

 

n 

Figure 1 - General structure of an amphiphilic molecule. In green, the hydrophobic alkyl chain, with n 

indicating the number of carbon atoms. In purple, the polar hydrophilic head.  
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Examples of amphiphilic molecules currently used in biotechnological applications are 

ionic, non-ionic, lipids and others. Among these, a segregation is possible between non-

ionic- and ionic-based amphiphilic molecules. Both are categorized depending on the 

hydrophilic moiety, with the former indicating polar uncharged groups, while the latter 

represents a cationic or anionic hydrophilic part (also called polyelectroytes).11 This 

definition is important due to several properties that emerge with ionic amphiphilic 

molecules, such as certain ILs, which will be used in this work. One of the main properties 

of amphiphiles is the ability to act as surface active agents (surfactants), that is, to reduce the 

surface tension between two interfaces,11 useful for a wide array of applications, such as 

drug design and delivery12, emulsion stabilizers13 and even biofuel production14. Important 

applications involve important molecules, particularly biological amphiphilic molecules, 

such as pharmaceuticals, as illustrated in Table 1. 

 

Figure 2 - Examples of amphiphilic molecules shapes, from simpler, rod-like micelles to more complex 

spheres and bilayered structures. 
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Table 1 - Recent studies on applications combining surfactants and molecules of interest. 

 

Surfactant(s) 

(type) 
Target molecule(s) Application Relevant findings Ref. 

Tween 65 and 80 

(non-ionic) 

GA and other 

antioxidants 

Stabilization of fatty acid emulsions 

suffering from oxidation 

Surfactant/antioxidant combination and hydrophobicity to create an 

optimal stabilization 
15 

N,N-dimethyl-1-

adamantanamine 

(cationic) 

IBP 

Controlled release of IBP in a cellulose and 

cyclodextrin-based hydrogel crosslinked by 

the surfactant 

Loading of an insoluble drug into a hydrophilic structure; 

Triggered release 
16 

19 variants (non-

ionic, anionic, 

cationic) 

Danazol; 

fenofibrate 

Solubilization study of hydrophobic drugs 

with various surfactants 

Surfactant molecular structure affects drug solubilization; 

Solubilization is directly proportional to chain length; Ion-dipole 

interactions induce high solubilization in ionic surfactants 

17 

Cetyltrimethylamm

onium bromide 

(CTAB) (cationic) 

Sodium valproate 

Development of a drug-based IL surfactant 

after studying interactions between 

individual components 

Strong one-on-one interactions between drug and surfactant; 

Increased solubility of the API in the IL; Ability to tune delivery 

and release 

18 

CTAB (cationic) 
Diclofenac; IBP; 

ketoprofen 

Removal of drugs from hospital wastewaters 

using an electrocoagulation-flotation process 

Cationic surfactants reduce gas bubbles size improving flotation 

processes and neutralizing anionic drugs; Efficient application to 

real hospital wastewaters 

19 

Irinotecan 

hydrochloride 

(amphiphilic 

prodrug) 

7-ethyl-10-hydroxy 

camptothecin; 

paclitaxel; 

camptothecin 

Nano formulations of amphiphilic drugs as 

excipients for hydrophobic drugs 

Readily clinical application of insoluble drugs; Use of amphiphilic 

drugs as surfactants; Improved therapeutic potency; Possible 

combinational therapy 

20 

Cetylpyridinium 

chloride (cationic) 

Diclofenac; IBP; 

sodium salicylate 

Use of drugs to modify the rheology of 

surfactants 

Drugs modified rheology of surfactant solutions as regular salts; 

Morphological transitions up to a threshold concentration of drugs, 
21 
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highly dependent on molecular structure of the latter 

Lecithin; 

monoglycerides 

(zwitterionic, non-

ionic) 

Hydroxytyrosol; 

GA 

Formation of reverse micelles (RM) and 

their use as carriers of antioxidant 

biomolecules 

Size of RM containing GA increased, indicating its encapsulation, 

contrary to hydroxytyrosol; RM formation is spontaneous 
22 

Sodium octyl 

sulfosuccinate 

(anionic) 

IBP (sodium salt) 
Effect of electrolytes in the interactions 

between IBP and surfactant 

Salt reduces repulsions between ionic head groups due to a 

screening effect; Increasing molar fraction of the drug increase 

hydrophobic attractive interactions 

23 

Pluronic F127; 

Cremophor RH40 

(polymeric; non-

ionic) 

Ketoconazole 

Nano emulsions using surfactants and 

essentials oils to improve the release of 

ketoconazole in Candida albicans infections 

Nano emulsions are stabilized by the surfactants; Ketoconazole 

influences droplet size distribution; Non-ionic surfactants are more 

compatible, stable and less toxic; Nano emulsions allowed faster 

release 

24 

Octylguanidium 

chloride 

Parabens; 

benzophenones 

Extraction of personal care products in 

cosmetics using an IL with low cytotoxicity 

IL has a lower critical micellar concentration (CMC) than other 

commonly used surfactants; IL cations with shorter alkyl chains are 

less toxic; Lower volumes of IL and extraction times for an 

efficient process 

25 

Tributyltetradecyl 

phosphonium 

chloride 

Cobalt, iron, 

platinum and nickel 

ions 

Extraction of metal ions from acidic 

solutions using an acidic aqueous biphasic 

system (ABS) based on an IL 

Temperature-driven phase separation, reducing acid use; Multiple 

ions may be obtained from a one “pot” procedure, directly from 

waste devices leachates. 

26 

Imidazolium-, 

ammonium-based 

acetate ILs 

Acyclovir; 

methotrexate  

Use of ILs in oil microemulsions for drug 

delivery of acyclovir and methotrexate 

Surfactants reduce viscosity of the system; Drug capacity varies 

with IL due to different dimensions; ILs stabilize the system 
27 

1-dodecyl-2,3-

dimethylimidazoliu

Amitriptyline 

hydrochloride 

Surface tension and conductance studies to 

assess the mixed micellization behaviour of 

Mixed micelles have a lower CMC than the pure amphiphilic drug; 

This trisubstituted SAIL has a more effective micellization and 
28 
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m chloride a surface active IL (SAIL) with amitriptyline 

hydrochloride 

drug binding than disubstituted ones, due to higher H-bonding and 

amphiphilicity 

1-hexyl-3-

methylimidazolium 

dodecylsulfate 

Tetracaine 
Interaction and micellization studies of 

tetracaine in a SAIL 

Physiological pH implies the cationic form of the drug, forming a 

highly bonded complex with IL due to electrostatic interactions; 

Increasing drug concentration delays the self-assembly of the IL, 

with the drug penetrating into the micellar core 

29 

1-octyl-3-

methylimidazolium 

chloride 

Doxorubicin 

hydrochloride 

Assessment of the aggregation behaviour of 

doxorubicin hydrochloride in this SAIL 

Drug/SAIL aggregates are formed spontaneously as large spherical 

vesicles; H-bonds are also determinant in this process; Salt addition 

induces phase transition to rod-like fibrils and aggregates with the 

individual components 

30 

C
h

a
p

ter I: In
tro

d
u

ctio
n

 
 

 

8
 



 

Chapter I: Introduction 

9 

 

Most studies presented in Table 1 focus on the development of systems that allow not 

only solubilization of hydrophobic drugs in biological environments, but also to be able to 

control the release of the active pharmacological agent. The behaviour of amphiphilic 

molecules can be controlled by modifying the physicochemical characteristics of the solution 

such as the temperature or the pH among others, which is particularly important in drug 

delivery applications.31 For instance, IBP can be released from an amphiphilic-crosslinked 

hydrogel host by a pH change in the environment.16 In this work, Fan and collaborators16 

used cyclodextrin combined with modified cellulose to deliver the IBP. This technique 

demonstrated the versatility of amphiphilic agents, being used as a structural stabilizer of the 

actual drug carrier. Amphiphilic drugs can also act as carriers for other pharmaceuticals, 

reducing the number of steps in clinical trials, as described by Hu and colleagues.20 In this 

study, the amphiphilic character of irinotecan hydrochloride self-assembles with insoluble 

drugs to form disperse nanoparticles in water. This fact bypasses the use and clinical 

approval of exogenous materials as only drugs are used for these formulations and the loaded 

drugs become sufficiently more soluble. Another interesting application presented by 

Pasquino and team21 is the reverse strategy of combining surfactants and drugs; modification 

of the surfactant behaviour by using these structures as salts in the way that they can induce 

a phase transition. The design of tailor-made systems for specific applications can be further 

achieved by a proper selection of the amphiphilic character of the surfactant to fine tune the 

driving forces of the self-assembly besides the solvent characteristics. The addition of 

inorganic molecules in these mixtures and how these affect the phase behaviour is a matter 

of great interest, especially in pharmaceutical applications. These forces and their effects are 

explored in the following section. 

In this project, GA is the target molecule not only due to its antioxidant activity and wide 

presence in biological sources and processes, but mainly owing its use as a proxy molecule 

to determine the probable behaviour of a wide range of pharmaceutical compounds in 

various systems. For example, this molecule was used by López-Martinez and Rocha-

Uribe15 by combining it with surfactants in order to avoid oxidation of fatty acids in food 

emulsions.15 That was achieved since GA is moderately hydrophobic, providing a good 

combination with a surfactant, being held in the micellar core, and improving its effect as an 

antioxidant. Regarding the application of GA as a probe molecule, a recent work was 

developed to assess the effect of some chloride-based ILs ABS of polyethylene glycol (PEG) 
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and salt, using the GA and other molecules as probes for partition studies.32 IL use as 

adjuvants in PEG + salt ABS was beneficial for biomolecule partition, being the GA partition 

coefficient highly increased, with tetrabutylammonium chloride ([N4444]Cl) as one of the 

most competent ILs for this purpose.32 

 

c) Hydrotropes 

 

Hydrotropy is frequently defined as a mechanism in which the solubility of a particular 

compound in a solution, usually aqueous, is drastically increased by adding a sufficient 

amount of a second solute, named hydrotrope,33 being considered for the first time as a 

specific class of compounds by Neuberg.34 Their functionality results from its general 

structure; an amphiphilic molecule different from surfactants in the way that it does not 

intrinsically self-assemble into organized supramolecular structures since the hydrophobic 

chain is not long enough.35 Although the mechanism of action of hydrotropes to increase 

solubility of a solute is not fully understood, these molecules may aggregate incrementally 

up to a point where interactions between the hydrotrope and the solute may aid its 

solubilization.36 The main mechanisms proposed to describe hydrotrope action involve the 

complexation between the hydrotrope and the target solute or disruption or enhancement of 

the solvent structure.37 A schematic representation of these hypothesis are presented in 

Figure 3. Briefly, the former is based on the arrangement of the hydrotrope molecules 

around the hydrophobic solute with a relatively short hydrophobic chain and a hydrophilic 

component, often charged, which interacts with water. Although these molecules are not 

capable of self-assembly as surfactants, the use of a minimum hydrotrope concentration 

(MHC) is being currently applied to define a threshold concentration at which the first 

mechanism is stable.38 The influence of hydrotropes on solvent structure might occur due to 

the formation of open spaces in the solvent, which can be occupied by the solute to enhance 

the solvation.  

Hydrotrope properties are useful in drug solubilisation and delivery since most APIs have 

low solubility in aqueous media, improving the efficiency of drug delivery and further 

release. For example, Sintra et al.38 described the use of catanionic hydrotropes, one of them 

[N4444]Cl, used in this work, in the solubilisation of IBP.38 Similar studies are paving the way 
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for the use of ILs as hydrotropic agents, particularly catanionic, being promising in drug 

solubilisation and delivery of APIs. Some of those are presented in Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 – Schematic representation of some of the main proposed hydrotrope mechanisms of 

solubilisation. Hydrotrope molecules are represented in green, water in blue and the target molecule for 

solubilisation in red. a) Complexation of the hydrotrope with the target molecule, forming aggregates that 

increase the solubility of the latter; b) Solvent structure disruption by the hydrotrope. Holes in the solvent 

structure are filled by the target molecule, while the hydrotrope then continues the same process. 

a) 

b) 
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Table 2 - Recent studies on applications of hydrotropes in drug delivery. 

 

Hydrotrope Drug Application Relevant findings Ref. 

Tetramethylene-1,4-

bis(N,N-dimethyl-N-

butylammonium)bromide 

IBP 
Enhancement of IBP-surfactant 

interactions 

Hydrotrope promotes aggregation of individual surfactant and IBP 

and between them 
23 

Sodium deoxycholate Curcumin 
Use of an hydrotrope as a stabilizer of 

nanoparticles used in drug loading 

Stabilization of drug delivery vessel by controlling the size of the 

nanoparticle and the interactions involved in aggregation 
39 

Sodium salicylate; 

sodium benzoate 
5-fluorouracil 

Hydrotropic solutions to promote 

transdermal drug delivery 

Main mechanism of hydrotrope action might be related with 

solvent breakage; Hydrotrope action promoted transdermal 

delivery 

40 

Sodium cumene 

sulfonate 
Griseofulvin 

MD simulations to understand hydrotrope 

mechanism of action on drug solubility 

Hydrotrope aggregates into clusters, in which drug partitions; van 

der Waals (vdW) interactions are the main ones involved 
41 

Diclofenac sodium 
Diclofenac 

sodium 

Concentration effect of diclofenac sodium 

in the phase behaviour of a mixture with a 

SAIL 

This drug has an hydrotrope action, affecting the phase behaviour 

of the complex; The mixture moves from prolate ellipsoids to 

micelles and to the former again, with increasing drug 

concentration 

42 

Various Vanillin; GA 
Screening of various hydrotrope ILs action 

on the solubility of vanillin and GA 

First depiction of IL use as hydrotropes; Solubility increase in 

water due to aggregation between ILs and the biomolecules; 

Efficiency increases with IL cation alkyl chain length, anions with 

hydrotrope capacity, temperature increase 

5 

Various IBP 
Use of ILs as hydrotropes to improve IBP 

solubility and the underlying mechanism 

All ILs demonstrated a highly efficient hydrotrope action and 

solubility increase, including the ammonium and phosphonium 

based ones; This action was driven by the formation of IBP-IL 

aggregates by non-polar interactions 

38 
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1.2 Aggregation in amphiphilic systems  

 

a) Forces that drive the aggregation process 

 

Herein, a set of physical interactions that determine not only the shape but also the 

behaviour and self-assembly organization of amphiphilic molecules is described in detail. 

Aggregation into specific structures of surfactants is achieved by action of various non-

bonded forces, such as hydrophobic, hydrogen bonding, electrostatic, π-π stacking 

interactions as illustrated in Figure 4.31,43 

 

The balance between each force can lead to different final morphologies. The main 

driving force of the assembly of individual molecules/smaller aggregates into larger ones is 

the hydrophobicity of the molecule alkyl-chain tails and the repulsive/attractive forces of 

hydrophilic head groups, being either closely related to hydrogen bonding in non-ionic 

surfactants, or also with electrostatic interactions in ionic surfactants.8,44  

These phenomena are not associated to a single type of interaction. Cooperation of 

multiple bonds in the same type of molecules occurs by balancing the number of interactions 

and their strength, determining the structural outcome of the system.45 Main interactions and 

their locus within the amphiphilic molecule 1-n-decyl-3-methylimidazolium ([C10mim]+) are 

summarized in Figure 5 as an example. The [C10mim]+ cation is composed of an alkyl chain 

(C10), and a methylimidazolium head (mim), which comprise a possible cation of a SAIL, 

Figure 4 - Examples of non-bonded interactions involved in self-assembly of amphiphilic molecules. 
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requiring an anion to counter balance the electrostatic charge. Heuristically, these 

interactions lead the system to a more stable structure by decreasing the Gibbs free energy, 

either enthalpically of entropically, even though intermediate states may form.44  

 

Hydrogen bonds are important non-bonded interactions since these are present in many 

amphiphilic systems and the strength is typically comparable to weak covalent bonds.46 

Hydrogen bonding is the attraction between a proton donor, usually an electronegative atom 

to which the hydrogen is connected, and another atom with electronic density, the hydrogen 

bond acceptor.47 Electrostatic interactions are specific to charged head groups in ionic 

surfactants. Structures in equilibrium are optimal when a Gibbs energy minimum is achieved 

and when the repulsion between the same ions and attractions between counterions are 

counter balanced. In this situation, head groups repel each other until they are properly 

stabilized and solvated by their counterions.48 Hydrophobic interactions are non-directional 

and lead the system into a more entropically favourable state in aqueous solutions.49 As the 

contact with the solvent is reduced, the entropy increases due to hydrophobic chain and free 

polar solvent molecule movement. This directly entails the Gibbs free energy equation (G), 

which is shown in Equation 1, which allows the monitoring of a progression of the system 

as the different local minimums of G are reached at a constant temperature, as a function of 

established interactions and their energies, which in turn affect enthalpy and entropy. 

 

Δ𝐺 =  Δ𝐻 −  𝑇ΔS                                                   Eq. 1 

Figure 5 - Multiple non-bonded interactions within one amphiphilic molecule. In this example an 

imidazolium-based IL cation, 1-n-decyl-3-methylimidazolium ([C10mim]+) is used. 
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Thus, an increase in the entropy reduces the free energy of the system, promoting the 

assembly of more energy favourable micellar structures.50 Such forces are important in drug 

delivery applications, as most APIs have poor solubility due to their relative 

hydrophobicity.50,51 Moreover, novel requirements for the application of amphiphilic 

systems as carriers of not only hydrophobic but also hydrophilic drugs are emerging, 

demonstrating the potential of amphiphiles in this field.52 vdW interactions are widely 

present in self-assembly, being both cumulative and non-pair additive. This means that 

multiple vdW interactions established upon molecular contact compensate the solo bond 

strength,53 while attraction and repulsion occur not only between two particles, but into a 

large array of molecules.45,47 For example, oil-water (OLW) emulsions are stabilized by vdW 

attraction forces. Since larger systems compel more interactions, any repulsion between 

hydrophilic particles and oil droplets are screened by the vdW interactions.54 Specific 

interactions, such as π-π stacking, are present in molecules with aromatic rings. These 

interactions result in the one-dimensional incremental growth of aggregates, with the 

aromatic rings arranged in parallel with each other and shielding these apolar regions from 

polar solvents.55  

 

b) Phase behaviour and its relation to the surfactant structure 

 

The phase behaviour of a system can be characterized by parameters such as the CMC, 

the aggregation number (AN) or the critical packing parameter (CPP). The CMC is the 

concentration at which individual surfactant molecules in solution start contributing to the 

formation of micellar aggregates.56 Beyond this concentration, a second CMC may take 

place, where micelles grow more rapidly, due to a phase transition.57 The surfactant nature 

as well as thermodynamic variables, such as temperature, yield different CMC values. For 

instance, the CMC can be decreased by using alternative compounds and parameters, which 

could be beneficial to processes in which a rapid micellization is of interest.58 Thus, the 

higher the hydrophobicity (by increasing the alkyl-chain tail length) of the compound the 

lower the CMC is, fact which enhance the molecule packing or the π-π stacking of aromatic 

counterions, for example.59 Moreover, the addition of electrolytes such as salts, also 

decreases the CMC. Thereby, the repulsive forces between hydrophilic groups are screened, 

with a CMC decrease proportional to the salt concentration, above a certain threshold.60 

Another important parameters is the micelle AN, which is the number of molecules per 
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micelle, and closely related with the CMC.61 Finally, the CPP relates the polar head group 

and alkyl-chain tail areas as described in Equation 2. These parameters characterise the size 

and shape of the aggregate.10 Thus, the CPP is obtained with the volume (V) and length (l) 

of the hydrophobic alkyl-chain tail as well as the hydrophilic head group (A) area. 

 

        CPP = V/(A × l)               Eq. 2 

 

Equation 2 shows that if the polar head groups are significantly larger in volume than 

the alkyl-chain tails, the surfactant molecules depict a conical shape and thus a spherical 

micelle will be formed when the CPP < 1/3.10 As the ratio between the hydrophilic and 

hydrophobic moiety increases, the molecule shifts to a cylindrical shape micelle, then to 

planar bilayers and from a CPP of 1 the system transits to RMs.10,62 Thus, this parameter is 

demonstrated as an useful tool to predict the phase behaviour of systems containing 

amphiphilic molecules. 

 

c) Phase separation in amphiphilic systems 

 

An extreme case of aggregation is phase separation, which occurs when the solute 

assembles to a phase fully separated from the solvent with an interface between them.10 The 

phase behaviour can be tailored by using salt to promote a phase separation,63 or even by a 

temperature change.64 Thus, a good knowledge of the phase diagram is important to relate 

the system properties. Phase diagrams are useful to map the composition of multiphasic 

systems according to important thermodynamic parameters, such as temperature or pressure, 

by verifying specific points in the solubility curves. For example, the temperature at which 

the system phase separates is known as the cloud point (CP).65 The upper and lower critical 

solution temperatures (UCST and LCST, respectively) are other interesting parameters. 

UCST and LCST are defined as the temperatures that compose lower and upper boundaries, 

respectively, of the complete miscibility region66 as it can be seen in Figure 6.66 It must be 

noticed that other variables such as the pH may significantly affect if the system has either 

an UCST or LCST point. The influence of these variables in phase separation in amphiphilic 

systems has been reviewed before, for various types of amphiphiles, including surfactants 

and drugs,67 and even polymers68. The latter have been recently been widely used as drug 

delivery vehicles. These are important for extraction and drug delivery purposes due to the 
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ability of simply tuning certain parameters or the composition of solutions, including those 

containing ILs. For instance, the biphasic region may be reached at lower temperatures, 

enhancing the separation of the target component from the overall system. 

IL systems with a LCST behaviour have been associated with tetraalkylammonium and 

similar cations69 as in Saita and colleagues work.70 The [N4444]
+ and Cl- are some of the ions 

assessed to study the effect in the LCST behaviour of tetrabutylphosphonium trifluoroacetate 

([P4444]CF3COO), both increasing the phase separation temperature.70 Another work 

developed by Schaeffer et al., using tributyltetradecylphosphonium chloride ([P44414]Cl), 

similar to one of the ILs used in this project, demonstrated the presence of a LCST point.69 

This rendered the use of the ABS in a more efficient way for separation processes, avoiding 

the addition of inorganic salts and the alteration of other system properties. An UCST 

behaviour was also reported for bis(trifluoromethylsulfonyl)imide ([Hbet][Tf2N]), which 

was used as a draw solution in an osmosis process.71 In this case, a temperature increase 

allowed the miscibility of the IL solution with salt while cooling the mixture promoted phase 

separation for an almost salt-absent water and a reusable IL.71 

 

 

 

 

 

 

 

Figure 6 – Example of a phase diagram relating the concentration of a polymer aqueous solution and the 

temperature. The phase behaviour is depicted by either monophasic (grey) or biphasic (blue). The critical 

boundaries of the solubility curves, UCST and LCST points, are represented by red dots. 
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1.3 Ionic liquids 

 

a) Tuneable solvent  

 

ILs, in particular those which are liquid at room-temperature, have been reported since 

Walden’s work with ethylammonium nitrate, in 1914.72 ILs are described as salts that are 

liquid at temperatures below an arbitrary threshold of 373 K.2 One significant property of 

these systems is the negligible vapour pressure, which results in lack of volatile organic 

compounds emission into the atmosphere. This property is an important contributor to their 

labelling as so-called “green solvents”.73 Their potential reutilization further cements this 

concept.73 Other important characteristics are their negligible flammability, chemical, 

thermal and electrochemical stability74 and their capacity to solvate a wide range of polar 

and apolar solutes.75 The large number of possible combinations between cations and anions 

to build the IL system has rendered these highly tuneable “designer solvents”,2 with the most 

common cations and anions used being illustrated in Figure 7. Finally, various ILs are 

amphiphilic molecules, as their constituents may assemble into surface-active structures, 

being usually defined as SAILs.59 In this work, ammonium-based ILs, in particular alkyl 

ammonium surfactants, with a general formula of [Nxxxy]
+[Cl]- (x being either 1 or 4 and y 

either 14 or 4) will be discussed, along with their phase behaviour before and after the 

addition of salt.  

 

Figure 7 – Archetypical cations and anions commonly used as constituents of IL systems. 
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The IL phase behaviour is generally poorly characterized when compared to aqueous 

surfactant systems.76 It must be highlighted that ionic liquids aggregate in both aqueous 

solutions and IL-based mediums.76,77 ILs aggregate in various structures, depending on the 

driving forces implied. Model examples are depicted in Figure 8, ranging from ionic bulks 

to mesoscale structures.78 

 

 

Temperature is one of the possible driving factors of phase transition of ILs, which 

establish a category of temperature responsive ILs per se.79 Furthermore, these systems 

prove valuable by being reversible, as changing temperature alters the phase behaviour of 

the system without resorting to other factors.80 This is more efficient, especially 

energetically, if the phase transitions occur at room temperature (RT).80 Various aqueous 

systems with ILs have demonstrated UCST action, being described in the previous section.  

 

b) Applications 

 

Current examples of IL applications are gathered in Table 1 and 2. ILs have been 

frequently investigated for extraction and separation purposes – to solve environmental 

concerns related with the use of organic solvents or concentration of pollutants in aqueous 

solutions. In Pacheco-Fernández and colleagues work,25 octylguanidium chloride, an IL-

based surfactant, was used as a less toxic solvent to remove personal care products such as 

parabens from cosmetic samples. The use of a long alkyl-chain decreased the CMC, turning 

the process into a more sustainable since less amount surfactant is required. On top of these 

advantages, the extraction efficiency was not damaged.25 Various SAILs have been also used 

Figure 8 - Models for bulk structures of ionic liquids, from single ionic interactions (ion pairs), to small 

IL networks (H-bond networks) and clusters of self-assembled structures.78 
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as self-aggregating components in drug delivery. For example, Vashishat and colleagues29 

were able to shed light on the molecular mechanism between an amphiphilic drug and a 

SAIL. Electrostatic forces as well as hydrophobic interactions and H-bonds intervene in the 

drug arrangement in the surfactant micelle.29 Interestingly, surfactants comprising both an 

IL and an API as a counter ion, have been developed, resulting in a novel compound. In 

Qamar et al. work,18 sodium valproate replaced bromide in CTAB, with lower drug 

concentrations with hydrophobic interactions as dominant over the hydrogen bonding 

forces.18 This work breakthroughs the opportunity to control drug loading and further 

release. Some drugs may act as hydrotropes, as in the report by Singh et al.,42 by directly 

affecting the phase behaviour of the IL-drug complex, through drug concentration changes, 

which triggers the API release.42 ILs themselves have only recently been explored as 

hydrotropes, with a wide variety of ILs promoting the solubility of vanillin and GA as shown 

by Cláudio and team.5 In this extensive assessment, it was proved that these ILs are efficient 

cationic hydrotropes, increasing the biomolecule solubility in water. The [N4444]Cl possesses 

the most hydrotropic effect, on par with the phosphonium counterpart; this effect is 

proportional to the IL cation alkyl chain size, until a certain point whereas the chloride anion 

has a negligible effect on hydrotropicity.5 All these applications render 

trimethyltetradecylammonium chloride ([N11114]Cl) and tributyltetradecylammonium 

chloride ([N44414]Cl) as possible SAILs for drug delivery applications or phase behaviour 

studies involving APIs. In addition, the [N4444]Cl system is called to have an important 

contribution as hydrotrope for solubility tuning of biomolecules of interest. 

 

2. Computational Chemistry 

 

Computational chemistry is broadly defined as simulation of chemical systems through 

physical forces and mathematical calculations to provide insight into a specific issue.81 Since 

the appearance of computational chemistry and MD, multiple molecular models have 

emerged as a result of the application of computational methods. Among those, the 

simulation of biomolecules is currently one of the main applications of MD simulations, 

such as drug delivery and underlying folding mechanisms of proteins and their functions.3 

In Table 3, a brief review of specific applications of biomolecule MD simulations is 

presented. 
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Table 3 – An example of recent MD simulations involving biomolecules. 

 

Biomolecule(s) Application Relevant findings Ref. 

Histone H1; 

prothymosin-α 

Binding model simulation of 

two proteins that remain 

structurally disordered 

High-affinity interactions between 

disordered proteins is possible by 

electrostatic interactions; Phase 

separation is avoided by hydrophobic and 

π-stacking interactions not occurring 

82 

RNA 

tetranucleotides 

Simulations in water and their 

complications to achieve 

thermodynamic agreement 

between MD and experimental 

data 

MD simulations alone over stabilize 

dynamic conformations; Combination of 

both methods is required for efficient 

atomistic description 

83 

β-galactosidase; 

cysteine residues 

Biomolecule functionalization 

using enzymes 

Enzyme orientation in biomolecular 

surface affects enzyme activity; 

Simulations give information on the 

interaction dynamics that explain the 

previous effect 

84 

Rifampicin; 

isoniazid 

Dual encapsulation of opposite 

drugs in a nanocarrier using MD 

simulations as part of the study 

Drug loading occurs almost 

simultaneously; The driving force of self-

assembly is repulsion between water 

molecules and drugs 

85 

IBP 
Mechanism of drug solubility 

using aqueous solutions of ILs 

Co-aggregates between IBP and IL are 

formed; ILs allow interaction between 

IBP and the aqueous phase (hydrotrope 

effect) 

86 

GA; bovine serum 

albumin 

Interaction studies between GA 

and a common protein 

Docking and MD simulations confirmed 

binding stability of GA at a protein site; 

GA binding promotes native protein 

stability 

38 

Caffeine; GA 

Thermodynamic analysis of 

caffeine, GA and their cocrystal 

in water 

Cocrystal formed by stacking of both 

molecules; This aggregate is hydrated, 

but maintained by weak electrostatic 

interactions 

87 

IBP 

IBP encapsulation profile in 

pluronic L64 micelles 

(dissipative particle dynamics 

IBP is successfully encapsulated in the 

polymeric micelles, mainly in their core; 

Micelles shrink upon loading, due to 

88 
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(DPD)) water expulsion and better organization 

DNA 

Multiscale MD analysis of DNA 

condensation and phase 

separation 

DNA was successfully represented at a 

mesoscale level, although sequence 

specificity and non-bonded interactions 

are not precise at a supramolecular level 

89 

Various 

intrinsically 

disordered proteins 

Phase diagram and temperature 

analysis of protein phase 

separation 

Correlations between condensed and 

dilute phases indicate possibility of 

assessing phase separations using diluted 

systems 

90 

 

The MD simulations opens the door to improve the development of novel pharmaceutical 

carriers and understanding important mechanisms such as drug loading and release, as well 

as separation and purification processes. The use of computational methods has the potential 

to reduce time and experimental resources in developing and optimizing these processes.91 

In general, previous studies demonstrated the ability of MD simulations as essential tool to 

provide a microscopic point of view of many complex processes.92 A good knowledge of 

the interactions involved in each mechanism helps to guide research focus.93 Still, challenges 

such as high resolution and precise recapitulation of biomolecules while being able to 

simulate long and large phenomena in MD simulations remain, requiring the employment of 

multiscale strategies.94 Novel force fields (FF) and MD simulation tools and codes must be 

developed to overcome the inherent experimental technique limitations. 

 

2.1 Multiscale approach 

 

The differences between diverse computational simulation approaches from Density 

Functional Theory (DFT) quantum calculations to AA and CG classical MD models are 

presented and discussed in the context of a multiscale strategy. In this logic higher simulation 

scales are built upon and validated with lower ones, while still fulfilling a specific goal.95 

This application to the scales of our interest are depicted in Figure 9, as in this project, a 

multiscale approach is followed from previous quantum mechanics calculations with DFT 

to full atomistic and novel CG models. This leads to an integrated procedure in which the 

outcome of the MD simulation can enhance our acquittance in many experimental 

processes.95 
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DFT calculations explicitly tackle all electrons and allow the determination of energies at 

the ground-state by using electronic density distribution as the functional.96 DFT simulations 

rely on solving the Schrödinger’s equation and provide more accurate results than other 

methods based on classical mechanics. However, the large number and localization of 

electrons in more complex molecular systems as well as the complexity of the calculations, 

renders DFT calculations too demanding for applications in simulations containing more 

than a few components.97 However, DFT calculations can provide an optimised starting 

molecular geometry point for further AA models for MD simulations. Thus, DFT is useful 

to study ab initio properties of an electronic structure and reactions, while MD allows further 

research on these systems due to the transition to the study of the models to a broader scale, 

basically the system size and time scale.98 

The AA level for MD simulations is based on single atom descriptions in the framework 

of the classical Newton’s equation of motion. Nevertheless, all AA models are limited in 

size and time scale when the mesoscale needs to be addressed due to the computational 

demand exponentially increases with these parameters.99 In this regard, the CG models 

overcome the AA limitations and allow the study of larger sizes and time scale simulations 

since the number of interaction centers involved are decreased.100 The CG level loses the 

atomistic resolution since each CG interaction center includes several heavy atoms.100 

Finally, the mesoscale level can be described using other levels of theory such as DPD, using 

larger and less particles than CG-MD (and consequently less resolution),101 and eventually 

evolved into the macroscale by using novel continuum approaches. Since phase behaviour 

Figure 9 – Multiple scales involved in this work, using a GA molecule as an example. The multiscale 

strategy description applies to the development of each subsequent level in this scale. 
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studies are the main scope of this project, CG-MD is the main approach carried out in this 

dissertation. 

In this work, the CG models are built and validated from previous AA models following 

the same protocols as previously published.92,102-103 A summary of the advantages and 

disadvantages inherent to the AA and CG models is presented in Table 4. Thus, the 

multiscale strategy presented in this project provides a good insight into the IL mesoscale 

phase formation in aqueous solutions and their interactions with biomolecules. 

 

Table 4 - Advantages and disadvantages of using AA and CG models. 

 
AA CG 

Advantages Disadvantages Advantages Disadvantages 

Allows atomistic scale 

studies and reproduces 

relatively well some 

thermodynamic 

properties such as 

density of viscosity 

Size and time scale 

limitations which do not 

allow to go further small 

aggregates or micelles 

Allows the study of 

mesoscale structures 

Lack the atomistic 

resolution and limits 

some atomistic detail 

information 

Large amount of 

detailed information 

The study of long range 

ordered structures are 

out of AA capabilities 

Reduced computation 

time in one order of 

magnitude compared 

with the AA counterpart 

The restricted energy 

matrix of interactions 

limits the molecule 

resolution 

 

2.2 Molecular Dynamics 

 

MD provides important details of atomistic interactions on the dynamic progression of a 

system, complementing the inherent experimental limitations in the characterization of 

molecular interactions.104 Since classical mechanics are used to describe the movement of 

atoms in the MD simulations, some approximations are taken into account and the 

development of AA models requires the use of quantum mechanics to obtain geometry 

optimized molecules as well as the electrostatic partial charges.105 The atomistic interactions 

in the MD simulation are evaluated through a FF which describes both the non-bonded and 

bonded interactions. Some of the most common FF currently used in MD simulations are 

AMBER,106 Chemistry at HARvard Macromolecular Mechanics (CHARMM)107, Optimized 

Potential for Liquid Simulations (OPLS),108 and GROMOS.109 All of these are included in 

the MD simulation package used in this project, the GROningen MAchine for Chemical 

Simulations (GROMACS).110 For CG simulations, the MARTINI111 FF is taken since it 

provides the parameters for interactions between the different CG interaction centers. MD 
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package, FF, ensembles and their collaborative work towards our simulations will be 

described in the next section. 

 

2.2.1 Simulations in the GROMACS package 

 

The classical MD simulation package, GROMACS, was specifically designed for 

biological systems, being later proved as accurate in simulating diverse systems. In the MD 

simulation, the initial system coordinates are provided, and the FF is accordingly chosen to 

calculate the forces between atoms through the Newton’s equations of motion, including the 

non-bonded and bonded contributions to the energy function112 as it can be seen in Equation 

3. The particle coordinates and velocities are subsequently updated and saved every 

simulation step, which in total form the overall trajectory along the simulation. The final 

structure, trajectories and energies obtained in the MD simulation are used to estimate the 

thermodynamic properties.112 Thus, the algorithm used in GROMACS allows to compute 

not only the coordinates and velocities but also temperature, kinetic energy, pressure and 

total potential energy among others.110 

The non-bonded interactions encompass the Lennard-Jones (LJ) potential and a 

Coulombic contribution, represented by Equation 4 and 5 respectively.113 The LJ function 

is an empirical potential which uses two length scale parameters, namely r6 and r12, for inter-

atomic interactions (i and j).110 The first one is related with attraction between dipoles, while 

the second one is the repulsion-related term, acting between electron clouds. The LJ potential 

uses system dependent atom pair parameters (C) to calculate the resulting energy balance 

between attractive and repulsive forces. Figure 10 illustrates the interaction energy 

according to the distance between particles.110 The Coulombic term takes into account the 

electrostatic interactions between charged particles (i and j) separated by a distance r.110,113 

Bond-stretching, angle-bending, improper and proper dihedrals are considered for bonded 

interactions.113 The bond-stretching and angle-bending are commonly governed by harmonic 

functions. Bond-stretching is essentially the harmonic bond length fluctuation between two 

covalently bonded atoms, while angle-bending is the angle variation of three covalently 

bonded atoms. Dihedral is the angle between the two planes, each one including three 

bonded atoms, formed by four covalently bonded atoms. Several dihedral potential functions 

can be selected to reproduce the proper geometry of the molecule.113 
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ET = Ebonds + Eangles + Edihedrals + Enon-bonded                 Eq. 3 

 

     Eq. 4 

 

 

                  Eq. 5                                                     

 

 
In the MD simulations, an energy minimization (EM) and equilibrium protocol is 

followed prior the production runs; the EM step is required to avoid any close contact 

between atoms or molecules in the initial configuration.114 Rearrangement of the system into 

an optimized, energy-minimized state is made to position the molecules in the way that a 

minimum, realistic distance between atoms is achieved.114 The NVT and NpT equilibration 

ensembles are commonly used to set temperature and pressure of the system, respectively. 

The thermodynamic equilibrium is essential to compare the MD results to real systems, in 

which further modification of the initial MD parameters might be done as a validation 

step.116 In the NVT equilibrium step, the simulation box volume is fixed and the temperature 

coupling is performed to establish the proper kinetic energy (temperature).117 Then, in the 

NpT ensemble, the pressure is stated, and the correct simulation box density is found.117 The 

initial equilibration steps ensure that the proper thermodynamic equilibrium is reached for 

the NVT, NpT or other ensembles production runs.  

Figure 10 - Lennard Jones potential, relating the energy of interaction (V) and the distance between 

particles (r). The minimum value indicates the optimal balance between the repulsion and the attraction 

terms.110 
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2.2.2 Coarse-Grained models 

 

CG frameworks are a progression in the multiscale strategy applied in this work to reach 

the mesoscale level. This model becomes relevant in systems where self-assembly occurs in 

long range ordered structures where a large system size is required. The CG mapping 

procedure departs from an atomistic structure used as a reference and then, the number of 

interaction centers are properly reduced. The CG mapping procedure consists of including 

several atoms into one interaction center (bead) which mimics the essential physico-

chemical characteristics of the included group of atoms.118 This procedure considerably 

reduces the number of degrees of freedom and computer resource requirements.118 CG 

models require the use of specific force fields in MD such as MARTINI.111 In this case, each 

bead represents four, three or two heavy atoms connected by bonds and angles while 

dihedrals are usually not necessary.111 Overlapping between CG beads is occasionally 

required to realistically reproduce certain characteristics and the molecule geometry.111  

The MARTINI FF includes an empirical energy matrix to establish the interactions 

between different beads.111 This interaction matrix is shown in Figure 11 and the MARTINI 

model mainly includes four types of beads, namely Q, P, N and C for charged, polar, non-

polar (half polar-half apolar) and apolar beads, respectively, with different sub-types each as 

described in Figure 11. 

The final system modelling is achieved by selecting the proper interaction energies from 

the matrix of interactions and taking the AA behaviour as a reference as well as the 

experimental data counterparts. The bonded parameters in the MARTINI model are 

described by harmonic functions, with a constant force being used. By default, the bond 

length between interaction centers is established at the default CG bead diameter, σ = 0.47 

nm while the force is 1250 kJ mol-1·nm-2.111 Angles are also described by harmonic 

potentials, with bond angles between beads being 180° for simple aliphatic chains and trans-

unsaturated bonds and 120° for cis-unsaturated bonds.111 Force constants are set at 25 

kJ·mol-1 and 45 kJ·mol-1 for saturated and unsaturated bonds, respectively.111 Aromatic rings 

are particular models, as a different mapping ratio of 2 or 3 to 1 is required to reproduce the 

CG ring.111 In this case the suffix “S” indicates a special mapping with reduced σ to 0.43 nm 

and the energy of self-interaction is 75% of the initial value.111 In certain cases, constraints 

such as dihedrals might be necessary to assure the ring remains planar. Although these values 

are the default ones that provide optimal circumstances for initial CG-MD simulations, these 
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can be altered to better resemble the AA structure from which the CG mapping procedure 

was previously conducted. 

3.  Objectives 

 

The aim of this work is to study and characterize several systems using molecular 

dynamics with the GROMACS package. The use of this method allows not only the 

visualization of the progress of the systems, in particular the phase transitions that may 

occur, but also the assessment of the possible driving interactions behind each phenomenon. 

A proper validation of ammonium-based IL solutions, GA and IBP systems, in which novel 

CG representations were developed, is essential for future simulations and proper focus of 

experimental research. The application of a multiscale strategy ensures the proper model 

scaling. This approach is critical in studies such as the presented in this project in which an 

adequate CG representation of the molecules must be ensured. Moreover, the time and size 

scale at which phase transition and separation are detected properly demand the use of this 

CG level. The main contribution of this work is the proper understanding of the molecular 

mechanisms that drive the phase behaviour and the biomolecule partition of API in IL-based 

Figure 11 - MARTINI energy matrix of interaction.111 Each level of interaction is used as the energy of 

interaction (ε) in the LJ calculations and the bead size (σ) is 0.47 nm by default. Beads are categorized as 

charged (Q), polar (P), non-polar (N) and apolar (C). In charged Q beads, d, a, da or 0 indicate the hydrogen 

bond capabilities; donor, acceptor, donor and acceptor and none, respectively. 1 to 5 indexes indicate 

increasing polar or apolar affinity being 1 the lowest polar/apolar character. From O to IX, the interaction 

strength is: 5.6 kJ/mol, 5.0 kJ/mol, 4.5 kJ/mol, 4.0 kJ/mol, 3.5 kJ/mol, 3.1 kJ/mol, 2.7 kJ/mol, 2.3 kJ/mol, 

2.0 kJ/mol, 2.0 kJ/mol (σ = 0.62 nm at the IX selection). 
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aqueous solutions. In particular, our aim is to determine the specific interactions driving 

phase behaviour of GA and eventually IBP in micellar and hydrotropic systems, their 

differences and similarities. This knowledge allows the optimization and novel development 

of drug delivery systems comprising both ILs, APIs and similar molecules. Besides, this 

project proposes to discuss the potential of these systems for alternative applications, such 

as separation and purification of these APIs from aqueous solutions. Other secondary 

objectives, such as the achievement of novel API-based ILs, through efficient processes, can 

be explored. Overall, the obtained results can also establish guidelines for future studies 

using different biomolecules and even other solvents. Once a well-established framework is 

obtained, one can use the procedure as a platform for other molecules. In particular, the APIs 

considered in this project, which are scarcer at the CG level. For the sake of time and extent 

of this dissertation, only the development and validation of the CG model of IBP is 

presented. However, future work is already underway regarding the use of this API in the 

systems designed for this project. A flowchart with the general process of this project is 

schematically illustrated in Figure 12. 

Figure 12 - Flowchart of the general line of thought used in this project and the main objectives. 
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1. Simulations details 

 

All MD simulations were carried out with the GROMACS package (version 5.1.5)110 in 

both AA and CG descriptions. Each specific framework will be described in the following 

sections including the CG model validations. Initial simulation boxes were built using the 

GROMACS gmx insert-molecules tool to place all molecules in the simulation box with 

random starting positions. The MD production runs, otherwise stated along 0.5 µs of 

simulation time, were developed prior an equilibration protocol previously described.92,102-

103  

The specific parameters of each ensemble, as well as their topology, are compiled in 

Table 7. The system numbers follow the indexation presented in the table. The simulation 

time is defined as the number of simulation steps multiplied by the time step, 2 and 10-30 fs 

for AA and CG, respectively. The leapfrog algorithm119 was used in the equilibrium and 

production runs. The pressure was fixed at 1 bar with an isotropic coupling and Parrinello-

Rahman barostat120 whilst the temperature was established either with the velocity-

rescaling121 in the equilibrium steps and the Nose-Hoover122 thermostat in production runs.  

In this work the cut-off radius for LJ and Coulombic interactions was set as 1.2 nm, with 

Particle-Mesh-Ewald (PME),123 and potential-shift functions being used to calculate long-

range electrostatic interactions, as in previous works developed by Pérez-Sánchez et al.92,102-

103 Periodic boundary conditions (PBC) in all directions were considered. In the LJ 

interactions, the force-switch function was used smoothly approaching to zero from ~ 0.9 

nm to the 1.2 nm cut-off. The LINear Constraint Solver (LINCS) was used to constrain all 

bonds.124 Rectangular boxes were used in systems containing IL and GA to ease visual 

analysis of the density profiles, while cubic and dodecahedric boxes in big systems were 

used for the rest of the simulations, particularly for validation and final runs, respectively. 

Dodecahedric boxes provided optimized simulations as less water molecules are necessary 

to fill the unit cell and represent the bulk solution in PBC.125 Cubic boxes were used for the 

validation simulations of GA and IBP due to the small system size. 

In all of MD simulations carried out in this project, the equilibrium was monitored 

following two steps: (i) visual analysis of the trajectories to ensure that the system was not 

suffering any phase transitions or unexpected variations and (ii) using the GROMACS gmx 
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energy tool to monitor the total energy of the system throughout the trajectory, which should 

be defined when the plateau is reached to assure an equilibrium state. 

The MD input and resulting outputs files are summarized in Table 5 and further 

information can be consulted in the GROMACS manual.110 

 

Table 5 - Input and output files used in the GROMACS MD simulations. 

 

Input Action Output Action 

.gro Molecular structure coordinates .gro 

Final molecular structure 

coordinates (resulting from 

simulation) 

.itp 

Specific topology of a system component, such 

as atoms and restraints (bonds, angles, pairs, 

dihedrals). Included in a .top file. 

.trr 

Trajectories obtained in the 

simulation: Coordinates, velocities, 

forces and energies 

.top 
Topology of the system, containing the number 

of molecules and individual topology files (.itp) 
.xtc 

Compressed version of .trr files 

(only coordinates) 

.mdp 
Contains the run parameters for the simulation 

(time steps, thermostat, barostat, etc.) 
.edr 

Storage of energies written during 

simulation 

.tpr 
Compilation of all previous information required 

to start the simulation 
.log 

Information gathered throughout 

the full simulation process 

 

2. All-atom molecular dynamics (AA-MD) systems 

 

In this work AA-MD systems were used as a direct computational validation tool of novel 

CG descriptions of GA and IBP. The same logic was applied to these ILs based on previous 

studies, validating the quaternary ammonium surfactants also used throughout this 

work.92,102-103 Overall, the optimal partial charges were calculated using the CHarges from 

Electrostatic Potentials using a Grid-based method (CHELPG),126 with the Becke three-

parameter Lee-Yang-Parr (B3LYP) exchange-correlation functional used with the 6-

311+G(d,p) basis set for DFT calculation verification of the structures, according to Vueba 

et al. previous work.127  

 

2.1  Ammonium-based ILs 
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The [N11114]Cl, [N44414]Cl and [N4444]Cl ILs were considered in this project mainly to 

explore the effect of the IL headgroup and the effect of the alky-chain length, thus the 

solubilization mechanism involved. The simulations were carried out for at least 20 ns with 

a time step of 2 fs, at 298K, using the force field parameters from the OPLS-AA FF version 

developed by Canongia Lopes et al.128,129 for the cationic surfactant and from Ȧqvist130 for 

the chloride ions whereas the SPC/E model131 was chosen to model the water.  

 

2.2  GA and IBP 

 

A new CG model for GA and the IBP molecules were developed in this project, which 

required the AA description for validation purposes. It must be noticing that the pH is 

essential in many biochemical phenomena.132 However, in the MD simulations, the pH must 

be fixed since the protonation states are stationary throughout the simulation.133 Thus, two 

AA versions of these molecules were generated; one with the carboxylic acid group 

protonated (COOH) and another deprotonated (COO-). The addition of the species used to 

measure pH, hydronium and hydroxide, would not correctly induce a specific pH. Thus, we 

designed separate simulations for each protonation state to be able to address the effect of 

pH, as it will be explained in the Results and Discussion chapter. To achieve this, on each 

initial configuration of the simulation, sodium counter cations were added to assure the 

neutrality of the solution. The number is equal to the GA/IBP amount multiplied by the 

number of dissociated protons on each molecule, since these acids dissociate when dissolved 

in water. This corresponds to the acid-base titration principles in which in this case, sodium 

hydroxide would be used to neutralize acidic molecules such as GA and IBP, as described in 

Equation 6. The M in this equation indicates either the molecule with the group where 

proton dissociation may occur (no stoichiometric ratios were considered). 

 

MH + NaOH → NaM + H2O    Eq. 6 

 

This provides results of GA and IBP behaviour at pH values broadly below and above its 

first dissociation constant at 298K. A second dissociation constant was also analysed for 

GA, in production runs also comprising ILs, in which the hydroxyl groups were also 

deprotonated. A labelling of “Prot. GA”, “Deprot. GA (-1)” and “Deprot. GA (-3)” was used 
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to describe GA from below the first dissociation constant, between both constants and above 

the latter, when convenient. A similar labelling as GA was used to distinguish IBP at pH 

below and above the pKa (“Prot. IBP” and “Deprot. IBP”). Reference values of interest for 

the protonation state, such as pKa, and of solubility limits used in this work, as well as the 

octanol-water partition coefficient (Kow), of interest in partition studies, are displayed in 

Table 6 for GA and IBP. 

 

Table 6 – Reference values related to pH, solubility and partition used for GA and IBP. 

 

 GA IBP 

pKa 
4.20134/4.44135 (COOH); 8.54134/8.45135 (OH); 

10.05135; 11.30135 
4.40136 (COOH) 

Solubility limit 

(wt.%) 
1.470 (pH 6.9)137 

0.23 (pH 7.4);138 0.005 (pH 1.2);139 

0.20 (pH 6.8)139 

Log(Kow) 0.70140 3.97140 

 

The initial protonated GA structure was obtained as Protein Data Bank (PDB),141 while 

the IBP structure was obtained from previous DFT calculations. The final optimized AA 

models were obtained recurring to this computational level in both molecules. MD 

simulations were carried out using the parameters described in Table 7 (systems 1 and 2 for 

GA and 5 and 6 for IBP). The general procedure was explained previously, with a 2 fs 

timestep and at concentrations below the solubility limit of GA and below or near to the IBP 

experimentally reported value at around 298K. The AA structures of GA and IBP as well as 

the partial charges used in these production runs are illustrated in Figure SI:1 and Figure 

SI:2, respectively. The electrostatic potential of each section of these molecules is presented 

as a contour map in Figures 13 and 14. These were used as a validation tool to assure that 

the novel CG models have bead polarities matching an adequate charge distribution when 

compared to the AA level. 
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3. AA mapping to CG and validation 

 

A mapping procedure was followed to obtain the novel CG model from the AA reference. 

In this work, the MARTINI FF (version 2.2)111 was used in the CG MD simulations. The 

CG mapping used for each molecule in this work is depicted in Figures 15-20. In each figure, 

the AA groups that are converted to CG beads have the same colour, with the selected 

MARTINI polarity being depicted in blue. The centers of interaction for the CG beads are 

-0.2 0.05 -0.1 0.05 

Figure 14 – Charge distribution comparison between the deprotonated (left) (system 6) and protonated (right) 

(system 5) version of IBP. These were calculated with the B3LYP/6-311+G(d,p) level of theory. Red colour 

indicates negatively charged sections while blue colour illustrates positively charged regions. 

-0.2 0.1 

Figure 13 - Charge distribution comparison between the deprotonated (left) (system 2) and protonated 

(right) (system 1) version of GA, related to the carboxylic acid group. These were calculated with the 

B3LYP/6-311+G(d,p) level of theory. Red colour indicates negatively charged sections while blue colour 

illustrates positively charged regions. 
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presented in red, with the atoms being grouped contained in a blue area. The mapping 

employed for the ILs is based on previous works, for both [N11114]Cl102, [N44414]Cl69 and 

[N4444]Cl69. 

 

Figure 15 – AA to CG mapping for [N11114]+, with a charged polarity being selected for the surfactant head 

(Q0), and an apolar one for the alkyl tail (C1).  

Figure 16 – Mapping from AA to CG of [N44414]+. The center bead of the polar head is set as charged (Q0), 

while the butyl chains of head are mildly apolar (C3). The alkyl tail is described as apolar (C1), exactly as in 

[N11114]+. 

Figure 17 – AA mapping to CG of [N4444]+. Similarly to [N44414]+, the central ammonium atom is set as charged 

(Q0), along with the initial carbon atoms surrounding it. The butyl chains are set as mildly apolar (C3). 



 

Chapter II: Methodology 

 

 

39 

 

 

Water followed a similar CG mapping, in the way that multiple water molecules were 

combined into a single bead. However, incorrect interactions would often be established 

between water and other particles, due to lack of adequate polarization of this solvent in the 

Figure 18 – GA CG mapping from the AA structure reference. A special mapping was employed, labelled by 

an “S” preceding the actual bead polarity. The aromatic ring was set as mildly apolar (SC3), while the 

carboxylic acid and hydroxylic groups had different polarities depending on the simulated pH, and 

consequently their protonated states. The former ranged from nonpolar (SNda) to charged (SQa) while the 

latter ranged from weakly apolar (SC5) to charged (SQa). 

Figure 19 – IBP mapping from AA to CG. While the most apolar region is defined by a default mapping, 

apolar (C1), the rest of the procedure uses the special mapping, also applied to GA. The aromatic ring is again 

mildly apolar (SC3), while the intermediate alkyl region between it and the carboxylic acid group is more polar 

(SC4). The latter group is either set as nonpolar (SNda) if protonated or charged (SQa) if deprotonated. 

Figure 20 – Counter ion mapping procedure from AA to CG. Chloride was used as anion, for the ionic liquids 

used, being described as charged and hydrogen bonding acceptor (Qa), while sodium as used as cation, to 

charge balance deprotonated GA and IBP, being set as charged and donor in hydrogen bonds (Qd). Both CG 

mappings have six implicit water molecules. 
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default CG MARTINI water model. Thus, the PW model was used in this project in order to 

capture the water dipole effect to maintain the behaviour of water as close as possible to the 

real water.142 The PW water model, depicted in Figure 21, allows an adequate screening of 

electrostatic charges, although a higher computational demand. However, the PW model 

resembles better the real water compared with the regular CG water model. It must be noticed 

that the polarizability may affect the phase behaviour since water dipoles can overestimate 

their interaction with the charged groups of amphiphilic molecules.143 

 

 

The CG mapping is established on the base of AA descriptions and experimental results, 

resulting frequently in an exhaustive procedure where several mappings are attempted until 

the CG model matches the AA reference behaviour. Generally, the CG molecule geometry 

is firstly analysed in vacuum to ensure the molecular stability and compared with the AA. 

The main angles and distances between interaction centers are verified and modified in case 

these do not reproduce the AA counterpart. Once the geometry is properly reproduced in the 

CG model, MD simulations are carried out under similar conditions for a direct comparison 

with literature data. Final validation of these systems was done visually and resorting to 

GROMACS tools such as radial and spatial distribution functions, which are explained in 

the Analysis section. The CG descriptions of the quaternary ammonium surfactants also 

involved the use of density profiles and even micelle aggregation numbers. Since the 

validation of those systems was already carried out in previous works, only the novel CG 

descriptions developed in this work will be discussed, in the Results and Discussion 

chapter. 

 

Figure 21 – Polarizable CG water PW, containing three particles: a central center of mass (W) and two charged 

dummy interaction centers, a positive (WP) and a negative (WM) to mimic the orientational polarizability of 

water. Both are connected to W at a distance of l and can harmonically vibrate with a spring constant of K  

(harmonic function).143 



 

Chapter II: Methodology 

 

 

41 

 

4. Coarse-grained molecular dynamics (CG-MD) systems 

 

The MD-CG simulation carried out in this project are presented in Table 7. Previous 

developed ILs CG models for [N11114]Cl, [N44414]Cl and [N4444]Cl were used in this work. 

The phase behaviour of these ILs in aqueous solutions and how the salt alters the phase 

behaviour (for the first two) is explored. More importantly, ILs aqueous solutions with GA 

are considered to further understand partition of GA besides other compounds of 

pharmaceutical interest, such as IBP. 

All simulations of ILs with water and salt (Table 7: systems 9-14) were conducted at 

390K and 1 bar. Three simulations at 298K were used as controls for systems containing 

both ILs and GA (Table 7: systems 15, 22 and 29). These were required for a direct 

comparison between the systems with ILs and with or without GA, as the ones did for 

[N11114]Cl and [N44414]Cl ran at 390K (Table 7: systems 9 and 12).  

 

5. Analysis 

 

Visual and statistical tools were used as a post-processing analysis of the results obtained 

in the MD simulations. The final coordinates of the molecules were visualized using the 

Visual Molecular Dynamics (VMD) software package.144 Each snapshot or visual 

representation directly obtained with VMD used a graphical drawing of either vdW or CPK 

(for CG and AA descriptions respectively). The MD rendered simulation snapshots were 

obtained with the VMD program as well as the simulation movies and processed with the 

Blender open-source software. The usual GROMACS analysis tools, the radial distribution 

functions (RDFs), the solvent-accessible surface areas (SASA) and the density profiles were 

also used to analyse the MD simulations. In these situations, an index describing specific 

groups in the molecules of the system or even groups of molecules was previously created 

with the GROMACS gmx make_ndx tool for further assays. 

 

The RDF functions, g(r), were obtained with the gmx rdf tool of GROMACS. These 

calculations indicate the probability of finding the selected particles at a distance r of the 

reference groups, i.e., the density (𝜌) of a particular region in the system compared to the 

bulk density of the solution, as shown in Equation 7.  
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𝑔(𝑟) =
𝜌(𝑟)

𝜌𝑏𝑢𝑙𝑘     Eq. 7 

 

The RDF profile not only servers for a qualitative analysis of the molecular organization 

of the system, but also the coordination number around the reference particles, by integrating 

the RDF function at a defined distance r. A representative scheme of the detection of a 

defined target particle or group around the reference is depicted in Figure 22. In case of PW 

as a refence in the RDF calculation, the g(r) values were multiplied by 3, since the PW model 

contains three implicit water particles. In those situations, g(r) was replaced by g*(r). 

 

 

Commonly, a qualitative visual inspection of the system requires a quantitative point of 

view depicted by the statistical information obtained with RDFs. The spatial distribution 

functions (SDFs) provide a 3D scenario of the information gathered by the RDFs. Thus, the 

degree of solvation of a certain molecule and its association with other molecules in the 

system, such as the π-π stacking of aromatic rings and ionic interaction, can be explored in 

detail. This analysis was used to validate the new CG models of GA and IBP developed in 

this project. The SDFs were obtained with the TRajectory Analyzer and VISualizer 

(TRAVIS)145 tool.  

Figure 22 – Schematic representation of the RDF calculation using GA (in dark blue and cyan) and water (red 

and white) as example. In this case, the carboxylic acid group of the GA molecule is used (dark blue), from 

which center of mass (COM) of the selected water molecules (red and white) is performed at a given distance 

r. At each value of r, the probability of finding water around the carboxylic acid group of GA is calculated and 

described by g(r). 



 

Chapter II: Methodology 

 

 

43 

 

Finally, the SASA is calculated by the assessing the surface of the reference molecules 

regions that are available to solvent molecules. The GROMACS gmx sasa tool uses a double 

cubic lattice algorithm146 which divides the tri-dimensional space in the simulation box into 

smaller cubic sub-divisions. Then, calculations are performed by considering the contact 

points between a probe molecule (solvent) to the atoms of a system, bearing in mind their 

vdW radii. The application of this algorithm is presented on Figure 23. 

 

 

The density profiles were also compiled to estimate the density, either exact or relative, 

of each component of the system alongside the simulation box. In systems with spherical 

micelles or micellar-like structures, a cluster counting code based on the Hoshen-Kopelman 

algorithm147 was used. This code compiles the trajectories of the MD simulations to obtain 

the density of each selected group from the micelle COM. The micelle radius is the distance 

from the micelle core (end groups of the surfactant alkyl-chain tail) to the surfactant head 

groups. The code also allows to estimate the average aggregation number of the micelle.  

Since this cluster counting code is limited to spherical or micellar-like structures, the gmx 

density tool of GROMACS was used to characterise the phase behaviour above the micellar 

region. Thereby, the simulation box is split in different slices in which the density profile is 

estimated alongside the cartesian directions.  

 

Figure 23 – Two-dimensional view of the double cubic lattice method to calculate SASA. A three-dimensional 

grid is displayed in the system, with r indicating the maximum atomic radius of the reference atoms (in blue). 

This radius is given by the sum of the vdW radius and the accessible surface to a probe molecule. The SASA 

is calculated using the disposition of the selection atoms (in red) towards the reference ones, considering the 

atomic radius. 



 

Chapter III: Results and Discussion 

44 

 

 
Table 7 – Simulation parameters of each system, regarding the production run, with the respective notation. Box sizes are set as “3” for cubic boxes, “2” for rectangular 

ones and “dode” for dodecahedric boxes.  

 

System nIL 
[IL] 

(wt.%) 
nGA/IBP 

[GA/IBP] 

(wt.%) 
nH

2
0 nNaCl/Na 

[NaCl/Na] 

(wt.%) 

Temp. 

(K) 

Sim. 

time 

(µs) 

Final box size 

(nm) 

Validation of CG models of GA and IBP           

(1) Prot.GA (AA) + H2O - - 10 0.94 10000 - - 298 0.04 73 

(2) Deprot. GA (-1) (AA) + H2O + Na - - 10 0.93 10000 10 0.13 298 0.04 73 

(3) Prot.GA (CG) + H2O - - 10 0.94 3333 - - 298 0.1 73 

(4) Deprot. GA (-1) (CG) + H2O + Na - - 10 0.92 3333 10 0.13 298 0.1 73 

(5) Prot. IBP (AA) + H2O - - 10 0.23 50000 - - 298 0.05 113 

(6) Deprot. IBP (AA) + H2O + Na - - 10 0.23 50000 10 2.55 298 0.05 113 

(7) Prot. IBP (CG) + H2O - - 10 0.23 16667 - - 298 0.15 133 

(8) Deprot. IBP (CG) + H2O + Na - - 10 0.23 16667 10 2.54 298 0.15 133 

Ammonium surfactants with or without salt 

addition 
          

(9) [N11114]Cl + H2O 4000 42.19 - - 21608 - - 390 2 202, 14 (dode) 

(10) [N11114]Cl + H2O + low NaCl 4000 41.84 - - 20008 400 0.84 390 1 202, 14 (dode) 

(11) [N11114]Cl + H2O + high NaCl 4000 32.76 - - 21608 2900 4.75 390 1 202, 14 (dode) 

(12) [N44414]Cl + H2O 4000 46.06 - - 28250 - - 390 1 222, 16 (dode) 

(13) [N44414]Cl + H2O + low NaCl 4000 45.76 - - 26650 400 0.64 390 2 222, 16 (dode) 

(14) [N44414]Cl + H2O + high NaCl 4000 38.91 - - 26650 3675 4.72 390 2 232, 16 (dode) 

Ammonium surfactants + GA           

(15) [N11114]Cl + H2O 500 10.02 - - 23250 - - 298 1 122, 23 

(16) [N11114]Cl + H2O + low Prot. GA (CG) 500 9.99 25 0.29 23250 - - 298 0.5 122, 23 

(17) [N11114]Cl + H2O + low Deprot. GA (-1) 

(CG) + Na 
500 10.01 25 0.29 23150 25 0.04 298 0.5 122, 23 

(18) [N11114]Cl + H2O + low Deprot. GA (-3) 

(CG) + Na 
500 10.00 25 0.28 23050 75 0.12 298 0.5 122, 23 
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(19) [N11114]Cl + H2O + high Prot. GA (CG) 500 9.79 200 2.28 23250 - - 298 1 122, 23 

(20) [N11114]Cl + H2O + high Deprot. GA (-1) 

(CG) + Na 
500 9.66 200 2.24 23150 200 0.30 298 1 122, 23 

(21) [N11114]Cl + H2O + high Deprot. GA (-3) 

(CG) + Na 
500 9.37 200 2.13 23050 600 0.89 298 1 122, 23 

(22) [N44414]Cl + H2O 500 10.02 - - 33750 - - 298 1  

(23) [N44414]Cl + H2O + low Prot. GA (CG) 500 10.00 25 0.20 33750 - - 298 1 132, 26 

(24) [N44414]Cl + H2O + low Deprot. GA (-1) 

(CG) + Na 
500 10.01 25 0.20 33650 25 0.03 298 1 132, 26 

(25) [N44414]Cl + H2O + low Deprot. GA (-3) 

(CG) + Na 
500 10.08 25 0.20 33250 75 0.08 298 1 132, 26 

(26) [N44414]Cl + H2O + high Prot. GA (CG) 500 9.86 200 1.60 33750 - - 298 1 132, 26 

(27) [N44414]Cl + H2O + high Deprot. GA (-1) 

(CG) + Na 
500 9.76 200 1.58 33650 200 0.21 298 1 132, 26 

(28) [N44414]Cl + H2O + high Deprot. GA (-3) 

(CG) + Na 
500 9.63 200 1.53 33250 600 0.64 298 1 132, 26 

(29) [N4444]Cl + H2O 500 10.05 - - 22000 - - 298 1.5 112, 23 

(30) [N4444]Cl + H2O + low Prot. GA (CG) 500 10.02 25 0.31 22000 - - 298 1.5 112, 23 

(31) [N4444]Cl + H2O + low Deprot. GA (-1) 

(CG) + Na 
500 10.00 25 0.30 22000 25 0.04 298 2.1 112, 23 

(32) [N4444]Cl + H2O + low Deprot. GA (-3) 

(CG) + Na 
500 9.95 25 0.30 22000 75 0.12 298 1.5 112, 23 

(33) [N4444]Cl + H2O + high Prot. GA (CG) 500 9.81 200 2.40 22000 - - 298 1.5 122, 23 

(34) [N4444]Cl + H2O + high Deprot. GA (-1) 

(CG) + Na 
500 9.64 200 2.35 22000 200 0.32 298 1.5 122, 23 

(35) [N4444]Cl + H2O + high Deprot. GA (-3) 

(CG) + Na 
500 9.30 200 2.22 22000 600 0.92 298 1.5 122, 23 

Other assays           

(36) [N11114]Cl + H2O + Deprot. GA (-3) (CG) 

+ Na (water density test) 
5000 9.37 2000 2.13 230500 6000 0.89 298 1 252, 50 
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1.  Biomolecule model validation 
 

In this work, two biomolecules of interest in the pharmaceutical industry, GA and IBP, 

were approached in aqueous solutions containing ILs with either surfactant, hydrotrope or 

an intermediate character. These drugs were selected for several reasons: 

 

(i) widely available148,149 and well-established in the medical industry as probe molecules 

to study more complex drugs,150,151 including partition assays;15,152 

(ii) different protonation states, pH effect in their solubility and partition. 

 

With the aim to rationalize the partition of these APIs in different solutions, novel CG 

models for GA and IBP were developed to establish a transferrable platform for the 

development of more efficient drug delivery systems and extraction processes. Due to the 

previously mentioned characteristics of these molecules, these new descriptions were created 

for different protonation states, depicting a wide pH range. This extent, often overlooked in 

MD simulations, is in this case easily applicable to most experimental, real-world 

applications, especially in drug delivery. Thereby, an analysis of the impact of each 

mechanism used to increase drug solubility was intended. [N11114]Cl was selected as a 

surfactant; [N4444]Cl was used as a hydrotrope and [N44414]Cl was chosen as it combines both 

characteristics, a hydrotrope-like polar head and a long alkyl tail. This allowed the coverage 

of the main solubilisation mechanisms throughout the continuum ranging from micellar 

solubilisation to hydrotropy. Thus, it is possible to determine which mechanism enhances 

the drug solubilisation or conversely, if it is a combination of both that provides the best 

outcome. 

The CG models of the ILs mentioned before were either already developed or based on 

the mapping procedure and validation by Pérez-Sánchez et al.103 Validation of novel GA 

and IBP models was accomplished by running both AA and CG MD simulations of these 

molecules in water. The same concentration and conditions were used for a direct 

comparison of the RDFs as well as a visual analysis in both scales. Note that the process of 

obtaining an adequate CG description of a compound is an incremental trial and error 

procedure by testing different MARTINI bead types until the CG model matches the AA 
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reference. For instance, in the GA at least 11 different attempts were made, counting 

different bead polarity levels. The same procedure was followed for the IBP CG model. 

The RDFs of the carboxylic acid group in the GA, which in turn encompass the 

protonation/deprotonation state, are presented in Figure 24. The RDFs of the aromatic ring 

and hydroxyls reference groups are available in the Supporting Information (Figures SI:3-

4). The coordination numbers (CNs) of all RDF profiles are displayed in Table 8. These 

values were only provided for groups depicting peaks with a g(r) or g*(r) values above 1 or 

3, respectively. This denotes the solvation of those groups and avoiding the water that has a 

lower statistical probability of surrounding those groups than the water in the bulk solution. 

These include the aromatic ring in both molecules and the ethyl benzene group (alkyl chain 

between carboxylic acid group and aromatic ring) in the IBP. In Table 8, CNs at different 

distances correspond to separate coordination spheres. 

 

Table 8 – CN of the RDF profiles used for validation of CG models of GA and IBP. Number in brackets 

represent the coordinates of the peak (r in the RDF profile in nm) where the CN is estimated. 

 

Reference group 

GA IBP 

AA CG AA CG 

Prot. Deprot. Prot. Deprot. Prot. Deprot. Prot. Deprot. 

Carboxylic acid 

bead 

0.1 

(0.17); 

1.33 

(0.26) 

0.6 

(0.17); 

3.7 

(0.26)  

12.4 

(0.51) 

26.6 

(0.51) 

0.1 

(0.17); 

1.7 

(0.26) 

0.6 

(0.17); 

3.7 

(0.26) 

12.3 

(0.50) 

25.6 

(0.50) 

Hydroxylic beads 

(GA) / alkyl tail 

(IBP) 

- - 
10.1 

(0.51) 

17.4 

(0.51) 
- - - - 
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A qualitative comparison of both RDF profiles demonstrates a significantly higher 

hydration shell of the deprotonated carboxylic acid group. The sinusoidal behaviour 

indicates two coordination spheres in the Deprot. GA. The GA AA model, given by the first 

two peaks of the profile in Figure 24, has a CN near 1 and 4, respectively. In the Prot. GA, 

there is only a first peak in the same location as the Deprot. GA, with statistically no water 

molecules present, corroborated by the CN. The different peak intensities in the AA profile 

are expected due to the vdW radii of these atoms. The first coordination sphere has a radius 

slightly larger than those radii, resulting in a higher probability of water presence. Moreover, 

the well-defined sinusoidal profile in the AA RDF can be related with the water arrangement 

towards the COO-, since hydrogens of water molecules establish H-bonds with the oxygen 

atoms of this group. In the CG model, the first RDF peak at around r ≈ 0.37 nm of the Deprot. 

GA is below the CG bead radius (0.47 nm) thus must not be taken into account. This may 

interact to a larger extent with charged regions (such as the deprotonated carboxylic acid 

groups) which have more polar character than the neutral counterpart.143 Indeed, the 

MARTINI FF parameters indicate that the energy of interaction is higher for the PW with 

SQa particles (I – attractive) than between PW and SNda beads (IV – intermediate).104,143 

The values for the coordination spheres surrounding the carboxylic acid group in CG are 

significantly higher than the ones obtained with AA-MD simulations, not only due to the use 

of PW but also to the increase of the available area surrounding the CG bead. Three atomistic 

water molecules are included in one CG PW bead and there is a lack of atomistic resolution 

of the hydrogen bond interactions. Hence, the comparison of these RDF profiles is mainly 

qualitative. Bearing in mind this limitation, the CG description is well correlated to the AA 

Figure 24 – RDF profile of AA (left) and CG (right) GA with the carboxylic acid group selected as a reference 

with water, both in protonated (system 1,3) and deprotonated (system 2,4) states, black and red color, 

respectively. 
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model, with more solvation of the COO- than the COOH, also demonstrated by the CNs. 

This is expected since the deprotonation of the carboxylic acid increases the number of 

interactions of this group with water, mainly due to ion-dipole interactions and hydrogen 

bonding interactions.153 

The absence of water around the aromatic ring is reflected by the RDFs (Figure SI:3), 

with a difference between both protonation states in the first shoulder of the RDF profile (r 

≈ 0.27 nm for AA and 0.52 nm for CG) around 2-fold higher for the Deprot. GA (-1). These 

values concord with the apolar character of the aromatic ring. 

A different scenario is depicted by the hydroxylic groups, with some differences in the 

AA and CG RDFs (Figure SI:4). While the former OH groups have an apolar character as 

for the aromatic ring, in the latter, there are three distinguishable peaks in which these 

regions are polar. Nevertheless, not as much as the carboxylic acid group, namely at r ≈ 

0.51 nm, r ≈ 0.99 nm and r ≈ 1.40 nm. Overall, the g*(r) of the CG RDF is also higher, 

which is probably related with the lack of atomistic detail inherent in CG models. In the GA 

CG model the new interaction centers are positioned in the mean distance between each two 

AA OH groups, as described in the previous chapter. This implies an overlapping with the 

aromatic ring, being necessary to better resemble the AA structure and avoid its 

overestimation. It also brings these groups slightly closer to the most polar region of the 

molecule, which could in turn increase the possibility of interaction with water molecules, 

apart from their structure comprising two atoms that establish hydrogen bonds.154 

Interestingly, the charge distribution of the AA structure, as depicted in Figure 13, confirms 

this fact and possibly the higher hydration of OH groups when the carboxylic acid group is 

deprotonated, as two of the hydroxyl groups, which comprise a CG bead, have negative 

charge. This distribution and RDF data correlate well with another computational study by 

Cappelli et al154, in which similar g(r) values were reported for the first peaks in the 

carboxylic acid and hydroxyl RDFs and even the CN for the former.154 

The SDFs of the AA Prot. GA and Deprot. GA (-1) are presented in Figure 25. The SDF 

images display the water presence around the GA and the π-π stacking arrangement 

promoted by the GA organic rings.  
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These representations corroborate the conclusions obtained in the RDF analysis, with a 

clear π-π stacking arrangement of GA molecules.155 In fact, this interaction is relevant in 

partition studies because it promotes the aggregation and is present in both protonation 

states. In summary, the carboxylic acid group generally has more water surrounding it and 

hydroxyls are also solvated, even though the amount of water is closer to the aromatic ring 

character than the carboxylic acid group. Comparing both protonation states, the hydration 

was improved substantially, with coordination spheres between the COO- group and the ring 

being pulled towards the carboxylate group, which corroborates the RDF results. Another 

important aspect is the location of water solvation around the hydroxyl groups, as it is placed 

in the direction of the positions selected as interaction centers in the CG models and the most 

charge dense AA hydroxyl regions (Figure 13). The SDFs were not thought for CG 

simulations as the TRAVIS tool was developed bearing in mind the AA level with no 

recognition of the CG structure. This occurs due to the overlapping of beads innherent in CG 

models, which influence the distances between them and, consequentely, the ability of 

TRAVIS to effectively segregate groups of beads. Finally, it is important to note that the GA 

CG model is quite different from a previously published model.22 In this regard, only 3 CG 

beads were used to represent the entire molecule, one for the carboxylic acid region and the 

two others for the aromatic ring/hydroxyl regions. The former bead had a SP3 polarity while 

Figure 25 - SDF of water (blue) and other GA molecules (green) surrounding a Prot. GA molecule (top) and 

a Deprot. GA (-1) molecule (bottom). A side view (left) and a top view (right) of the SDF are provided. The 

GA orientation is set with the carboxylic acid group on the left and the hydroxyls on the right, for all images. 

 

Isovalue 

 

Water – 47.9 

Other GA – 0.4655 
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the two more apolar beads were set as SP4.22 Besides the simplistic CG mapping carried out 

in this study, furthermore, the polarity differences between each chemical environment 

present in the molecule are not thoroughly segregated. Thus, our novel model was developed 

to emphasize the polar differences in the GA molecule and the multiple protonation states 

present in a realistic solution. In turn, these characteristics are crucial to fully understand the 

partition of this biomolecule in any solution. 

 

The same AA-to-CG validation procedure was followed for the IBP. The RDF profiles 

for carboxylic acid with water are presented in Figure 26 whereas for the other regions are 

shown in the Supporting Information (Figures SI:5-7). 

 

These RDFs profiles depict a similar pattern found in GA for the same group since the 

GA and IBP molecules are similar. The CNs indicate the presence of water in the protonated 

and the deprotonated IBP states, with a higher intensity for the latter. The first peak in the 

CG RDF at around 0.37 nm also represents the same effect described in the GA. 

The IBP CG model for the carboxylic group reproduced very well the AA behaviour 

depicted by the RDFs. The rest of the IBP structure is apolar, due to its composition of alkyl 

groups and the aromatic ring, which resulted in the expected g(r) and g*(r) values near the 

reference group, below 1 (3 in the CG) as expected in bulk solution. Nonetheless, slight 

differences must be noticed in these regions: the alkyl section between the carboxylic acid 

group and the benzene ring has higher probability of water than the other hydrocarbon 

groups. This is due to the proximity (and partial overlapping of the CG beads) with the 

carboxylic acid. The alkyl chain farthest from the carboxylic acid group, which has slightly 

Figure 26 – RDF profile of AA (left) and CG (right) of IBP with the carboxylic acid group selected as a 

reference with water, both in the protonated (system 5,7) and deprotonated (system 6,8) state, black and red 

respectively. 
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more water around than the aromatic ring, is possibly caused by the steric hindrance of the 

π-π stacking between the aromatic rings, reducing the available area for water solvation. 

The SDF images of water and π-π stacking presence around IBP molecules are depicted 

in Figure 27. 

 

 

The SDF distributions shown in Figure 27 indicate that the deprotonated IBP is overall 

more solvated than its protonated counterpart. However, an increase of other IBP molecules 

in the protonated version around aromatic ring area is also noticed. This indicates the 

formation of π-π interactions between rings of different IBP molecules is enhanced in the 

protonated state. Furthermore, the distribution of the latter totally around the aromatic ring, 

below and above the ring (as in GA), denotes some degree of aggregation between IBP 

molecules. Indeed, a visual inspection of the last frame of the simulation (Figure SI:8) 

depicted a clumping between two IBP molecules. In fact, these simulations were conducted 

either above or near the solubility limit of IBP, which can explain this behaviour. The SDF 

representation of the IBP arrangement around the organic ring required the selection of 

different isovalues in the protonated and deprotonated versions for a proper visualization. 

The RDF profiles differences between Prot. IBP and Deprot. IBP shown in Figure 26 are 

Figure 27 – SDF images of water (blue) and other IBP (green) structures surrounding a reference IBP molecule, 

both in the protonated (top) and deprotonated states (bottom). The reference structure is placed with the 

carboxylic acid group pointing towards the left side of the image.  

Isovalue 

 

Water – 36.0266 

Other Prot. IBP – 0.34954 

Other Deprot. IBP – 0.0142 
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also in agreement with another work.152 In this study, two CG IBP models were 

compared,88,156 with a high resemblance between the one developed in this work and the 

currently published ones being noted. Even though, our model is more realistic in terms of 

differentiation between the regions that characterize the molecule, particularly with a single 

center of interaction describing the alkyl region between the aromatic ring and the carboxylic 

acid group.  

 

The validation of the novel CG models for the GA and IBP molecules was successfully 

achieved. The RDF profiles were used to validate the behaviour of the CG versions of GA 

and IBP in the presence of water taking the AA models available in the literature as a 

reference. The larger specification of the different regions of each molecule in our CG model 

compared with the previously published ones provides a more realistic picture of these 

molecules. Furthermore, not only the pH is considered, but also the influence of each 

characteristic region of the molecule when analysing the partition. 

 

2. ILs phase behavior 

 

The phase behaviour and the effect of the SAIL polar head size of the two SAILs used in 

this work, [N11114]Cl and [N44414]Cl in aqueous solution, were analysed at the CG level. The 

effect of salt addition, NaCl, at different concentrations and at 390K, were also tested. The 

“Presalt”, “Post-salt – low” (0.84 wt.% for [N11114]Cl and 0.64 wt.% for [N44414]Cl) and 

“Post-salt -high” (4.75 wt.% and 4.72 wt.% for [N11114]Cl and [N44414]Cl respectively) were 

used as labels for the simulations without salt and with low and high concentration of NaCl, 

accordingly. The final frame of each simulation (Table 7: systems 9-14) is shown in Figure 

28 whilst Table 9 summarises the relevant information discussed below. Table 9 only shows 

the CNs for the IL head groups since no water molecules were found in the vicinity of the 

alkyl-chain tails. The RDF analysis was also compared with the SASA obtained in the 

simulations. 

 



 

Chapter III: Results and Discussion 

 

 

57 

 

Table 9 – Summary of the phase behaviour, CNs and SASA (area) values obtained for systems 9-14. The 

coordinates at which the CNs were obtained relatively to the reference group are presented in brackets. The 

SASA is the result of a running average, with the SASA per bead of the group being presented in brackets 

when applicable. 

 

System SAIL 
[SAIL] 

(wt.%) 

[NaCl] 

(wt.%) 

Phase 

behaviour 

(main) 

Reference group 

Polar heads 
Alkyl 

tails 

CN 
SASA 

(nm2) 

SASA 

(nm2) 

9 

[N11114]Cl 

42.19 0 Hexagonal 
12.9 (0.50); 

126.0 (0.95) 
4357 

9900 

(2475) 

10 41.84 0.84 Hexagonal 
13.0 (0.50); 

126.2 (0.95) 
4354 

9780 

(2445) 

11 32.76 4.75 
Transition to 

lamellar 

10.5 (0.50); 

107.8 (0.95) 
4342 

9240 

(2310) 

Figure 28 – Visualization of the [N11114]Cl and [N44414] mesophases before and after the addition of NaCl at 

lower and higher concentrations (systems 9-14). Cation IL heads are depicted in purple, with the IL alkyl-chain 

tail in green and chloride ions (both the IL anion and salt component) in black. Water and sodium molecules 

were removed for clarity. 

[N44414]Cl 

 

  

[N11114]Cl 

42.19 wt.% IL 

0 wt.% NaCl 

41.84 wt.% IL 

0.84 wt.% NaCl 
32.76 wt.% IL 

4.75 wt.% NaCl 

46.06 wt.% IL 

0 wt.% NaCl 

45.76 wt.% IL 

0.64 wt.% NaCl 

38.91 wt.% IL 

4.72 wt.% NaCl 
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12 

[N44414]Cl 

46.06 0 Bicontinuous 
5.3 (0.50); 

54.9 (0.96) 

12720 

(3180) 

11200 

(2800) 

13 45.76 0.64 Bicontinuous 
4.3 (0.50); 

46.7 (0.96) 

12500 

(3125) 

11280 

(2820) 

14 38.91 4.72 Phase separated 
3.1 (0.50); 

38.0 (0.96) 

12400 

(3100) 

11300 

(2825) 

 

The [N11114]Cl aqueous solution at 40 wt. % depicts an hexagonal phase, in line with the 

expected phase at this concentration and based on the experimentally reported phase diagram 

of a similar surfactant.103 This phase progressively moves towards a lamellar phase after 

addition of NaCl. This hexagonal-to-lamellar transition through an intermediate lamellar 

state is further confirmed mainly by a density analysis, shown in Figure 31 and in agreement 

with the RDF and SASA data summarized in Table 9. Regarding the density profile, the 

periodic wave-like profile of water and the alkyl chains of [N11114]
+ indicate the hexagonal 

arrangement of the surfactant, since peaks of each of these constituents intercalate each other 

along the simulation box. Figure 31 also shows the IL head-group (purple) coupled by the 

chloride anions (black). The system with low NaCl concentration (system 10), has a similar 

profile, indicative of an intermediate phase between hexagonal and lamellar. This is an 

overall effect of NaCl addition which promotes a phase transition and the disruption of the 

initial structure. When the NaCl concentration is increased, this results in a more compact 

and organized phase closer to a lamellar state, with the presence of larger and non-spherical 

aggregates. Interestingly, at this salt concentration, the density profile of the chloride anion 

and the surfactant head begin to decouple, with less surfactant-chloride interaction in favour 

of sodium-chloride interactions. This is expected as chloride is the only component of the 

SAIL anion and it has the same polarity as the chloride added with NaCl, thus being able to 

establish the same interactions. 

In the [N44414]Cl solutions, all simulations depicted a bicontinuous regime and move 

towards phase separation with increasing salt concentration. This is shown in the simulations 

snapshots of systems 12 and 13 (Figure 28), where the SAIL occupies the entire simulation 

box, while it clearly condenses in system 14 (high salt), becoming phase separated. The 

addition of salt seems to slightly compact and organize the IL phase. Although, not as 

noticeable as in the case of [N11114]Cl due to constant presence of the bicontinuous regime. 

The [N44414]Cl density profiles confirm the progressive phase separation of the system with 
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increasing NaCl concentration, see Figure SI:9. Curiously, in the [N44414]Cl system, with a 

higher concentration of salt, the system was totally phase separated and a water channel was 

formed in the IL-phase. This channel is composed by IL cation walls filled with water, 

sodium and chloride ions. For clarity, a detailed picture of this ion channel is depicted in 

Figure SI:10. This liquid electrolyte channel could have interesting applications, as it was 

pointed out,157 as well as some works regarding the effect of ILs in ion channels in a 

biological system158. Indeed, the ILs can also serve as templates for mesoporous structures 

used in catalysis and increase the number of possible reaction sites in the designed 

material.159 

The impact of NaCl addition is even more drastic in [N44414]Cl since it originates phase 

separation at higher concentrations. To further assess the salt addition effect, the RDFs 

between each region of the IL cation and water were calculated, as well as the corresponding 

SASA profiles. This data is presented in Figures 29-30 for the polar heads and in Figures 

SI:11-12 for the alkyl tails.  

 

Figure 29 – RDF profile of [N11114]Cl (systems 9-11) and [N44414]Cl (systems 12-14), using the polar head of 

the cation as a reference and the PW as the selection. 

Figure 30 – SASA profiles for the polar head group of the [N11114]Cl (left) and [N44414]Cl (right) cation (systems 

9-14). 
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The RDFs of the polar head and the alkyl tail regions of the IL cation show that the 

addition of salt induces a ‘salting-out’ effect, by reducing the number of water molecules 

able to interact with the components of the IL.62 Such phenomenon occurs due to the 

competition of sodium and chloride ions with the surfactant for water solvation. This ionic 

hydration is set by the density charge, larger in the NaCl ions, with water (PW) molecules 

typically aligning themselves according to the electrostatic interaction in play. In this case, 

this is larger for PW-sodium or PW-chloride (I – attractive) than between PW-polar head (II 

– almost attractive for the central ammonium and VIII – repulsive for the alkyl beads, in 

[N44414]
+).111 In practice, repulsion between polar heads is reduced, resulting in a more 

compact organization. All of this is shown in the RDF profiles due to the decrease of the 

g*(r) values with the increase of salt concentration in the solution, in both ILs and groups of 

the cation. In the [N11114]Cl, the polar head of the cation still demonstrates the hydration 

given by the peaks in the RDF profile, with the alkyl tail with no water around due to the 

hydrophobic core of the surfactant micelle, mainly at a higher NaCl concentration. In the 

[N44414]Cl, even at low NaCl concentration this affects the RDF profiles. In general g*(r) is 

kept below the bulk solution plateau, even with polar heads. This is caused by the apolar 

character of the butyl chains at the surfactant head, which screens the interaction with water. 

The SASA calculations confirm these results, with the polar head area being reduced as salt 

concentration increases. This deepens when NaCl concentration is 4.75 wt.% than when 

comparing the “Pre-salt” and “Post-salt – low” simulations, for [N11114]Cl. For [N44414]Cl, 

the SASA for the polar head groups of the IL cation corroborates the RDF profile. 

Interestingly, SASA analysis of the [N44414]Cl alkyl tail indicates that the available area 

slightly increases with the addition of salt, being similar at both concentrations of NaCl. It 

would be expected that salt addition, especially when phase separation occurs at a higher 

NaCl concentration, would result in a decrease of SASA for alkyl tails, as these are more 

tightly packed and shielded from water, as the RDF profiles suggest. One distinct aspect, 

however, is the overall lower available area for the alkyl tail of [N11114]Cl than that of 

[N44414]Cl, which indicates that this group is protected to a larger extent from water in the 

former IL. This is related to their phase behaviour, as the former has a more organized 

hexagonal packing while the latter has a bicontinuous phase with both, the polar head and 

the alkyl tails, shielded from water to some extent. The polar heads of [N44414]Cl are mainly 

screened by their apolar beads, but also the phase behaviour. This means that not all polar 
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heads are in the outer side of the IL-rich phase with the alkyl tails in the core, as in [N11114]Cl. 

These are the differences caused by the different polar head size. 

In terms of designating these SAILs for drug delivery applications, it is safe to assume 

that only [N11114]Cl is demonstrated as a viable option, as it maintains a stable hexagonal 

phase with micelles that could be used as drug vehicles in aqueous solutions. Even at a higher 

NaCl concentration, the transition to a lamellar phase is more useful than an heterogeneous 

mesophase, as in [N44414]Cl. However, this bulkier SAIL is more interesting for extraction 

purposes, as quickly reaches the biphasic state, favourable for the extraction of compounds 

retained in the IL phase, for example. 

From these results, one can conclude that: 

(i) The CG mapping adequately captures the differences between the surfactants as well 

as salt effect;  

(ii) Salt addition leads to phase separation of the [N44414]Cl system but not [N11114]Cl 

under the studied conditions, in line with experiments; 

(iii) Significant impact of cationic head polarity on self-aggregation, with a larger polar 

head resulting in loss of structured phases; 

(iv) Phase separation is advantageous or disadvantageous based on the application of 

interest (drug delivery – bad, extraction and recovery – good). 
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Figure 31 – Density profiles of [N11114]Cl before the addition of salt (top), with NaCl at 0.84 wt.% (center) 

and at 4.75 wt.% (bottom) (systems 9-11). The SAIL cation heads are represented in purple and tails in 

green. Chlorides, both from the SAIL anion and NaCl, are depicted in black. Sodium is presented in dark 

yellow and water in cyan. In the right side, the water density is shown in the top while the rest of the 

components are depicted in the bottom for clarity. The profiles were generated along the Y axis of the 

simulation box. Snapshots of a cross-section of the simulation box are presented on the left side of the 

figure, following the Y direction shown in the density profiles. 
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3. GA in aqueous IL solutions 

 

The partition of GA was assessed as a function of: 

(i) the IL used, i.e., the differences of using adjuvants with differently sized cation polar 

heads and with micellar solubilization or hydrotropism as the solubilization mechanism;  

(ii) the pH, which translates to how the protonation state of GA may induce diverse 

orientations of the biomolecule towards the IL phase and its influence on phase behaviour 

in general;  

(iii) the GA concentration, in which either the biomolecule concentration is below or 

above the solubility limit.  

Finally, a discussion on the role of these effects will be presented. The systems discussed 

in this section range from 15 to 35 in Table 7, with all simulations running at 298K (T). 

 

Three different ILs were combined with GA in an aqueous solution, [N11114]Cl, [N44414]Cl 

and [N4444]Cl. The first two, already analysed before, were compared on the size of their 

cation polar head region, and both compared with the third IL on the mechanism of action 

involved in the partition of GA. The IL concentration was set around 10 wt.% for all systems 

to allow direct comparison between all ILs. The low GA concentration systems (Table 7: 

systems 16-18, 23-25, 30-32) have a GA concentration of ~ 0.20 – 0.30 wt.%, below its 

solubility limit. This was done to first study the systems in the absence of potential additional 

effects resulting from elevated GA concentrations. This allowed for the obtention of a 

spherical-like aggregate suitable for cluster counting analysis. However, most of the analysis 

will be focused on the high GA concentration (Table 7: systems 19-21, 26-28, 33-35) at ~ 

1.50 – 2.40 wt.% as the results obtained with the lower ones are similar but more pronounced. 

The low GA concentration results can be found in the Supporting Information whenever 

not present in the main document and of interest. In certain cases, a “Control” IL was added 

to the profile in study, corresponding to the IL + water system under identical conditions but 

devoid of GA (Table 7: systems 15, 22 and 29). A summary of the main observations obtain 

from these tools is presented in Table 10. 

The effects studied in this work, mentioned in the beginning of this section, will be 

discussed in an integrated manner, with the latter being organized as follows:  



 

Chapter III: Results and Discussion 

64 

 

(i) Visual analysis of the final snapshots of each system – phase behaviour and GA 

partition; 

(ii)  Density profiles of each system with GA for partition confirmation and orientation 

verification; 

(iii) GA hydration resorting to RDF profiles of the main groups affected by pH change; 

(iv) GA influence on the phase behaviour of ILs, using RDF and SASA profiles; 

(v)  Comparison of each solubilisation mechanism and potential for drug delivery and/or 

extraction. 

 

a) Gallic acid partition 

 

The final frames of each simulation containing the full simulation box are presented in 

Figure 32. A visual comparison of the different simulations conducted in this work allows 

for the distinction of all systems in terms of: IL phase behaviour and the relation to the 

expected solubilisation mechanism; GA partition depending on the protonation state and 

concentration. Starting with the IL phase behaviour, it is important to note that the two ILs 

previously analysed without GA addition, [N11114]Cl and [N44414]Cl, are at lower 

concentrations than in those assays. Thus, differences in their phase behaviour may be 

presented. Moreover, the labelling used for the IL cation was the same for all ILs, both the 

hydrotrope IL ([N4444]Cl) as in the two SAILs ([N11114]Cl and [N44414]Cl). This was done to 

be consistent with the color code and labelling in the project, even though it is a fact that 

[N4444]Cl is not a surfactant.  

From a brief view of both SAILs behaviour in Figure 32, it is clear that the trend 

described in the preceding section is also present after GA addition, with some tuning caused 

by this biomolecule. The [N11114]Cl is generally in a micellar regime, with the increase in 

GA concentration promoting the enlargement of micelles and their connection. This 

aggregation seems slightly more prominent as the deprotonation degree of GA increases. 

When examining systems with [N44414]Cl, a more drastic phase transition was denoted, as in 

the systems where NaCl was added. The increase in GA concentration resulted in larger 

micelles and phase separation, albeit this enlargement was not so significant. Since phase 

separation only occurred with pH increase (deprotonation of GA), this process cannot be 

solely assigned to GA concentration but also to the increased sodium cation concentration. 

When GA is triply deprotonated (Deprot. GA (-3)), the IL depicted the largest micelles and 
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connection extent, and consequently the largest difference from the two other protonation 

states.  
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Table 10 – Summary of the main observations obtained with the ILs + GA systems (systems 15-35). The coordinates at which the CNs were obtained relatively to the 

reference group are presented in brackets. The SASA presented is the results of a running average, with the SASA per bead of the group being presented in brackets 

when applicable. 

 

System IL 
[IL] 

(wt.%) 

[GA] 

(wt.%) 

IL phase 

behaviour 
GA partition 

Reference group (PW as selection in CN from RDFs) 

IL cation polar 

heads 

IL 

cation 

alkyl 

tails 

GA COOH 
GA 

ring 
GA OH 

CN 

(0.50 

nm) 

SASA 

(nm2) 

SASA 

(nm2) 

CN 

(0.51 

nm) 

SASA 

(nm2) 

SASA 

(nm2) 

CN 

(0.51 

nm) 

SASA 

(nm2) 

15 

[N11114]Cl 

10.02 0 Micellar - 22.0  546 
1180 

(295) 
- - - - - 

16 9.99 0.29 Micellar Inside IL micelle 21.3  546 
1230 

(308) 
8.7  30 60 (20) 5.4  51 (26) 

17 10.01 0.29 Micellar Inside IL micelle 21.1  546 
1229 

(307) 
15.7  30 60 (20) 3.6 51 (26) 

18 10.00 0.28 Micellar 

Outside IL 

micelle, near 

surface 

20.4  546 
1197 

(299) 
15.1  30 60 (20) 19.7 53 (27) 

19 9.79 2.28 Micellar (larger) 
At IL micelle 

core 
20.5  546 

1294 

(324) 
8.5  238 

473 

(158) 
4.7  

394 

(197) 

20 9.66 2.24 
Micellar (larger, 

some connected) 

Insite IL micelle, 

near surface 
18.0  545 

1247 

(312) 
15.1  242 

474 

(158) 
2.82  

386 

(193) 
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21 9.37 2.13 Connected micelles 

Outside IL 

micelle, some 

near surface 

15.8  545 
1094 

(274) 
17.8  242 

480 

(160) 
22.2  

425 

(213) 

22 

[N44414]Cl 

10.02 0 Micellar - 12.6  
1639 

(410) 

1178 

(295) 
- - - - - 

23 10.00 0.20 
Large, connected 

micelles 

Inside IL 

micelles 
10.2  

1600 

(400) 

1186 

(297) 
3.5  30 60 (20) 1.6  51 (26) 

24 10.01 0.20 
Large, connected 

micelles 

Inside IL 

micelles, near 

polar heads 

11.0  
1621 

(406) 

1184 

(296) 
2.4  30 60 (20) 1.0  51 (26) 

25 10.08 0.20 
Large, more 

connected micelles 

Near IL cation 

polar heads 
9.7 

1588 

(397) 

1170 

(293) 
2.4  30 60 (20) 6.9  53 (27) 

26 9.86 1.60 Large micelles 
In IL micelle 

core 
10.6  

1637 

(409) 

1322 

(331) 
4.4  238 

471 

(157) 
2.0  

393 

(197) 

27 9.6 1.58 

One IL-phase 

separated, and a 

disperse large IL 

micelle 

In IL-phase and 

micelle 
7.8  

1554 

(389) 

1310 

(328) 
2.5  242 

474 

(158) 
0.7  

387 

(194) 

28 9.63 1.53 Phase separated 

Disperse in 

solution and 

outside the IL 

polar head 

surface 

6.4  
1531 

(383) 

1210 

(303) 
8.3  242 

480 

(160) 
14.9  

426 

(213) 

29 [N4444]Cl 10.05 0 
Monophasic 

solution 
- 13.4 547 

2281 

(570) 
- - - - - 
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30 10.02 0.31 
Monophasic 

solution 

Mainly disperse 

in solution 
13.4  547 

2271 

(568) 
10.9  30 58 (19) 8.0  49 (25) 

31 10.00 0.30 
Monophasic, small 

clustering of IL 

Gathered in IL 

clusters 
12.7  547 

2266 

(567) 
9.8  30 58 (19) 4.9  47 (24) 

32 9.95 0.30 
Monophasic, small 

clustering of IL 

Disperse in 

solution 
13.1  547 

2264 

(566) 
17.8  30 60 (20) 24.3  53 (27) 

33 9.81 2.40 

Large IL cluster, 

with some disperse 

molecules 

In IL cluster 11.0  547 
2232 

(558) 
5.4  230 

418 

(139) 
2.8  

358 

(179) 

34 9.64 2.35 

More compact and 

dense IL cluster, 

less disperse 

molecules 

In IL cluster 8.4  547 
2073 

(518) 
4.7  242 

456 

(152) 
1.8  

355 

(178) 

35 9.30 2.22 

Nearly phase 

separated, largest 

IL cluster 

Disperse in 

solution, some 

molecules in IL 

cluster 

8.6  547 
1963 

(491) 
14.0  242 

480 

(160) 
20.0  

425 

(213) 
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The hydrotrope IL, [N4444]Cl, displayed a behaviour that was could not be compared to 

the results of the previous section, as it was not tested for NaCl addition. Still, the hydrotropic 

action was detected, especially in the systems with higher GA concentration (Table 7: 

systems 33-35). While this IL is dispersed in solution at lower GA concentrations (Table 7: 

Figure 32 - Final snapshots of the production runs comprising [N11114]Cl, [N44414]Cl and [N4444]Cl with GA at 

low and high concentrations and various protonation states (systems 16-21, 23-28 and 30-35). IL cation head 

groups are depicted in purple and alkyl chains in green, while the carboxylic acid group of GA is presented in 

blue, the aromatic ring in yellow and the hydroxyls in red. Both water, chloride and sodium counter ions were 

removed for clarity.  
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systems 30-32), large hydrotrope clusters are formed when the GA concentration is 

increased. These clusters move towards almost complete phase separation, present in Table 

7: system 35, as the increasing GA deprotonation degree is associated to a larger and more 

compact IL cluster. When comparing the three ILs, it is visually noticed that their phase 

behaviour is affected by GA, in a pH-driven manner, with the GA concentration increase 

emphasising this effect.  

The GA partition is also visually distinguishable in these systems and a general trend is 

found in all the ILs: 

 

- when fully protonated (Prot. GA), GA is inside the micelle core or hydrotrope cluster, 

and closer to its core;  

- when singly deprotonated (Deprot. GA (-1)), it is still partitioned inside the micelle or 

hydrotrope cluster, but seems to be closer to the polar heads of the cation; 

- when triply deprotonated (Deprot. GA (-3)), it is either at the outer side of the micelle 

and hydrotrope cluster or disperse in solution at higher concentrations. In [N4444]Cl, 

some molecules are inside the cluster. 

 

The partition behaviour of GA is expected to be more affected by the pH than the 

concentration. The ILs are ionic molecules and the interactions between both compounds 

will determine their behaviour and distribution. However, in the hydrotropic systems, the 

concentration is also an important factor as the GA is dispersed in solution at lower 

concentrations. The similar partition verified in the two other ILs was only visually 

confirmed at higher GA concentrations.  

A possible cause for the morphing of the IL phase behaviour and GA partition due to the 

protonation state of the latter is the exchange of the chloride anion of the IL with GA. As the 

carboxylic acid group is deprotonated, electrostatic interactions with the IL polar heads of 

its cation may be established. The polarity of these bead types, however, is not as promoting 

of this interaction as when this group is protonated. In terms of the CG MARTINI energy of 

interactions, the protonated COOH group affinity to the charged ammonium center in the 

polar head is set as almost attractive, while for the COO- version it is almost repulsive. The 

hydroxyl bead interaction is intermediate in both Prot. GA and Deprot. GA (-1), and almost 

repulsive in Deprot. GA (-3). Thus, it is interesting on how there is a protonated GA where 
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it is more attracted to the IL polar heads, and draws farther from the latter as GA 

deprotonation degree increases. Such a behaviour is demonstrated in the GA partition. Still, 

the visual similarities between the systems with Prot. GA and Deprot. GA (-1), as well as 

the confirmation of these observations and GA orientation in the IL micelles or phase require 

more tools.  

 

b) Density profile analysis  

 

The density profiles were obtained with the cluster counting algorithm for spherical-like 

aggregates and the gmx density tool included in GROMACS for non-spherical systems. 

Since the systems with higher GA concentration allow a good visual inspection, only the 

density profiles of these systems (19-21, 26-28, 33-35) are showed. Similar but less 

statistically relevant results were obtained for low GA concentration systems (16-18, 23-25, 

30-32) and are available in the Supporting Information (Figures SI: 13-15). The density 

profile for the [N11114]Cl systems (19-21) is depicted in Figure 33, while for [N44414]Cl (26-

28) and [N4444]Cl (33-35) are presented in Figures 34 and 35, respectively. 

It must be noticed that the cluster counting code used in this work only allows to 

differenciate two regions in the molecule, thus the organic ring and hydroxyl beads of GA 

were grouped in a single selection and the carboxylic for the other group. Nevertheless, this 

is enough to confirm the GA partition towards the SAILs micelles and also their orientation. 

Furthermore, the cluster counting code highlighted the underestimation of the density of 

water inherent in many CG models. This is a consequence of the MARTINI CG bead packing 

since the CG beads arranged in the simulation box keep some “empty” spaces in between. 

Thus, the cluster counting code, initially developed for AA models where the molecules are 

more realistically displayed, displays an unrealistic low water density below 1 g·cm-3. As a 

further test, a double-size system was built and tested to ensure that this is not an effect 

produced by the system size (Table 7: system 36).  

The RDF profiles using the Ct3 bead (the bead before the last bead of the alkyl tail) of 

the SAIL as the reference and the three groups of the GA as the selection were obtained and 

depicted in Figure SI:16. 
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The RDFs of the [N11114]Cl system show that the micellar arrangement was kept 

throughout the full pH range. In all states, the RDFs of the different GA groups, carboxylic, 

aromatic ring and hydroxyl moities respect the alkyl chains (Ct3) have their peaks well inside 

the micelle surface, denoted as the green dashed line in Figure SI:16, when protonated or 

singly deprotonated, and out of the micelle surface when triply deprotonated. A distinction 

between Prot. GA and Deprot. GA (-1) is noted as the peaks of organic ring/hydroxyls and 

the carboxylic acid are more decoupled from each other in the singly deprotonated version. 

This suggests that while Prot. GA displays a spurius orientation in relation to the micelle 

surface, the Deprot. GA (-1) was essentially arranged perpedicular to the surface, with the 

GA carboxylic group inserted between the surfactant cationic head and the aromatic ring 

lying deeper in the micelle core. Moreover, in the protonated version, the GA molecules are 

closer to the micelle core and from the micelle surface than in the singly deprotonated 

version. The Deprot. GA (-3) was arranged out of the micelle surface, but with an orientation 

different from the other protonation states. The organic ring/tail peak appears slightly after 

the carboxylic bead, indicating that the GA molecule is totally outside the SAIL micelle. The 

similar distance from the micelle COM for the GA carboxylic head and aromatic/hydroxyl 

groups further suggests that the GA molecules lie parallel to this micelle surface, as observed 

in micelle snapshot in Figure 32. 
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Figure 33 - Density profiles obtained with the cluster counting code for 19-21 systems, containing GA and 

[N11114]Cl. The COM of the IL micelle was set as the reference center from with the density of each component 

was obtained. The snapshot on the left side corresponds to a representative micelle in each state (Prot. GA in 

the top, Deprot. GA (-1) in the middle and Deprot. GA (-3) in the bottom). The micelle surface is highlighted 

by a red circle. 
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The [N44414]Cl systems depicts some similarities with the [N11114]Cl system, particularly 

in the protonated and singly deprotonated systems. In both, the partition and orientation of 

Figure 34 - Density profiles obtained with the cluster counting code for 26-27 systems, containing GA and 

[N44414]Cl. The Deprot. GA (-3) at low concentration (system 25) was used since it maintains the micellar phase 

and allows the use of the cluster counting algorithm The snapshot on the left side corresponding to a 

representative micelle in each state or the full simulation box (Prot. GA in the top, Deprot. GA (-1) in the 

middle and Deprot. GA (-3) in the bottom). The micelle surface is highlighted by a red circle. 
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the GA molecule in the SAIL micelle is similar. However, the [N44414]Cl differs in the sense 

that phase transites towards the phase separation, also demonstrated in the density profiles 

by the increased polar head density near the micelle COM. This is noted particularly in the 

singly deprotonated system, which is already close to the phase separation, as demonstrated 

in the final snapshots of the simulation runs. The full phase separated system is reached in 

the high concentration Deprot. GA (-3), which prevents the use of the cluster counting code 

for this reason. Thus, in Figure 34, the corresponding low GA concentration density profile 

is shown. This density profile indicates the presence of GA inside the SAIL micelle, 

conversely to the [N11114]Cl. Such distinction is caused by the butyl chains in the polar head 

of [N44414]
+ which shield the charged ammonium center from the negative hydroxyl groups 

in the GA molecule. Thus, the negative groups of GA (including the carboxylic acid) are not 

able to closely interact with the polar head of the IL, as in the systems containing [N11114]Cl.  

The similarities in the partition of Prot. GA and Deprot. GA (-1) in both SAILs are related 

to the carboxylic bead charge when deprotonated, which is attracted to the ammonium center 

of the IL polar head. In addition, the retention of this group at the micelle surface also 

contributes to the alignment of the rest of the GA molecule with the alkyl chains of the 

surfactant.  

Finally, the [N4444]Cl density profiles with GA were also obtained. In this case, the gmx 

density tool of GROMACS was used since it has an hydrotrope solubilisation mechanism 

that does not resort to a micellar phase. At low GA concentrations, these systems were 

monophasic, with an IL and GA dispersion throughout the full simulation box, except in the 

Deprot. GA (-1) system (31) where small GA clusters are observed, as seen in Figure SI:15. 
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Figure 35 - Density profiles obtained with the gmx density gromacs tool for systems 33-35 containing 

GA and [N4444]Cl. The density profile of each component was obtained along the simulation box in the 

z axis direction. The snapshot on the left side corresponds to the simulation box (Prot. GA in the top, 

Deprot. GA (-1) in the middle and Deprot. GA (-3) in the bottom). Water was removed in these for 

clarity. 
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At higher concentrations clustering of the IL arises in all cases, with more progress 

towards phase separation as the deprotonation degree of GA increases. This is confirmed in 

the density profiles by a noticeable alkyl chain peak. The [N4444]Cl density is inversely 

correlated to the water density. It is clear that the GA is placed in the IL cluster in all of cases 

since the density peaks of each GA group appear in the same position as the alkyl tail. In 

terms of GA molecule orientation, it is not possible, with these density profiles, to confirm 

any specific orientation of this molecule towards the IL. 

All of these orientation and partition conclusions are confirmed by the close-up snapshot 

next to the density profile and the RDFs depicting the prevalence of each GA group near the 

micelle core (Figure SI:16). A summary containing the CNs obtained from these RDFs and 

the aggregation number (AN) of SAIL micelles in all aplicable systems is organized in Table 

11.  

The RDF profiles relating the micelle core and each GA group (Figure SI:16) provide a 

qualitative confirmation of the density profiles. An example is presented in Figure 36 for 

the [N44414]Cl system and the hydroxyl beads of the GA (Table 7: systems 23-25). In each 

case, the position of the GA group matches the partition and orientation described in the 

previous section. For example, in the [N11114]Cl system, the hydroxyl beads are closer to the 

micelle core when in the Deprot. GA (-1) compared with the Prot. GA, with this group and 

the aromatic ring arranged out of the micelle surface. In case of the [N44414]Cl system, the 

same trend is observed. In terms of the micelle surface, a clear correlation between the CN 

and the RDF and density profiles is denoted. With the Prot. GA and the Deprot. GA (-1) in 

both SAILs, there is a higher presence of all groups near the micelle surface compared with 

Micelle 

surface 

Figure 36 – RDF profile using the Ct3 bead of [N44414]Cl as the reference and the hydroxyl beads of GA 

as the selection (systems 23-25). 
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Deprot. GA (-3). This is relevant for the ring and hydroxyls, which have their CNs drastically 

mitigated when Deprot. GA (-3) is used, as these are placed out of the IL micelle. 

 

c) Gallic acid hydration 

 

The hydration of GA was also assessed, with similar RDFs designed for each GA group. 

Since the aromatic ring was verified as not hydrated, as expected by the model validation 

and the polarity, the profiles for this group are displayed in the Supporting Information 

(Figure SI:17), as well as the low GA concentration results (Figures SI:18-19). The RDFs 

regarding the carboxylic and hydroxyl moieties at high GA concentrations are presented in 

Figure 37. The SASA profiles complementing this information are depicted in Figures 

SI:21-23. 

Endorsing the GA partition conclusions mentioned before, these RDF profiles indicate 

the hydration of the carboxylic region when the GA is deprotonated. It is either at the surface 

of the IL-phase (in micelles) for the Deprot. GA (-1), or out of the micelle surface for the 

Deprot. GA (-3). This is further envisaged for the hydroxyl moiety as it is either shielded 

from water inside IL micelles or by hydrotrope clusters (for Deprot. GA (-1)) or outside 

these and available for solvation (for Deprot. GA (-3)). This logic is followed in both ILs, 

although for the [N44414]Cl, the g*(r) values of both IL cation moieties are below the 3 

plateau, the reference threshold below which there is no significant hydration in the CG 

description. This is a consequence of the IL phase behaviour, which in these cases, can be 

either monophasic bicontinuous-like or phase separated, with the GA screened from water. 

A similar phenomenon occurs for the [N4444]Cl system, indicating that this is a result of the 

hydrotrope mechanism. However, the hydroxyl groups of the Deprot. GA (-3) are hydrated, 

since in the fully hydrotropic system, the GA is mainly solvated conversely to the [N44414]Cl 

behaviour. Althought the aromatic ring is not statistically solvated, these results also 

demonstrated the differences between the GA protonation states. This region depicted much 

higher g*(r) values in the Deprot. GA (-3), as these are the only systems where the ring is 

on the outer side of the IL phase, with the surface exposed to the water. 
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To conclude the study of the partition of GA, it is also possible to validate these results 

with some previous works using similar systems (GA mixed with similar ILs). For example, 

Spigno and team160 were able to prove the distribution of GA in a CTAB (similar to 

[N11114]Cl) phase and also that the electrostatic interactions were the main driving forces in 

this partition.160 Their work also reinforces the pH importance in GA extraction. Neves and 

colleagues161 were able to indicate that more hydrophobic IL cations are related to the 

partition of GA in the hydrophobic polymer-IL rich phase in an ABS.161 This may be applied 

to the comparison between both long-chain ILs used in this work, since the [N44414]Cl system 

displays a slightly more hydrophobic cation and thus could explain the noticeable partition 

of GA in this IL phase. The hydrotrope behaviour of [N4444]Cl stems from its chaotrope 

Figure 37 – RDF profiles using the carboxylic (left) and hydroxylic (right) moieties of the GA as the reference 

and the PW as the selection (systems 19-21, 26-28, 33-35). 
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character according to the Hofmeister series,162 as it is less susceptible to water interaction, 

in turn making GA more likely to partition. 

 

d) Influence of GA on phase transition – micelle swelling  

 

The AN presented in Table 11, demonstrate the effect of the concentration of GA in the 

IL phase behaviour. As it was mentioned before, the cluster counting can only estimate the 

density profile in systems that self-assemble in separated spherical aggregates. Thus, this 

code canot be used in systems such as aqueous solutions of [N4444]Cl or systems that are 

phase separated such as the 27 and 28 systems. The results shown in Table 11 indicated that 

an increase in the GA concentration yields to an increase in the ANs attributed to GA 

saturation of the micelle core. However, for a given GA concentration, the AN varies 

accordingly with the pH change. The partition of GA deeper in the micelle core in the 

protonated state causes a decrease in the AN compared to the deprotonated GA. This may 

occur due to the disruption of the stable micellar structure induced this biomolecule, with 

the GA interacting with these alkyl chains and competing with other SAIL cations.  

 

Table 11 – Aggregation number (AN) of the SAIL micelles and the CN of each group of GA respect the SAIL 

micelle core used as a reference (Ct3 bead). 

 

System IL 
[IL] 

(wt.%) 

[GA] 

(wt.%) 
AN 

GA net 

charge 

CN at micelle surface – 1.31 

nm) 

GA 

COOH 

GA 

Ring 

GA 

OH 

CN CN CN 

15 

[N11114]Cl 

10.02 0 38 - - - - 

16 9.99 0.29 28 0 0.4 1.4 1.0 

17 10.01 0.29 29 -1 0.3 1.3 1.1 

18 10.00 0.28 33 -3 0.2 0.7 0.4 

19 9.79 2.28 45 0 2.6 10.1 7.3 

20 9.66 2.24 56 -1 1.8 9.7 8.5 

21 9.37 2.13 56 -3 1.4 3.7 2.0 

22 

[N44414]Cl 

10.02 0 45 - - - - 

23 10.00 0.20 100 0 0.5 1.7 1.2 

24 10.01 0.20 63 -1 0.4 1.7 1.3 
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25 10.08 0.20 125 -3 0.4 1.1 0.6 

26 9.86 1.60 71 0 3.1 10.9 7.5 

27 9.6 1.58 - -1 2.8 11.4 9.1 

28 9.63 1.53 - -3 2.2 5.3 3.1 

 

 

The electrostatic interactions influence the extent of aggregation. To better understand 

the GA interaction with the IL as a function of pH, the RDF between each GA group as the 

reference and the IL cation polar heads as the selection were obtained and are represented in 

Figure 38. Similarly to the previous analysis, the high GA concentration systems are deeply 

discussed whereas the low GA concentration are available in Figure SI:20. 

In all of the IL studied, the carboxylic moiety is closer to the IL cation polar head when 

the GA is Deprot. GA (-1) followed by the Deprot. GA (-3). The hydroxyl region shows a 

similar trend in all of the ILs, with Deprot. GA (-3) being next to the polar heads and the two 

other versions farther from it. This corroborates that the Deprot. GA (-1) is inside the SAILs 

micelles with the carboxyl moiety near their surface and the hydroxyl group in the core, with 

this molecule aligned with the micelle building blocks. The protonated version is buried deep 

in the SAILs micelle cores with both groups being farther from the surface. 
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Interestingly, the profiles in the non-amphiphilic systems, with [N4444]Cl, are highly 

similar to the ones with SAILs, particularly with the deprotonated versions of GA in both 

moieties. This implies that even with an IL that does not self-assemble into an organized 

structure, the GA promotes the aggregation. A brief visuallization of the simulation 

snapshopts shown in Figure 32, one can confirm that the same GA partition is applied to the 

hydrotrope IL. In the singly deprotonated version, the IL clusters with the GA inside the IL-

rich phase, while in the Deprot. GA (-3) remains disperse in the aqueous phase, as in the 

systems with SAILs. This fact indicates that the relation between the IL cation polar heads 

and the GA is more significant to the resulting phase behavior of the system. In turn, this 

supports the importance of electrostatic interactions in these outcomes. As a hydrotrope IL, 

the [N4444]Cl seems to be able to increase the solubility of GA in aqueous solutions (in the 

Figure 38 – RDF profiles using either the carboxylic or hydroxylic moieties of the GA as the reference and 

the polar heads of the IL cation as a selection (systems 19-21, 26-28, 33-35). 
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protonated and singly deprotonated versions of GA). The application of this IL could be 

extended to be used in separation purposes, even though the purification of GA would be an 

issue due to the lack of a fully structured IL-phase containing the biomolecule.  

The Deprot. GA (-3) version is outside the micelle, with the carboxyl bead pointing 

towards the surface and close to it, and the hydroxyls even closer to this IL area, indicating 

the “laying on the micelle” disposition of this GA in SAILs. Moreover, these profiles were 

verified for the hydrotrope IL, [N4444]Cl, indicating that the same GA orientation towards 

the IL molecules is present. These results reinforce the hypothesis that the partition of GA 

in these solutions is pH-driven, as the same trend is denoted in all ILs, no matter the 

solubilisation mechanism and with the same influence by its protonation state. Another 

factor contributing to this is that even at lower concentrations, this fact is observed, with 

thinner differences in the hydrotropic systems, as the concentration plays a more important 

role in this type of coadjuvant. 

 

The greater degree of GA interaction with the IL charged group engenders a dehydration 

of the IL, the extent of which depends on the IL nature and the pH. The influence of GA in 

the IL phase behaviour was assessed by verifying the hydration of both the IL and GA in 

each system, to check any possible ion-exchange and dehydration phenomena. For the 

former, the RDF profiles relating the IL cation polar heads and the IL anion were developed. 

These RDFs provided information which concord with the previously mentioned GA-polar 

heads RDFs in the discussion of the decoupling of chloride and exchange with deprotonated 

GA as the new anion. For the latter, the RDFs regarding the hydration of each component 

and their SASA profiles were prompted, with the summary of these results gathered in Table 

10. This was already discussed in the previous subsection. The RDFs that were mainly used 

to characterize the hydration of the IL are depicted in Figure 39. The RDF and SASA 

profiles obtained to complement this information are shown in Figures SI:24-27. Finally, 

the RDF profiles used for the discussion about ion-exchange are presented in Figure 40. 

 

Regarding the hydration of the ILs, it is worth to notice that the IL solvation was altered 

by the addition of GA, althought its extent depends on the IL nature. In case of the [N11114]Cl 

system, the addition of GA generally decreases the g*(r) values in both, the polar heads and 

the alkyl chains of the IL cation. However, the CN reduction is not associated with the 
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changes in the RDF profile for these groups, as these follow the same trend in all protonation 

states. The SASA values also corroborate this fact by a decrease in the available area for 

solvation. Concentration also plays a role since not only the pH effects are intensified at 

higher GA concentrations. Although the alkyl chains of [N11114]
+ seem to have inverse 

behaviours before and after the addition of GA at different concentrations, the CN and SASA 

values neglect this as significant. Finally, the [N44414]Cl system depicted a similar trend, 

however with a more intense distinction between each GA protonation state as well as before 

and after the GA addition, in both IL cation groups. The higher GA concentration intensifies 

the effect of deprotonated GA, which reduce more significantly the hydration of [N44414]
+. 

This could be caused by the larger number of GA molecules near the polar heads of this 

cation when deprotonated, in turn shielding the inner side of the IL-phase, composed by the 

alkyl chains. The Prot. GA affects more significantly the alkyl chains than the polar heads, 

as it is partitioned in the micelle core or deeper in the IL-phase. Then, again, the CNs and 

SASA values confirm these changes, except for the Deprot. GA (-1) system at low GA 

concentration, were a slight increase in the CN of water around the polar heads is noted, as 

well as the SASA profile. Still, this difference is not high enough to change the hydration of 

this group.  

The hydrotrope IL also depicted similar RDF profiles than the other ILs, althought the 

polar heads and alkyl chains have an inverse behaviour. This is caused by the hydrotrope 

structure, which has the polar head in the center of the cation surrounded by the alkyl chains. 

This inevitably reduces the hydration of the polar head, even without the addition of GA. 

Still, the latter influences both groups, by partitioning in the IL cluster and shielding the 

hydrotrope molecules from water. The concentration effect is more prominent in this IL than 

in the others, since at higher GA concentrations, the IL clusters are formed and the partition 

of GA enhance the hydration of each component. Since the same GA distribution is noted 

for this hydrotrope as in the SAILs, althought the different supramolecular structure (IL-rich 

phase instead of a micelle), the same hydration effect is noticed. Nonetheless, it is important 

to note that at lower GA concentrations, the hydration of this IL is isotropic, differing from 

SAILs since the hydrotrope is disperse in the aqueous solution. 
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Overall, a dehydration of the IL cation is caused by the addition of GA and increased by 

the GA concentration and for the bulky [N44414]Cl and [N4444]Cl. No matter which 

solubilisation mechanism comes into play, this effect is mainly (i) pH-driven and (ii) 

dependent on the extent of charge shielding of the IL cation. The deprotonation of GA 

renders its partition in the IL cation polar head shielding positions, either directly in the 

SAILs or indirectly with the hydrotrope IL. Consequentely, the alkyl chains are indirectly 

affected in the former, and directly affected in the latter.  

 

e) Influence of Gallic acid on phase transition –ion-exchange 

 

The partition of the deprotonated GA demonstrated that the interaction between the polar 

heads and the GA at this pH could imply the substitution of the chloride anion of the IL by 

Figure 39 – RDF profiles using either the polar heads or the alkyl chains group of each IL cation as the 

reference and the PW water as the selection (systems 15, 19-21, 22, 26-28, 29, 33-35). 
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the GA. Such ion-exchange hypothesis was then explored with the previous RDF profiles of 

the cations polar heads with each GA group as well as further RDFs to confirm the 

decoupling of chloride from the IL cation as shown in Figure 40.  

In general, the only similarity between the three profiles, each for a particular IL, regards 

the protonation state of the GA. In all of cases, the systems with Prot. GA have their IL 

cation polar heads more coupled to the IL anion, followed by a decrease in the g(r) values 

when the GA is singly deprotonated and even more when the pH increases. Thus, it is 

possible to conclude that the GA partition of deprotonated molecules, either at the surface 

of the IL cation phase (Deprot. GA (-1)) or outside but shielding the polar heads (Deprot. 

GA (-3)) yields to an anion exchange mechanism. The IL cation is maintained, while the 

chloride anion is exchanged by the deprotonated GA. This matches with the conclusions 

obtained with the density profiles, the RDFs of each GA moiety and the IL cation polar 

heads.  
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Divergences occurs between the ILs when comparing the systems before and after the 

GA addition. In the [N11114]Cl system, the addition of GA reduces the g(r) values in all cases, 

implying that there is a decrease in the accumulation of chloride at the micellar interface. In 

the [N44414]Cl system, only the Prot. GA increases the presence of chloride anions around 

the IL cation polar heads. However, in the [N4444]Cl system, not only the Prot. GA  but also 

the Deprot. GA (-1) system is above the one without GA addition. The g(r) values for the 

Prot. GA seem more related to the hydrotrope mechanism of these ILs, as they were only 

higher than the control in the bulky cations ([N44414]Cl shares this aspect as an hydrotropic 

contribution). Such values are caused by the neutral charge of the GA, which is able to 

interact with the butyl chains in the polar heads of the IL cation as they have an apolar 

character. Both ILs with a partial or full hydrotropic nature, differ in the singly deprotonated 

Figure 40 – RDF profiles using the polar heads of each IL cation as the reference and the respective IL anion 

(chloride) as the selection (systems 15-35). 
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version of GA. This fact can be explained by the differences in the structural organization of 

both ILs. While in the ILs, the Deprot. GA (-1) partitions inside the IL micellar structures 

(even in a phase separated [N44414]Cl which is preceded by micelles and their connection), 

in the [N4444]Cl, this structuring is not present. The electrostatic interactions between the 

negatively charged carboxylate bead and the positive ammonium bead are not as strong as 

when [N11114]Cl is used due to the alkyl chains in the polar head. Thus the GA is not able to 

shield the central ammonium center, allowing the interaction with the IL anion. Combining 

this with the mesophase of the ILs, the intermediate behavior of [N44414]Cl is explained by 

the IL structure locking the GA, mitigating this effect towards the IL cation polar head. All 

of this is corroborated by the profiles of the Deprot. GA (-1), which follow the ascending 

order in terms of comparison with the control values: [N11114]
+ < [N44414]

+ < [N4444]
+. Since 

the [N4444]Cl hydrotrope character comes into play, the concentration plays a larger role than 

in the other ILs. The presence of the Deprot. GA (-3) reduces the polar head-chloride 

interaction, but not as significantly as in the SAILs. This indicates that the novel IL with the 

Prot. GA may only be truly established using the SAILs and not the hydrotrope IL. As it was 

pointed out, the alkyl chains in the hydrotrope cation shield the central ammonium center 

from the electrostatic interactions. However, the degree of structuring induced by the SAIL 

behavior seems also necessary for an effective exchange to occur. At lower GA 

concentrations, the GA addition effect is confirmed for all of the ILs, with the small 

differences due to pH. 

 

f) Summary of findings 

 

With all these results and conclusions in mind, it is possible to summarize the effects of 

the different solubilisation mechanisms and comparisons between all systems and their 

efficacy in particular applications. Thus these result in a few points: 

 

- [N11114]Cl phase behaviour, i.e., micellar arrangement, is constant in all systems, 

demonstrating this IL as a potential vessel in drug delivery applications, as reported 

before for these type of cationic ILs,163 as well as a low toxicity164; the GA is placed 

well inside the IL micelle at the pH corresponding to an acidic-to-neutral medium, 

being ideal for oral formulations; The biomolecule is aligned with the micelle 
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constituents at neutral pH, being more stable due to electrostatic interactions between 

the negatively charged GA and the positive IL cation polar head; The affinity 

between the apolar tail of GA (aromatic ring and protonated hydroxyls) should also 

contribute to this, althought not as significantly as the charged moiety; 

-  [N44414]Cl depicts a phase transition from micellar-to-bicontinuous phase and 

eventually phase separation, being more applicable to extraction and purification 

purposes; Considered as an intermediate IL, sharing properties with the [N11114]Cl 

(surfactant) and the [N4444]Cl (hydrotrope), regarding the phase behavior and the GA 

partition; the GA partitions in the micelles proceeds accordingly with ILs, but the 

bulky cation polar head with a more apolar character yields a phase separation, with 

the GA partitioning within the same positions but in a more spurius orientation; 

- [N4444]Cl exhibits a hydrotrope character which is useful to enhance the solubility of 

GA as demonstrated in a recent work5; This hydrotropy is associated both with the 

lack of a long alkyl tail and the bulkier cation polar head; The former would promote 

a higher structuring degree while the latter shields the charged moiety of the group 

from repelling each others, giving room for the aggregation; The dominant forces 

between this IL and the GA were closely related to the ones in [N44414]Cl, indicating 

that the polar head is the main region of the IL interacting with the GA (due to the 

presence of a charged bead); The lack of long alkyl chain in the IL cation resulted in 

the GA partitioning in IL clusters rather than IL micelles ([N11114]Cl) or micelles/IL-

rich phase ([N44414]Cl); 

- The high prevalence of APIs with similar structures than those used in this project 

(hydrophobic or acidic character) improves the transferability of these assays to other 

drugs; Other cationic ILs, either surfactants or hydrotropes, can possibly be used due 

to the nature of the most prevalent interactions being their charge; 

- A wide, realistically applicable pH range in experimental works was covered by the 

three different protonation states selected for GA, not frequently explored by CG-

MD simulations; While for acidic-to-neutral pH values interesting results were 

obtained for drug delivery and biomolecule extraction, for neutral-to-basic pH values 

the possibility of forming an API-IL was assessed;  

- A pH-dependent partition of GA was demonstrated, with the state of the biomolecule 

affecting not only the partition but also the IL phase behaviour; a similar trend was 
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verified for the partition of the GA in all of the ILs studied; the IBP, with a structure 

similar to GA, was also used to control the phase behaviour of the IL and 

consequentely the drug release profile in a previous work;21 This renders a new 

application of these biomolecules: tuning the phase diagrams of ILs; 

- This pH dependency induced that electrostatic interactions carried the main role in the 

force balance that influences the phase behavior of the system and the GA partition; 

The polar head of the IL cation, which contains the charged moiety of the IL and the 

ionizable regions of GA (carboxylic and hydroxylic groups), are the driving forces 

of the resulting system; 

- At acidic-to-neutral pH (physiological), the GA partitions inside the [N11114]Cl and the 

[N44414]Cl micelles (and the IL-phase in the latter when applicable), demonstrating 

the ability of these ILs for drug delivery and extraction purposes; This pH interval is 

the most prevalent in biological media; At this pH, the aggregation of [N4444]Cl 

around the GA is also highly efficient, showing the improved hydrotrope action; The 

lack of a defined IL structure hinders, however, the use in drug delivery, and in 

extraction to a certain extent; 

- At basic pH, the triple deprotonated GA was generally partitioned in the aqueous 

phase, which is not applicable for GA extraction or delivery the GA in aqueous 

solutions; 

- A novel IL was formed when the GA was negatively charged and the SAILs were 

used, particularly at higher GA concentrations; Ion-exchange occurred between the 

anionic GA and the chloride; Such process was possible without resorting other 

coadjuvants such as salts; Although the pH was the main parameter affecting this, 

concentrations above the solubility limit of GA trigger phase transitions; 

- The production of API-ILs could enhance the beneficial properties of the API while 

actually promoting the solubility in aqueous media;165 the ammonium-based ILs were 

used to produce API-IL-polymer vessels for drug delivery applications controlling 

the release of the API with the interaction between the API and the IL;166 the sodium 

salicylate was also used for this purpose in dermal drug delivery;167 

- The pH-dependent behaviour of GA partition and the consequent effect on the IL 

phase behaviour was present in all ILs with a larger impact in SAILs ([N11114]Cl and 

[N44414]Cl); for the hydrotrope IL ([N4444]Cl), this factor had its weight shared with 
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the GA concentration, since it does not have a well-defined supramolecular structure 

that optimizes certain interactions between the IL and the GA;  

- [N44414]Cl demonstrated an intermediate behaviour with both surfactant and 

hydrotrope capabilities, since the pH and the concentration were balanced factors in 

the phase behaviour and the GA partition; the pH is the dominant factor in the GA 

partition while concentrations apply the effects of different GA protonations states 

towards the IL; 

These results render the micellar solubilisation mechanism by SAILs with the potential 

application in drug delivery and extraction, while the hydrotrope mechanism could be used 

for extraction purposes and as a solubility increase. The [N11114]Cl could be the best SAIL 

for drug delivery due to its phase stability and the GA partition at physiological pH. The 

[N44414]Cl shares the best of both, with micellar arrangements for drug delivery at low GA 

concentrations but more useful in extraction due to the presence of the bicontinuous phase 

or the IL separation at higher concentrations and pH. The [N4444]Cl could be used for either 

extraction, especially at basic pH values, but generally as an efficient solubility enhancer. 

The phase behavior of this IL with GA indicates that the mechanism of action is closer to 

the one described by the existence of a MHC. This is explained by the hydrotrope clusters 

formation around the biomolecule with a particular orientation of both the IL and the GA to 

establish the electrostatic interactions. Even though, the cluster resembles a micellar shape, 

but not constitute one. However, our results do not prove the existence of a MHC as the 

driving hydrotropic mechanism, but rather the need of its combination with a particular pH 

and also the biomolecule concentration. It is only when the biomolecule has one or more 

charged regions and at a high concentration, that this mechanism prevails. Nonetheless, at 

lower GA concentrations initial signs of this hydrotrope effect are noticeable. 
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In this work the main goal was to rationalize the partition of GA in IL-based aqueous 

solutions to assess the effect of ILs with different solubilisation mechanisms. The ultimate 

purpose is the development of an easy way, transferrable platform to rapidly screen APIs for 

drug delivery applications, and to optimize extraction processes. Bearing this in mind, a CG 

framework for MD simulations for GA + IL aqueous solutions was developed. The 

[N11114]Cl was used as SAIL with a micellar solubilisation mechanism, while [N4444]Cl was 

used as an IL with hydrotropic action. The [N44414]Cl was approached as an intermediate 

option, with a behaviour in between the SAILs and the hydrotropes. The CG models of these 

ILs had already been developed and validated. Novel models for GA and IBP were created 

and validated both with experimental and computational data. Trials regarding the SAILs 

and salt were performed to confirm their phase behaviour as it is well established in various 

publications. These captured the differences in both polar heads of the IL cations, regarding 

the phase behaviour of the IL before and after salt addition. It was denoted a phase separation 

for the larger IL, proposing it as the most efficient for extraction and the smaller IL for drug 

delivery. Overall, the GA partition was pH-dependent for the systems containing GA and 

IL, being intensified by the increase in the GA concentration. While for the [N11114]Cl this 

effect was dominant, for the hydrotrope GA concentration shared strength with pH, both in 

terms of influence in IL phase behaviour. In the [N44414]Cl, both parameters influenced 

strongly the IL phase behaviour. The SAILs, especially [N11114]Cl, have the potential to be 

used in drug delivery applications. The [N44414]Cl could be appropriate in this case at lower 

GA concentrations, but the phase is more unstable, moving towards a phase separation which 

is beneficial for extraction processes rather than in drug delivery. Finally, the hydrotrope IL 

would be useful in general to increase the solubility of GA in aqueous solutions, but 

beneficial for extraction purposes at higher GA concentrations. A possible novel GA-IL was 

also formed, particularly with SAILs, when GA was simulated at basic pH values.  

The GA molecule was the main focus of this work, paving the way for future assays using 

other drugs such as the IBP. Preliminary results using the IBP and the [N11114]Cl predict a 

partition behaviour similar to that verified in this project. In a future work, it is intended to 

use this API and eventually others with different ILs to further complement the data for each 

possible combination. The addition of salt, used for SAILs in water but not in systems 

containing GA, is also an interesting effect to study to assess the weight of using or not these 

conventional coadjuvants. In this work, this was not explored as the GA which demonstrated 
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the possibility of being able to affect ILs without the addition of salt, contributing to the 

simplicity and cost-efficiency of these systems. Another interesting attempt would be to use 

recent MD methods to better depict the presence of the various protonation states of the 

molecules used, at the correct concentration of each, such as the constant-pH method.168 
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Figure SI:1 – AA descriptions of the GA, with the protonated and deprotonated versions of the carboxylic 

acid group. The atom labelling is the one used in both the structure file and the topology information. Partial 

charges are also presented in blue, aside the respective atom. 

 

Figure SI:2 – AA structures of the IBP, both the protonated and deprotonated version of the carboxylic acid 

group. The partial charges of each atom are indicated in blue. Atom labelling is the one used throughout the 

whole simulation and analysis procedures. 
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Figure SI:5 – RDF profiles of AA (left) and CG (right) IBP (systems 5-8), using the aromatic ring as the 

reference and water (PW) as the selection. 

Figure SI:3 – RDF profiles of AA (left) and CG (right) GA (systems 1-4), using the aromatic ring as the 

reference group and water (PW) as the selection. 

Figure SI:4 – RDF profiles of AA (left) and CG (right) GA (systems 1-4), using the hydroxylic groups as a 

reference and water (PW) as the selection. 
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Figure SI:6 – RDF profiles of AA (left) and CG (right) IBP (systems 5-8), using the alkyl region between the 

carboxylic acid group and the aromatic ring as the reference and water/PW as selection. 

Figure SI:7 – RDF profiles of AA (left) and CG (right) IBP (systems 5-8), using the alkyl group farthest from 

the carboxylic acid group as a reference and water (PW) as the selection. 

Supporting Information 

Figure SI:8 – Final snapshot of the protonated AA IBP in water (system 5). Water was removed for clarity. 

The two aggregated IBP molecules are highlighted in red.  
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Figure SI:9 – Density profiles of the [N44414]Cl system before the addition of salt (top), with NaCl at 0.64 

wt% (center) and at 4.72 wt% (bottom) (systems 12-14). The SAIL polar heads are depicted in purple and the 

alkyl tails in green. Chloride of both the SAIL anion and NaCl is presented in black. Sodium is represented in 

dark yellow and water in cyan. In each block, water density is represented in the top segment while the rest of 

the components is depicted in the bottom one, for clarity. The profile was generated along the Z axis of the 

simulation box. Snapshots of a side view of the simulation box are presented on the left side of the figure, 

following the same order and progress along the axis as the density profiles. 
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Figure SI:10 – Close-up of the ion channel formed in the system with [N44414]Cl and 4.72 wt.% of NaCl 

(system 14). Cation polar heads are presented in purple, alkyl tails in green, chloride ions in black (both the 

IL anion and salt component), sodium in yellow and water in cyan. The PW bead size was decreased for 

increased clarity. The inner red circumference denotes the inner wall of the channel while the outer one 

highlights the external side of the channel. 

Figure SI:11 – RDF profiles of CG [N11114]+ (left) and [N44414]+ (right) (systems 9-14), using the alkyl tail of 

the cation as the reference and the PW as the selection. 
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Figure SI:12 – SASA profiles for the alkyl tail of the CG [N11114]+ (left) and [N44414]+ (right) (systems 9-14). 

A moving average was applied to smooth the function. 
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Figure SI:13 – Density profiles for systems 16-18 containing GA and [N11114]Cl, using the COM of IL micelles 

as the origin and the density of each component of the system in relation to it. A close-up of the area 

corresponding to the micelle surface (red circle) and GA orientation in it is depicted inside each general profile. 

The aromatic ring and hydroxyl beads were appended into a single group due to bead overlapping interfering 

with the employed code. 
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Figure SI:14 - Density profiles for systems 23-25 containing GA and [N44414]Cl, using the COM of IL micelles 

as the origin and the density of each component of the system in relation to it. A close-up of the area 

corresponding to the micelle surface (red circle) and GA orientation in it is depicted inside each general profile. 

The aromatic ring and hydroxyl beads were appended into a single group due to bead overlapping interfering 

with the employed code. 
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Figure SI:15 - Density profiles for systems 30-32 containing GA and [N4444]Cl, using full simulation box (left 

side) through the z axis and presenting the density of each component at every point in the box. A close-up of 

the density corresponding to the different GA groups is depicted inside each general profile. Water was 

removed from the box snapshots on the left side for increased clarity.  
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Figure SI:16 – RDF profiles using the Ct3 bead of the IL cation alkyl chain as the reference and each GA group 

as the selection (systems 19-21, 26-28, 33-35). A green dashed line indicates the distance r corresponding to the 

IL micelle surface. 
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Figure SI:17 - RDF profiles using the aromatic ring of GA as the reference and PW as the selection, in systems with 

[N11114]Cl (top left), [N44414]Cl (top right) and [N4444]Cl (bottom) (systems 19-21, 26-28, 33-35). 

Figure SI:18 – RDF profile of the aromatic ring of GA as the reference and PW as the selection, in systems containing 

[N11114]Cl (top left), [N44414]Cl (top right) and [N4444]Cl (bottom) (systems 16-18, 23-25, 30-32). 
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Figure SI:19 – RDF profiles using either the carboxylic or the hydroxylic moieties of GA as the reference 

and PW as the selection (systems 16-18, 23-25, 30-32). 
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Figure SI:20 – RDF profiles using the carboxylic or hydroxylic moieties of GA as the reference and the polar 

heads of the IL cation as the selection (systems 16-18, 23-25, 30-32). 
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Figure SI:21 – SASA profile summarizing the area available for each GA group and protonation state, in 

systems with [N11114]Cl (systems 19-21). 

Figure SI:22 – SASA profile summarizing the area available for each GA group and protonation state, in 

systems with [N44414]Cl (systems 26-28). 
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Figure SI:23 – SASA profile summarizing the area available for each GA group and protonation state, in 

systems with [N4444]Cl (systems 33-35). 

Figure SI:24 – SASA profile summarizing the area available for each [N11114]+ group, in the various systems 

with GA (systems 19-21). 
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Figure SI:25 – SASA profile summarizing the area available for each [N44414]+ group, in the various systems 

with GA (systems 26-28). 

Figure SI:26 – SASA profile summarizing the area available for each [N4444]+ group, in the various systems 

with GA (systems 33-35). 
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Figure SI:27 – RDF profiles using the polar heads or the alkyl chains of each IL cation as the reference and 

PW as the selection (systems 16-18, 23-25, 30-32). 
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