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Palavras Chave posicionamento por luz visível, sistemas de posicionamento em interiores,
comunicação com câmara, câmara, sensor de imagem, comunicação por luz
visível.

Resumo Esta dissertação tem como objetivo o desenvolvimento de um sistema de
posicionamento em espaços interiores através de uma câmara. O sistema
proposto utiliza a câmara como o único sensor, obtendo a sua posição numa
sala com luminárias LED devidamente moduladas. O trabalho começa com
uma investigação inicial das tecnologias atualmente existentes em sistemas
de posicionamento. Para além disso, sistemas de posicionamento baseados
em luz são explorados e a utilização da câmara neste contexto é explicada
e discutida. De seguida, o princípio the funcionamento de uma câmara é
apresentado e a possibilidade de utilizar um sensor deste tipo para localiza-
ção em espaços interiores é desenvolvida. Tendo em conta que é necessário
nesta situação, um método de comunicação das luminárias para a câmara é
ainda discutido. Seguidamente, o modelo geométrico da câmara é explicado,
por forma a clarificar os princípios matemáticos necessários para os cálculos
de posicionamento. Na sequência, um script MATLAB é desenvolvido, com
o objetivo de produzir fotografias simuladas. De seguida, outra simulação foi
desenvolvida, com o objetivo de estudar o impacto de erros na estimativa final
da posição num sistema deste tipo. A estrutura do programa é apresentada
e os resultados são discutidos. Por fim, o sistema completo é implementado.
Após uma explicação deste, os erros finais de posicionamento experimentais
são apresentados e discutidos.





Keywords visible light positioning, indoor positioning systems, optical camera communi-
cation, camera, image sensor, visible light communication.

Abstract This dissertation focuses on the development of an indoor positioning system
using a camera. The proposed system uses the camera as the only sensor,
calculating its position in a room with properly modulated LED light fixtures. An
initial investigation on the current technological advancements on positioning
systems is performed. Moreover, light-based positioning systems are explored
and the usage of a camera in such a context is explained and discussed. After
that, the working principles of a camera are presented and the possibility of
using this type of sensor to perform indoor location is developed. Since the ap-
plication requires it, a method of transmitting data from the light fixtures to the
camera is also discussed. Going further, the camera geometrical model is ex-
plained, in order to clarify the mathematical principles required to perform the
positioning calculation. After that, a MATLAB script is developed, in order to
produce simulated photographs. After this, another simulation was developed,
with the objective of studying the impact of errors in the final position estima-
tion in such a system. The program structure is presented and the results are
discussed. Finally, the complete system is implemented. After an explanation,
the final experimental positioning errors are presented and discussed.
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CHAPTER 1
Introduction

This chapter presents a contextualization of the developed work. It consists of an introduction
to the subject, a consideration of the reasons for exploring it, a listing of the work objectives
and a description of the dissertation structure.

1.1 Problem statement and context

For a long time and for a variety of different reasons, science has been finding and exploring
localization methods, being either for locating a ship on the sea, finding someone’s or
something’s position on the surface of the earth, finding someone’s location inside a building
or finding an object’s location in space. For the scope of this dissertation, we will divide the
positioning problem into two main categories — outdoor and indoor.

For the outdoor situation, the problem is extensively explored and, despite still having
margin for improvement, technologies such as Global Positioning System (GPS) reasonably
solve the problem, specially for consumer-oriented solutions. For indoor scenarios, however,
the situation is quite the opposite. Multiple technologies have emerged throughout the years
but most systems are based on radio frequency (RF) and require line-of-sight (LOS), which
renders them not suitable for indoor positioning, as is the case with GPS [1]. Some technologies
can, indeed, be used for this purpose, such as systems that use, for example, the signal from
wireless routers to estimate the receiver position, but are often neither precise nor reliable
enough. Dedicated RF-based solutions also exist, often using specialized hardware for the
positioning beacons, but are usually too expensive for consumer-oriented implementations.
The goal of this dissertation is to explore a type of indoor positioning system (IPS) which
solves these problems, through the implementation of a positioning system using artificial
light sources as the beacons and a camera as the receiver.

This work is closely related to other projects developed and being developed at Instituto
de Telecomunicações, in Aveiro. As such, it was developed in the Integrated Circuits group at
this institution, with its full support. This group and, by extension, this project, was also
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supported by the European project VisIoN, funded by the European Union’s Horizon 2020
research and innovation programme under the Marie Skłodowska-Curie grant agreement.

Finally, the final experimental results obtained in this dissertation were gathered in
collaboration with Pedro Rodrigues, also a student at Universidade de Aveiro and working in
the Integrated Circuits group. His master’s dissertation, developed in parallel with this one,
focused on the development of an experimental setup for testing Visible Light Positioning (VLP)
systems, ideal for the type of system explored in this work.

1.2 Motivation

As stated previously, the general problem of location is not new and, more importantly, is
still an open research subject. Despite the problem of outdoor positioning being reasonably
solved with systems like GPS, most systems are not suitable for indoor positioning. Some
technologies can, indeed, be used for this purpose, but not a single one proves to be both
cheap to implement and precise enough.

To solve this problem, in recent years, a new type of IPS is being explored, consisting in
using a camera as the main sensor. By definition, a camera is a device that captures, into an
image, a two-dimensional (2D) projection of the three-dimensional (3D) world in front of it.
Using this concept, if we have a set of known reference beacons visible in a photograph, we
can use the position in the image where the beacons are projected with their world position
to calculate, under certain circumstances, the camera’s position and orientation. Such a
design has the advantage of being easily implemented, from the user side, in a commercial
smartphone without any additional hardware, since almost every one is equipped with one or
more cameras. This translates in no additional costs to the user, which is a major advantage
for this type of system and crucial in allowing a future widespread use.

In order to also reduce infrastructure costs, the idea is to use the existing light fixtures
on a building to serve both as illumination sources and beacons for the positioning. In the
last years, light-emitting diode (LED) lighting systems have been gradually replacing the
conventional incandescent or fluorescent indoor lights [1]. Given the fact that the LEDs can
be modulated by, for example, being switched on and off at high frequencies — particularly
high enough so that the human eye can not perceive it — this opens up a lot of possibilities
for using the LED light fixtures for, at the same time, illuminating a room and transmitting
information.

One of the sensors that can be used for receiving such information is, again, a camera.
Since a camera can be seen as a device that successively captures incident light information, it
can be used to receive data modulated through this medium. This can be done in a variety of
ways, which will be explored in this dissertation. Considering this possibility, we now have a
way of distinguishing the multiple light fixtures. After this, we can successfully calculate the
camera’s position and orientation, by relating each fixture’s projection coordinates in the image
with their world coordinates, as described above. Again, this allows the full implementation
of an IPS using just a camera as the receiver sensor.
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Given all of the stated above, the deployment of a camera-based IPS, based on visible light,
does not involve major infrastructure changes or additions. Provided that the target location
already uses LED light fixtures for general illumination, the only modification required for
implementing the transmitters is the placement of a specific driver on each LED. As for the
receiver side, on a typical smartphone, no additional hardware should be necessary, rendering
such a system quite appealing and worth exploring.

1.3 Work objectives

As stated previously, the final goal of this work is to implement a complete camera-based IPS.
In addition to this, the objective is for this system to be able to work completely in free space,
meaning that the camera can simply be hand-held in any position, without the need for it to
be placed, for example, horizontally or at a constant height.

Besides the development of the aforementioned system, theoretical work should be devel-
oped in order to understand and plan such a system. This way, besides building the system
itself, this work also focuses on understanding the working principles of the main sensor used —
a camera. Finally, a study of the nature of errors and noise in the system in particular should
be conducted, with the objective of, not only better characterizing the system in question,
but also providing a reference study for future camera-based IPSs.

1.4 Methodologies

Besides the investigation, most of the practical implementation of the work contained in this
dissertation is software-based. As such, for the programming, MATLAB [2] was used as the
main tool for the simulations and the rest of the code was written in C++. Regarding the
latter, the open-source library OpenCV [3] was used for the image processing and related
algorithms. MATLAB was also used to render most of the plots included in this dissertation.

For the hardware side, an actual smartphone camera was used to acquire the photos used
for the experimental testing. As such, the Xiaomi Mi A2 frontal camera was used as the main
image sensor.

Finally, for the final experimental tests, as stated previously, the VLP setup developed by
Pedro Rodrigues was used. This setup is presented and described in further detail later on,
but essentially provides an array of light fixtures placed along the ceiling of a room, each with
a configurable Visible Light Communication (VLC) driver, which are essential, since we need
to individually modulate the multiple light sources.

1.5 Dissertation structure

This dissertation is divided into six chapters. The second chapter, Visible Light Positioning
Systems, introduces the required concepts to understand and work on, as the title suggests, a
VLP system. An introduction to position estimation is presented, followed by an introduction
to the concept of using light as the main medium for this task. Finally, the possibility of using
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a camera as the main sensor in this context is presented and an explanation of the complete
process of estimating the position with such a system is given.

Chapter three presents the camera model, as well as the mathematical principles behind
it and the expressions involved. These principles are used to develop a simulation with the
purpose of producing a simulated photograph of the light fixtures, given the camera intrinsic
parameters and coordinates and the fixtures location. This simulation, not yielding any
relevant or new results on its own, serves as the starting point of the work, both for debugging
expressions used later on and serving as the basis for the simulation developed in the fourth
chapter.

Chapter four focuses on the system error. It starts by presenting the possible sources of
error for the system in question, followed by an explanation of the algorithm used to estimate
the final position of the sensor — in this case, a camera. After this introduction, the developed
simulation is explained in detail. The goal is to study the effect of having errors in the multiple
stages of the system and analyse their impact on the final position estimation. Finally, the
results are presented, followed by an analysis and reflection on the impact of the multiple
error sources.

Going further, chapter five presents in detail the complete positioning system. After giving
an overview of the complete system, the image processing algorithms are detailed, followed by
an explanation of the multiple stages involved in the decoding of each fixtures identifier (ID),
used to extract the fixtures coordinates in the world. After that, the final process of finding
the camera position is further explained. Finally, the experimental setup is described in detail
and the experimental results are presented.

Ending the dissertation, chapter six draws conclusions from the previously presented
results. Besides an analysis of the final experimental results, the errors predicted in chapter
four and the ones obtained in chapter five are compared. The chapter ends with final remarks
on the system error sources and possible future work.
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CHAPTER 2
Visible Light Positioning Systems

In this chapter, a brief introduction to positioning systems is presented, followed by an
explanation of how to use visible light sources to implement a complete positioning system,
how a camera can be used as the only receiver sensor and how, from a single photograph, we
can determine the sensor’s position on a given referential.

2.1 Positioning systems

The purpose of any positioning system is to provide the location coordinates of a given object
in a given environment. As such, and for the purpose of this dissertation, we can separate
them in two different categories: indoor and outdoor. When considering outdoor positioning
systems, there are already reasonably reliable solutions available. The highlight goes to the
GPS technology which, through the aid of a network of satellites, can provide fairly reliable
positioning, with an error in the order of meters.

On the other hand, when considering the indoor situation, the solution to the problem is not
so trivial. The main limiting factor is the fact that most systems rely either on satellite-assisted
positioning or, in some way, radio frequency, which has difficulty passing through obstacles
such as the walls on a building. Furthermore, RF-based systems often use the Received Signal
Strength (RSS) as a measure of the distance between the transmitter and the receiver, which,
again, gives erroneous estimates when an obstacle is placed between the two. Other IPSs
have been proposed, based, for example, on the Earth’s magnetic field or ultrasound signals.
However, both these solutions involve additional hardware and considerable costs which is
not desirable, particularly for consumer-oriented systems. For comparison and perspective,
an overview of IPS technologies is presented in Table 2.1, including their accuracy and main
limitations.

Starting with the technologies with a low user and installation cost, we have audible
sound, Wi-Fi and Bluetooth. Audible sound makes use of sound waves to estimate the
distance between the beacons and the object to be located. Wi-Fi and Bluetooth base the
positioning on the estimation of the distance to the access points through the intensity of
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Technology Accuracy IC UC Weaknesses
Infrared 57cm–2.3m H L Sunlight interference
Ultrasonic 1cm–2m H H Cost and interference

Audible sound Meters L L Low precision
Wi-Fi 1.5m L L Vulnerable to access point changes

Bluetooth 30cm–meters L L Intrusive; needs signal mapping
ZigBee 25cm L H Low precision and high user cost
RFID 1–5m H L Very low precision
UWB 15cm H H High cost

Table 2.1: Comparison of main indoor positioning technologies. UC: end user cost; IC: installation
and maintenance cost; H: high; L: low [4].

the received signal. Both these methods are highly susceptible to interference from obstacles
placed between the object and the beacons, besides not providing particularly high accuracy
for an indoor scenario. Similarly to Wi-Fi, RFID and ZigBee also use the received signal
strength to estimate the distance to the object, but employ dedicated beacons, which increases
the cost. Infrared technology uses infrared light waves and, besides also requiring dedicated
transmitters, needs line-of-sight clearance between the transmitters and the object, which is a
major disadvantage.

Finally, the more precise are UWB and Ultrasonic. The first uses electromagnetic wave
forms consisting of a sequence of very short pulses using a large bandwidth. The travel time
of the waves is used to estimate the position. Ultrasonic uses principles similar to audible
sound but with ultrasounds, giving the technology more flexibility, given that sound can be
emitted without the inconvenience of being heard. Both are, besides precise, expensive to
implement, both in infrastructure and in user cost.

As we can observe, there is not a single design technology that can be seen as the best
solution, since each has its own limitations. Usually, we have to choose between accuracy,
installation cost and user cost, always sacrificing one of them. This is the main reason for
the interest in VLP systems in the last years. Compared with the other solutions, they can
provide high accuracy at a low cost and complexity, by using the already existing LED lighting
infrastructure as the basis for the positioning.

2.2 Light-based positioning systems

With the current technological advancements, LED technology as become more and more
promising and established and, as such, most indoor illumination systems are being replaced
by LED-based ones. The use of LEDs brings many advantages over traditional lighting, being
the most relevant:

• High energy efficiency: When compared with traditional light sources, LEDs can save
up to 85% energy when compared with incandescent lamps [1].

• Long life expectancy: LEDs can last up to 10 years without having to be replaced [1].
• Cost effective: LEDs have become quite cheap, in addition to their high energy efficiency

and long life [1].
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• Environment friendly: no mercury or other toxic elements are generally present in LEDs
[1].

For communication purposes, LED lighting also brings a variety of new possibilities over
traditional lighting systems, being the most relevant:

• Data modulation: LEDs can be switched on and off at high frequencies, allowing for
data modulation. Additionally, their intensity can also be modulated, allowing for even
further communication techniques.

• Harmless: Visible light is harmless to humans and is visible, naturally allowing us to
deviate our eyes from it, if necessary.

• Unrestricted usage: the visible light part of the spectrum is not regulated and does not
cause electromagnetic interference, allowing its usage in sensitive environments.

• Security: since light cannot penetrate thick walls, this type of systems are inherently
more secure that RF-based ones. Besides, this allows for completely independent systems
across different rooms.

All these reasons render LED-based lighting systems ideal for adaptation into hybrid
systems for illumination and communication. Given all these, light-based positioning systems
are ideal for application in certain scenarios, such as [5]:

• Industry and warehouses: useful for robot navigation, object and people location, product
detection and inventory management.

• Indoor public spaces: can be used to help, for example, in finding available parking spots,
navigation systems for finding specific shops or points of interest and in implementing
emergency systems to help find and rescue persons. Such systems can also help the staff
to identify and prevent overcrowded places and to control the visitors flow.

• Museums: allows the implementation of visitors guiding systems, both by guiding
the user through the multiple exhibitions and artefacts and by displaying additional
information regarding the objects the user is looking at.

• Shopping centers: can be used for targeted offers and advertising. Furthermore, the user
can benefit from guidance in specific shop or product finding or in finding information
about his surroundings.

• Office and school spaces: some applications include the tracking of a person inside a
building, which can be used to detect unauthorized access to certain areas. Given the
precision, these systems can also aid in finding vacant work stations in a library or
laboratory.

• Hospitals: Since LED-based systems do not generate electromagnetic interference, they
can be freely used in controlled environments and near sensitive equipment. In hospitals,
this can be used to implement patient navigation systems or fall and collision avoidance
guides for handicapped or elderly people.

• Transport stations: in large public places such as airports, IPSs can be used to precisely
guide users to specific locations, such as specific terminals, train platforms, nearest
restrooms and dining areas.

Light-based positioning systems can be classified into two large categories, depending
on the receiver sensor: photodiode-based and camera-based. Photodiode-based systems
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can be classified according to the type of signal received, which includes Received Signal
Strength (RSS), Time Difference of Arrival (TDOA) and Angle of Arrival (AOA). Camera-
based systems can be classified as using just a camera or as having auxiliary equipment,
such as additional sensors to improve the robustness or accuracy of the positioning. These
classifications are summarized in Fig. 2.1.

Figure 2.1: Classification of visible light-based IPS designs [1].

For this work, the focus will be on camera-based systems, particularly using just a camera
as the sensor. It is relevant, however, to understand the principles behind the photodiode-
based ones, particularly because a camera can be seen as closely related to them. First
of all, it is important to highlight that there are three main techniques behind position
estimation, independently from the technology behind them: trilateration, multilateration
and triangulation. A diagram representing the basic principles behind each of them is present
in Fig. 2.2.

Figure 2.2: Principle of operation of position estimation techniques.

Starting with the RSS, the technique behind it is trilateration, which is the same one
used on the GPS system. The signal strength perceived at the receiver is used to estimate its
distance to each transmitter. In a two dimensional space, this results in a set of circles which
should intersect at a single point — the calculated receiver position. In a three dimensional
space, as happens with GPS, it results in a set of spheres which, in a similar fashion, should
also intersect at a single point. As can be observed in Fig. 2.2, at least three transmitters are
necessary for 2D positioning and four for 3D.

Going over to TDOA, instead of estimating the distances from the receiver to the trans-
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mitters directly, these are inferred from the time difference between the reception of a single
packet of information from each transmitter, sent at the same time. This technique is called
multilateration and is similar to trilateration. The main difference is that, instead of having
a circle or sphere of possible locations for each transmitter, we have a hyperbola (2D) or a
hyperboloid (3D). Similarly to trilateration, this process also requires at least thee and four
transmitters, respectively, for 2D and 3D positioning.

For AOA-based systems, the technique used is triangulation. Instead of estimating, directly
or indirectly, the distance between the transmitters and the receiver, the angle formed between
the multiple transmitter-receiver pairs is measured. As the name suggests, this technique
corresponds to, both in 2D and 3D, having a set of triangles with a known side length and two
known angles. From there, the remaining side lengths can be calculated to obtain the receiver
position. A simplified version of this process can be observed in Fig. 2.2. It is important to
note that, since we are dealing with both position and angles, we have to consider both. This
leads to, inherently, having to estimate both the position and orientation of the receiver. In
most systems, however, some of these parameters are either fixed (such as a receiver being
always in a horizontal position) or can be found with auxiliary methods (by using, for example,
a gyroscope to find the receiver orientation). Either way, the number of necessary transmitters
depends on the number of unknown parameters for the system in question.

Finally, in camera-based systems, the receiver position is found by relating the location of
the transmitters with their projection on the resulting image. This can be seen as close to AOA-
based systems. Assuming that we have infinitely small light sources acting as transmitters,
they are projected onto a single pixel. The pixel in which they appear directly corresponds to
an angle between the light ray coming from that source and the camera normal vector. This
process is the basis for the work developed in this dissertation and its particularities will be
further explained.

It is important to keep in mind that all these techniques assume that we have a way
of knowing the location of each transmitter and of distinguishing them at the receiver.
On photodiode-based systems it is quite straightforward to transmit information without
interfering with the positioning process given the modulation possibilities of LEDs and the
large bandwidth of photodiodes. With a camera, however, the solution is not immediate. In
the next section, an explanation of how to accomplish this is presented.

2.3 Optical Camera Communication

As presented before, most light-based positioning systems use photodiodes as the receiver.
However, a camera can also be employed in such a task and brings the immediate advantage of
being a piece of hardware already existent in almost every smartphone. In order to understand
how a camera can be used for this purpose, it is important to review its working principles.

2.3.1 Camera working principles

A camera is a device that captures light wave information into still images, resulting in
photographs of a given scene in the world. Since the the focus of this work will be on digital
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cameras, only these will be considered. Typically, a digital camera is formed by an image
sensor, where the image is produced, and a lens placed in front of it, whose purpose is to
focus and direct the light rays into the sensor. A diagram of the components of a basic digital
camera is depicted on Fig. 2.3.

Figure 2.3: Basic diagram of a digital camera structure.

From this structure, it is important to understand the impact of the multiple parameters.
• The distance between the lens and the sensor determines the distance at which the

objects will appear completely in focus on the resulting image. Typically, the image
plane is fixed on a camera and the lens is slightly moved, as necessary.

• The shape of the lens determines the focal length. This translates to how much the
image will be affected by perspective distortion. It also directly relates to the field of
view (FOV) of the camera. A short focal length gives a wider FOV with more perspective
distortion and a long focal length gives a narrower FOV with less perspective distortion
(see Fig. 2.4).

• The configuration of the sensor determines the resolution of the resulting image.

f = 5mm f = 24mm f = 100mm f = ∞

Figure 2.4: Comparison of the impact of the focal length in the resulting photograph. A smaller
focal length enhances the perception of depth and increases the perspective distortion,
causing far objects to appear smaller on the image. An infinite focal length causes no
perspective distortion and no depth.

In a digital camera, the sensor is formed by an array of photodetectors, which translate
into pixels on the resulting image. As light reaches each detector, a signal is produced and
measured. The two main types of digital image sensors are charge-coupled device (CCD) and
complementary metal–oxide–semiconductor (CMOS), being CCD the oldest technology. Both
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types consist of a pixel array of photodetectors that deliver an electrical signal proportional
to the amount of photons that fall on the pixel surface during a given time (the exposure
time). Furthermore, both rely on the photoelectric effect in silicon [6]. In a CCD, after the
incident photons in a pixel are converted into a charge, that charge is transferred sequentially
to a common output structure, were it is converted into a voltage. In a CMOS, however, this
same conversion takes place in each pixel.

Without going into further detail about the physics behind each type, from a general point
of view, the CCD architecture offers better image quality and has a higher noise immunity
whereas CMOS have a lower power consumption, simpler control circuitry and lower size [7].
In order to better understand the reasons for the arising of the CMOS technology over CCD,
a comparative view of both is given in Table 2.2.

CCD CMOS
Signal out of pixel Charge Voltage
Signal out of chip Voltage Bits (digital)
Signal out of camera Bits (digital) Bits (digital)
Speed Standard High
System complexity High Low
Sensor complexity Low High
System noise Low Moderate
Overall image quality Higher Lower
Power consumption Standard Low

Table 2.2: Comparison between CCD and CMOS characteristics [7].

Given their advantages over CCD, CMOS chips production increased and their price
dropped, making CMOS sensors the most commonly used today, mainly in consumer electronics
[8]. As such, only this type of sensors will be further explained, in order to understand their
characteristics and how they can be used as receivers in communication systems.

2.3.2 The CMOS image sensor

As described before, a CMOS sensor consists of a pixel array of similar structures. A diagram
of the sensor is present in Fig. 2.5. In order to capture coloured images, each pixel corresponds,
typically, to a set of four aggregated receivers, placed in a 2×2 array. In this array, each
receiver has a color filter placed in front of it, separating the incident light ray into color
components. Regarding this, there are multiple possible arrangements for the filters in these
elements, resulting in different color spaces used for the pixels in the sensor. The most
common is the Bayer filter, in which light is separated into its red (R), green (G) and blue (B)
components [9]. Since it is a 2×2 pattern, there are two green receivers in each cell, providing
additional resolution to this component. This pattern is also illustrated in Fig. 2.5.

On the pixel array, each single structure is responsible for outputting a voltage signal
proportional to the number of photons falling onto it during a set period of time. The multiple
voltage signals resulting from each pixel of the array are read by additional circuitry embedded
on the chip, outside of the pixel array. This architecture is illustrated in Fig. 2.6.
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Figure 2.5: CMOS image sensor anatomy [9].

Figure 2.6: CMOS camera architecture.

In order to reduce the complexity and cost of the chip, these additional circuits are
typically common for all rows, meaning that the decoding process happens for a single row at
a time, sequentially. As such, and as opposed to what the typical case is with CCD cameras,
each row is captured at a slightly different time instant [10]. This phenomenon is further
developed below, as it constitutes one of the most important features of a CMOS camera from
the perspective of VLC. It is also important to note that there are CMOS cameras with both
global and rolling shutters. The most common, however, are the later, for the aforementioned
reasons [11]. Furthermore, these are the most relevant for VLC and, as such, only the rolling
shutter type will be discussed.

2.3.3 The rolling shutter effect

In developing a camera-based IPS, it is fundamental to have the means to distinguish the
multiple light sources between them. One possible way of achieving this is, as previously
stated, by assigning different colours to the light sources, since cameras are natural multicolor
receivers. This, however, is not practical and goes against the principle of using regular
LED fixtures to serve both the illumination purpose and the communication necessary for
the positioning system. As such, and as emphasized in the previous section, the alternative
is to modulate the light sources by turning them on and off at relatively high frequencies,
sufficiently high so that the human eye can not perceive the intensity fluctuations.
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Regarding the camera sensor, most typical cameras have either an acquisition rate of 30
or 60 frames per second, meaning that relying solely on taking successive photos, receiving a
single symbol per photograph, is not a viable option, as we will not be able to encode the data
at such speeds without causing light flickering. Despite not existing an established consensus
on the minimum frequency required for the flickering effect to be avoided, it is generally
accepted that the human eye cut-off frequency is at around 100 Hz. As such, a lower limit of
200 Hz is often considered in VLC systems [12], [13].

However, as evidenced before, most CMOS cameras acquire each row of the image
successively, meaning that there is a time difference between each row. This means that a
light source being turned on and off at a frequency close to the image sensor’s row acquisition
rate is captured as consecutive white and black strips [10]. An illustration of this phenomenon
is presented in Fig. 2.7.

Figure 2.7: Illustration of the rolling shutter effect.

Taking advantage of this, successive bits can be transmitted and received by an image
sensor. The only limitation is that, since we can not guarantee the delay between successive
pictures taken, we have to capture the whole transmitted frame in a single image, meaning
that this process can only be used to transmit a quite limited amount of information [10].
This is not a severe limitation for the work in question, however, since our only intention is
to transmit a simple ID in order to distinguish each light source [14]. Each ID requires only
a small number of bits, rendering the task of fitting these IDs on a single photograph quite
feasible. Modulation schemes for encoding the data will be presented and discussed further in
this dissertation.

2.3.4 Why use cameras for communication?

As established above, cameras can, indeed, be used as receivers for VLC systems. Without
taking into account their potential for application in positioning systems, there are a variety
of reasons for employing a camera for visible-light based communication systems, standing
out:

• Widespread technology: Cameras are extremely common nowadays and, given the
popularization of smartphones, almost every person already carries one in their pockets.

• multiple-input and multiple-output (MIMO) receiver: Since each pixel in a camera can
be seen as capturing a separate angular region inside the camera’s FOV, it is a natural

13



receiver for spatially separated transmitters. In an optimal situation, each pixel can act
as a separate receiver.

• Multicolor receiver: Multiple signals can be easily separated by being transmitted in
different colors/wavelengths, without the need of any additional filters on the receiver
side.

• Low interference: most interference problems found in photodiode-based VLC systems
are greatly reduced in camera-based ones. As opposed to a photodiode, a pixel’s FOV
is greatly narrower, making the background interference light a naturally mitigated
problem in an image sensor.

Just for comparison sake, Table 2.3 presents a summary of the differences between a VLC
system using a photodiode and a camera as receivers.

Receiver Photodetector Image sensor
Interference High Low
SNR Low High
MIMO Multiplexing Easy to implement Difficult to implement
Decoding (complexity) Signal processing (low) Image processing (high)
Data rate High Low
Range Near Far

Table 2.3: Comparison between photodetector-based and camera-based communication systems [9].

As can be observed, the major disadvantages of using cameras are the high decoding
complexity and the low data rate. Regarding the decoding complexity, this renders them not
suitable for applications such as microcontroller-based systems. However, image processing is
still not a prohibitively complex task, meaning that such a system should be easily implemented
on, for example, a Raspberry Pi.

Regarding the data rate, it is important to note that there are multiple approaches on
how to receive data using a camera, as evidenced before. The techniques for modulating the
data into light will be discussed below but, essentially, we can use the camera as a receiver
in two modes — by taking successive photographs and receiving a single coded symbol per
frame or by taking advantage of the rolling shutter effect, receiving the whole data frame on a
single image [15] [16]. Either way, since the camera is a natural MIMO receiver, increasing
the number of transmitter LEDs should directly increase the data rate. Similarly, a higher
resolution on the camera should also translate in a higher data rate, particularly when using
the rolling shutter, since each row or group of rows will translate into a symbol. By having
more rows in a single picture, assuming a constant frame rate, we can pack more symbols in
the same picture, thus increasing the overall data rate. Finally, a higher frame rate should
also increase the data rate, both when using the rolling shutter and when receiving a single
symbol per picture.

Considering all this, albeit not perfect, cameras are a remarkable candidate for receivers
in VLC systems. Moreover, their natural spatial separation, besides being a useful feature
from the Optical Camera Communication (OCC) perspective, can also be taken advantage
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of to employ them in VLP systems. This characteristic essentially means that a camera can
be seen as an aggregate of light receivers, each with a very narrow FOV. This means that,
intrinsically, a camera behaves as an angle detector, by relating each pixel with a different
angle between the light rays that fall on it and the camera normal. All these concepts will be
further explained in the next section.

2.3.5 Modulation techniques

After presenting the working principles of the camera and how to make use of the rolling shutter
effect, we have to analyse the possible techniques for modulating the light in order to achieve
the communication necessary for this work. In order to clarify this process, a summary of the
most relevant contributions in OCC is present in Table 2.4. Since the purpose of this work is
to implement a room-size VLP system using OCC, only contributions featuring a distance of
over 2 meters were considered. Existing works with a distance smaller than this often focus
on data rates higher than necessary and are often not suitable for the implementation of
this work. Furthermore, only contributions focusing on LED to camera communication were
considered, since the implementation of this work requires the multiple light fixtures to be
independent, each transmitting a separate message.

Ref. Data rate (kbps) Distance (m) Modulation technique Rolling shutter
[17] 0.002 25 OOK No
[18] 0.1 50 UPAMSM No
[19] 0.15 12 UPSOOK No
[20] 0.62-1.35 1.5-5.5 Hybrid OOK-PWM Yes
[21] 84 4 PWM Yes

Table 2.4: Contributions summary on OCC [15].

First of all, all works are based on ON-OFF keying (OOK), illustrated in Fig. 2.8a,
meaning that the light is modulated by being switched on and off, without any intermediate
intensity levels. This makes sense, since it renders the LED drivers much simpler to implement.
In [17] an LED is simply turned on and off according to the data bits. While reliable, this
technique does not allow for light fixtures to serve both the illumination and communication
purpose. Furthermore, the rolling shutter effect is not taken advantage of, meaning that a
single bit is obtained from each photograph, hence the low data rate. The work developed in
[19], on the other side, takes measures to prevent visible light flickering. Instead of pure OOK,
under-sampled phase shift ON-OFF keying (UPSOOK) is used, consisting of modulating the
light using high frequency square waves. In this contribution, two frequencies are used: a
frequency much higher than the camera frame rate, which causes the camera to perceive
it as a half-on state and a frequency only slightly higher than the frame rate. The second
causes the light to be perceived as ON or OFF, depending on the phase of the transmitter,
as illustrated in Fig. 2.8b. This solution is also not suitable for the present work, since a
full data packet requires multiple successive photographs, which adds unnecessary delay to
the positioning, assuming that a typical smartphone camera is used. The work conducted in
[18] uses under-sampled pulse amplitude modulation with subcarrier modulation (UPAMSM),
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(a) OOK (b) UPSOOK

(c) UPAMSM (d) OOK-PWM

Figure 2.8: Modulation techniques for OCC.

which is similar to UPSOOK but, instead of a single LED, two sources are combined to
provide more intensity levels, without the need of added driver complexity. The technique
is illustrated in Fig. 2.8c. This increases the data transmitted per camera frame, but still
requires multiple photographs for a complete transmission. Furthermore, the usage of two
independently-modulated light sources to transmit a packet of information is not suitable for
the current work.

Finally, the two remaining contributions make use of the rolling shutter effect, allowing for
a complete packet of information to be captured in a single photograph. In [20], the data is
modulated simply using OOK. An additional pulse width modulation (PWM) modulation is
added, however, on top of it, in order to allow the adjustment of light intensity, as illustrated
in Fig. 2.8d. From the perspective of the camera, the PWM is high enough so that the camera
can’t detect the multiple pulses, only seeing it as a single, dimmer, pulse. Contribution [21]
focuses on car-to-car communication and, while using similar principles to [20], encodes the
multiple zeros and ones as short or long PWM pulses. This improves the noise immunity of
the system, which makes sense, since it focuses on an outdoor scenario. For indoor, however,
such precautions should not be as important, considering the much lower lever of background
illumination noise.

From these contributions, the one more closely related to the objectives of the current work
is [20]. As such, the adopted modulation technique will be OOK, considering its simplicity
of implementation. The light intensity control, however, will not be considered. In order to
maintain the light intensity level independently from the transmitted data, Manchester coding
will be used on top of OOK, guaranteeing a constant average signal value. More sophisticated
intensity control techniques, however, are considered out of the scope of this work.
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2.4 Position estimation with a camera

2.4.1 Overview

As explained previously, a necessary requirement for implementing an IPS with a camera is
to have a method of distinguishing the multiple light fixtures. The essential reason for this
requirement is the fact that, in order to calculate the sensor’s location, we must know the
location (in the world coordinates) of each fixture. Given this, our system consists of a set of
light fixtures and a receiver which, for illustration purposes, will be considered as being, for
example, the camera included in a smartphone. A diagram illustrating this setup is present in
Fig. 2.9. Moreover, the goal is to allow a completely unconstrained receiver, meaning that the
camera can be hand-held, without the need to be placed, for example in a certain orientation
or at a certain height.

Figure 2.9: Minimal camera-based VLP system setup with an unconstrained receiver.

Regarding the position calculation, the basic principle behind it is the fact that a photo-
graph is a 2D projection of the 3D world. As such, if the image sensor has a known geometry
and parameters and the real-world coordinates of the light fixtures are known in advance, we
can infer the sensor’s coordinates based on the image coordinates at which the light sources
appear. The whole purpose of using the rolling shutter effect to receive an unique ID for
each fixture is to provide the means to find the world coordinates of each fixture, which can
be done with a lookup table with previously measured locations for the light fixtures, after
successfully decoding each ID. The mathematical principles behind this whole process will be,
again, discussed later on. A diagram of the received image is present in Fig. 2.10.

As can be observed in the figures, our goal is to find the position and orientation of
the camera. As explained previously, since this system involves angular information, even
though we are only interested in the camera position, we always have to calculate the camera
orientation, whether or not this value is a desired output. As such, the camera is represented
by a set of six unknown variables:
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Figure 2.10: Typical image acquired by the camera in a camera-based VLP system.

• {t1, t2, t3} represents the camera position, relative to a fixed referential in the considered
room;

• {r1, r2, r3} represents the camera orientation, relative to the same referential.
From the transmitters side, each light fixture is represented by a set of three coordinates

— {X,Y, Z} — representing their position, relative to the fixed room referential. These
coordinates can be seen as constants, since their value does not change with the camera’s
movement, and are obtained, again, through the IDs obtained from the usage of the rolling
shutter effect. Furthermore, on the image acquired by the camera we have the projections
of the light fixtures. Here, each is represented by a pair of coordinates — {u, v} — which
correspond to the location, in pixel coordinates, of each light fixture’s projected center. In
order to simplify the image processing algorithm, the light fixtures are seen as punctual light
sources, without any shape or volume. This assumption also enables the development of a
system without any restrictions regarding the light fixtures’ shape which, again, contributes
to out objective of using already existing illumination infrastructure with minor adaptations.

Considering that we have six unknown coordinates, following the mathematical principles
behind system solving, we need at least six independent known variables to be able to calculate
all of the unknowns. As such, considering that each light fixture visible in the photo gives us
two known variables, we would need at least three fixtures visible in the photograph in order
to calculate the position of the camera. In this situation, however, up to four real solutions
can be found for the camera position and orientation [22]. As such, an additional fixture is
necessary in order to remove the ambiguity, rendering the minimum number of light fixtures
visible in each photograph as four. It is also important to note that these fixtures can not be
collinear.

The problem of finding a camera pose given a set of point correspondences between the
image and the 3D space is called the Perspective-n-Point (PnP) problem. This mathematical
problem is not new and there are multiple algorithms already implemented to solve it.
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Ultimately, however, we will use an already ready-to-use algorithm included in the OpenCV
library, which will be presented later.

2.4.2 Existing work

Multiple contributions have already been made regarding camera-based VLP systems. Most of
these works, however, impose constrains for the camera movement, usually limiting its angular
movement. Furthermore, most experimental setups are made on a small scale when compared
with typical rooms inside buildings. The most relevant contributions on camera-based IPSs
are summarized and compared in Table 2.5.

Ref. Axis Testbed size (m) Accuracy (cm) LEDs Additional sensors
[23] 2D – Room – –
[24] 2D 50 (distance) <100 – IMU
[25] 2D 5.4×7.5×2.1 10 6 Fish-eye lens
[26] 2D 0.71×0.74×2.26 7 5 –
[27] 2D 0.75×0.35×1.8 6.6 3 –
[28] 2D ±5×5×2.5 6 4 –
[29] 2D 0.5×0.5×0.6 5 3 –
[30] 2D 0.6×0.52×0.6 2.4 3 –
[31] 3D 2.4×1.8×3 30 2 Polarization filters
[32] 3D 5×3×3 25 3 Accelerometer
[33] 3D – 10 – –
[34] 3D 1.4×1.4×1.6 8.5 3 –
[35] 3D 0.6×0.6×2.6 6.1 2 Dual camera
[36] 3D 1.8 (height) 4.3 3 IMU
[37] 3D ±5×5×2.5 3.2 4 –
[38] 3D 0.7×0.7×1.8 2.67 1 Gyroscope

Table 2.5: Comparison of localization and navigation systems based on OCC [5], [15]. Ref.: reference;
2D - two dimensions (no height consideration); 3D - three dimensions (height considered);
Testbed size is width×depth×height; LEDs: minimum number of visible LEDs required
for the positioning.

As we can see, there are contributions focusing both on 2D and 3D positioning. Starting
with the 2D scenarios, works [23] and [24] use the LED fixtures as beacons and estimate the
position, when possible, based on the visible beacon on a given instant. For this reason, the
first system can only place the user in a given room. The second, however, in addition to the
latter, uses an Inertial Measurement Unit (IMU) to provide a rough position estimation when
no beacons are within the camera’s FOV and LOS. The work developed in [25] makes use of a
fish-eye lens, providing a much wider FOV for the camera, reducing the number of situations
in which an insufficient number of light fixtures appear on the image. The techniques used
in these three works, despite interesting, do not overlap with the objectives for the current
work, as the goal is to implement an absolute positioning system without the aid of additional
sensors.

The remaining contributions for the 2D scenario require a minimum of 3 LEDs visible
in the image, as expected. The most accurate is [30], despite having a considerably small
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testbed size. The most generously-sized setup is the one used in [28], providing an average
accuracy of 6cm. This, of course, corresponds to the receiver placed at a fixed height.

For the 3D situation we find, again, the use of auxiliary sensors to either improve the
accuracy of the system or to allow the system to work with a smaller number of visible fixtures
[38]. A particular technique is used in [31], consisting of taking advantage of light polarization
for the fixture identification, instead of directly modulating the light intensity and, thus, not
requiring the use of the rolling shutter effect. Work [35] uses a dual camera setup which,
again, goes against the goals of the current work. Regarding this, it is important to note that,
despite dual camera smartphones becoming increasingly more popular, this camera is usually
placed on the opposite side of the screen, rendering it non-practical for indoor positioning
scenarios.

The remaining contributions for 3D — not using any additional sensors — require a
minimum of 3 LEDs, again, as expected. The most accurate is [37], with an average error
of 3.2cm. The largest setup is the one used in [37] which, interestingly, is the second most
accurate system considering 3D.

From the listed contributions, it is import to note that the only works that, besides
considering the 3D scenario, explicitly allow the receiver to have an arbitrary orientation and
test such scenario are [32], [36], [37] and [38]. From these, the only one which does not use
auxiliary sensors is [37].

On a final remark, the work most closely related to the current one is [37]. Its design
allows an unconstrained placement of the receiver and requires at least 4 LEDs present in
each picture taken. Its main downside, however, is that the light fixtures are differentiated
by color, rendering the system substantially simpler to implement. The objective of this
dissertation, however, is to not only implement accurate positioning using just a commercial
camera but also to use light fixtures working both as conventional illumination sources and
signal transmitters, something that can not be verified by using color as a differentiation
means.
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CHAPTER 3
Camera imaging

This chapter focuses on the working principles of a camera form a geometrical point of view,
including the mathematical expressions behind it. Using these same expressions, a MATLAB
script was developed in order to generate a simulated photograph of the multiple light fixtures,
as seen by the camera. The results of this are presented at the end.

3.1 The pinhole camera model

As previously explained, a camera is a device used to capture incident light into still images,
resulting in a 2D projection of the 3D world in front of it. Typically, it is formed by an image
sensor and a lens placed in front of it, whose purpose is to focus and direct the light rays into
the sensor. This set can be described, in an ideal situation, by the pinhole camera model.
This model is presented in Fig. 3.1.

Figure 3.1: Pinhole camera diagram. Light rays pass through an infinitely small hole, causing the
captured object to be projected on the image plane, flipped in both axis.

In this model, the lens of the camera are seen as an infinitely small hole, placed at a certain
distance from the image plane. The image plane is an infinite plane with an infinite sampling
resolution. Given these characteristics, a pinhole camera does not have a focal distance, as an
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image is always projected in focus, as a result of the infinitely small hole in the place of a
lens, as would happen on a real camera. It still has, however, a focal length which, similarly
to a real camera, corresponds to the distance between the image plane and the pinhole. In
a similar fashion, the focal length determines the amount of perspective distortion present
in the image and the FOV of the camera. Finally, the scene is projected on the image plane
flipped on both axis, as a direct result of the light rays passing through the pinhole.

The geometrical representation of the pinhole camera is present in Fig. 3.2.

Figure 3.2: Geometrical model for the pinhole camera [39].

As can be seen, the focal length f corresponds to the distance between the focal center
Fc and the image plane. A given point P in the 3D space is projected onto the image plane
at (u, v). It is also important to note that the camera axis follows the standard coordinate
system for pictures, with the x axis pointing to the right, the y axis downwards and the z
axis pointing to the front (from the perspective of someone looking through the camera). The
resulting image has a similar coordinates system, but without the z component. Finally, the
camera center is considered to be the focal center, Fc.

Since we will be working with geometric transformations, all the operations considered
in this section will be represented by matrices. Moreover, we will use the homogeneous
coordinates system to represent the multiple points, both in the 2D and 3D space. In the
next section, the equations that describe the camera’s behaviour will be presented, always
associated with the model presented in Fig. 3.2.
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3.2 Camera transformation matrix

In the pinhole camera model, the picture is formed by projecting the 3D points onto the image
plane using a perspective transformation. The matrix that represents this transformation is:

M =


fx 0 0 cx

0 fy 0 cy

0 0 1 0

 (3.1)

where fx and fy are the focal lengths expressed in pixel units and (cx, cy) is the principal
point, representing the central pixel in the image plane. The focal length itself, as explained
before, corresponds to the distance, in metres, between the pinhole and the image plane. The
values in pixel units can be obtained with:

fx =F Nx

W

fy =F Ny

H

(3.2)

where F is the focal length, in metres, Nx and Ny are the number of pixels in both axis
and W and H are the sensor width and height, respectively, in metres. Considering this,
given an arbitrary point P (X,Y, Z), we can calculate the coordinates of its projection on the
image plane P ′(u, v) using:

P ′ =M × P
u

v

1

 =


fx 0 0 cx

0 fy 0 cy

0 0 1 0

×

X

Y

Z

1


(3.3)

Since we are using projective geometry, the perspective transformation is valid assuming
that the camera is placed at the origin point of the world coordinate system, with all the
orientation angles set to zero. As such, in order to obtain the image coordinates of the
projection of a set of points, the camera’s position is represented by applying a rotation and
translation operation to the world itself. A visual representation of these operations is present
in Fig. 3.3. It is important to note that a rotation, as an elementary operation, is always
applied around a given axis, with the center of rotation at the origin of the referential.

Regarding the translation, this operation is represented by the matrix:

T (t) =


1 0 0 tx

0 1 0 ty

0 0 1 tz

0 0 0 1

 (3.4)
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Figure 3.3: Visual representation of the translation and rotation geometric transformations. On the
left: translation, following a vector t. On the right: rotation of an angle θ, with the
center at the origin.

Figure 3.4: The Euler Angles rotation system. The rotations are decomposed into three successive
rotations around single axis. Each rotation is applied relative to the original referential,
meaning that changing the order by which they are applied yields different results [40].

where (tx, ty, tz) is the desired translation vector. In this scenario, the translation vector
directly correspond to the position of the camera in the world.

For the rotation, the situation is slightly more complex. A rotation in the 3D space,
contrarily to a translation, can be represented in multiple ways. Without explaining all the
multiple conventions, the Euler Angles system will be used in this dissertation. This consists
in representing a 3D rotation as the result of three successive rotations, each around one world
axis. A representation of this system is present in Fig. 3.4.

Since the rotation referential is always the world axis, the order of the Euler Angles change
the resulting transformation. Moreover, the same axis can be used twice, adding even more
possibilities to this order. Euler Angles can be divided into two groups: proper Euler angles
and Tait-Bryan angles. The first use the same axis in the first and third components of the
rotation (z − x − z, x − y − x, ...) and the last uses a different axis for each component
(x− y − z, y − z − x, ...). In this dissertation, a specific combination of the Tait-Bryan angles
will be considered — z − y − x — since this is the order typically used when describing the
orientation of a ship or aircraft and is the one used in most IMUs. The three matrices that
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represent the rotations around each angle are:

Rx(θx) =


1 0 0 0
0 cos(θx) − sin(θx) 0
0 sin(θx) cos(θx) 0
0 0 0 1



Ry(θy) =


cos(θy) 0 sin(θy) 0

0 1 0 0
− sin(θy) 0 cos(θy) 0

0 0 0 1



Rz(θz) =


cos(θz) − sin(θz) 0 0
sin(θz) cos(θz) 0 0

0 0 1 0
0 0 0 1



(3.5)

where the angles θ directly represent the camera’s orientation, relative to the world
referential, in radians. The rotation direction follows the right hand rule. Given all this, the
camera’s location on the world, PC , can be described with:

PC = T ×Rx ×Ry ×Rz ×


0
0
0
1

 (3.6)

As a side note, it is important to remember that, when representing geometrical operations
with matrices, the transformations are applied in the reverse order, meaning that the first
matrix to take effect will be Rx, followed by Ry and so on. This follows the chosen Tait-Bryan
sequence — z − y − x.

Since the projection equation considers the camera to be at a fixed position and orientation
at the origin of the coordinate system, the angles θ and the coordinates t have to be multiplied
by −1. This corresponds to the change of referential from the camera coordinates to the world
coordinates, given that these vectors represent the camera’s coordinates — assuming that the
camera moves — and we need the reverse scenario — assuming that the world moves, instead
of the camera. As such, the final world translation and rotation matrices TW , RW x, RW y and
RW z will be given by:

TW =T (−t)

RW x =Rx(−θx)

RW y =Ry(−θy)

RW z =Rz(−θz)

(3.7)
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In a similar manner, the operation order also has to be reversed to represent the referential
change. Given all this, the complete equation for obtaining the image coordinates of the
projection of an arbitrary point P is given by:


u

v

1

 = P ×RW z ×RW y ×RW x × TW ×


X

Y

Z

1

 (3.8)

This equation will be the basis for the calculations involved in the developed simulation,
as explained in the next section.

3.3 Camera acquisition simulation

As a preliminary step for the work contained in the next chapters, a MATLAB simulation was
developed, intended to produce simulated photographs of a set of light fixtures, as seen by a
parametrizable camera. The rendering of the simulated photograph consists in taking a series
of points and, using the expressions presented above, finding their projection coordinates on
the image plane. As such, the inputs for the simulation are the camera parameters (which
directly correspond to the values present in the matrix M , described in the previous section),
the size and position of the light fixtures and the camera position and orientation. Additionally,
the possibility of assigning a different color for each fixture was included, as a tool for quickly
distinguishing them in the picture. Finally, the rolling shutter effect is also illustrated, in a
rather crude way, by applying a mask over the multiple fixtures, representing their successive
ON-OFF states. As such, a parameter for controlling the frequency of this mask’s transitions
was also included.

A block diagram illustrating the simulation structure is present in Fig. 3.5. The following
subsections contain a detailed description of each block. It is important to emphasize that, for
the purpose of this simulation, the light fixtures will always be considered to be circular and
placed horizontally, meaning that their normal vectors align with the y axis. This assumption
greatly simplifies the simulation and is made considering that this will be the case with the
experimental setup, presented later in this dissertation. Finally, the fixtures are also assumed
to be identical, all having the same radius.
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Figure 3.5: Block diagram of the developed simulation.

3.3.1 Parameters definition

As explained before, the inputs of the simulation are:
• The camera parameters matrix;
• The diameter of the light fixtures;
• The center position of the light fixtures;
• The render color for each fixture;
• The camera position;
• The camera orientation.
The simulation 3D setup is illustrated in Fig. 3.6. The number and placement of the

light fixtures were chosen to match the experimental setup which, again, will be detailed
later. The diameter of each fixture is 15cm, which also corresponds to their actual size in the
experimental setup.

The camera parameters matrix will not be calculated using the variables described
above. Instead, the matrix for the actual smartphone camera that will be used to acquire
the experimental results was considered. This was obtained directly by taking a series of
photographs to calibrate the camera, with the aid of image processing. This whole process is
going to be described later but, for the purposes of this section, the matrix is:

M =


3912 0 0 2592

0 3912 0 1940
0 0 1 0

 (3.9)

Regarding the camera position, as stated previously, it is completely unconstrained,
meaning that the position can be anywhere in the 3D space. The case is similar with the
orientation, meaning that the camera can face any direction desired.
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Figure 3.6: 3D representation of the simulation parameters. The camera is placed at the origin, with
all the angles set to zero. The light fixtures are placed at a constant height, with their
centers at (0.7935,−2.7, 0.5935), (0.7935,−2.7,−0.5935), (−0.7935,−2.7,−0.5935) and
(−0.7935,−2.7, 0.5935). All units are in metres.

3.3.2 Point approximation

Without any additional mechanisms, projective geometry is used to calculate the projection
coordinates of single points. Since the light fixtures are considered to be circles (as opposed
to single points in space), in order to render them, we have to decompose them into a series
of points, describing a circular approximation. When the fixtures are assumed to be placed
horizontally, this process is greatly simplified. The process of decomposing each fixture into a
group of points is illustrated in Fig. 3.7.

First, a point with coordinates (0, 0, r) is considered, where r is the radius of the fixture.
Then, a series of new points are calculated, which correspond to the first point with an applied
rotation operation, around the y axis. The expression for this operation is:

P ′circle = Ry(nθ)× Pcircle, 0 < n < N (3.10)

where α is the rotation angle, in radians. Assuming an even spacing between the points,
this angle is constant and multiplied by n, which corresponds to the instance number of each
new point (starting at 1, for the first new point). The total number of steps to achieve a full
circle is given by N = 2π/α. After all the instances are calculated, the group is shifted with a

28



Figure 3.7: Illustration of the decomposition of each fixture into a group of points. In this scenario,
the circle is decomposed into eight equally spaced points, each calculated trough successive
rotations of θ.

translation operation corresponding to the fixture’s center:

x′ =x+Ax

y′ =y +Ay

(3.11)

where (Ax, Ay) is the fixture’s center position.

3.3.3 Point projection

After performing the operations described above for each light fixture, we are left with a series
of points in the 3D space. The next step is to calculate the pixel coordinates of the projection
of each of these points, using the matrix operations described in the previous section, present
in Equation 3.8.

It is worth mentioning that, since we are dealing with homogeneous coordinates, in order
to obtain the final coordinates in the image (u, v), we have to divide the both the first and
second elements of the result vector by the homogeneous term, the third element. As such, the

resulting vector from Equation 3.8 will have the format


uw

vw

w

, where w is the homogeneous

component. As previously evidenced in the equation, our goal is to have the third component
equal to 1, thus requiring the mentioned division.

3.3.4 Image rendering

After all the point projections calculated, the next step is to actually paint them in the
corresponding pixels of an image. The first step is to crate a blank image, with the specified
resolution. Again, the experimental results will be gathered with a camera with a resolution
of 5184px × 3880px and, as such, this value was used. This image is painted with a single
color, which corresponds to the background. In the results above, the chosen color was black.
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After the blank image prepared, the projection coordinates of each of the previous points
are rounded to the nearest integer. This process corresponds to the pixel rounding that
happens as a result of the finite resolution of the image sensor. The rounded coordinates are
used as indexes for the corresponding pixel. Since our goal is to represent the fixtures as
circles, instead of simply filling the corresponding pixels with the desired color, each group of
pixels was approximated by a polygon, in order to represent the area delimited by them. This
polygon was found using the MATLAB function poly2mask.

After calculating the aforementioned polygon for each light fixture, the pixels inside each
of them are painted with the color chosen for the fixture in question. To complete the process,
a mask with successive white and black rows is generated, according to the defined frequency
ratio between the fixtures and the camera, to simulate the rolling shutter effect. Finally, the
image is saved to a file, in the PNG format.

3.4 Results

As mentioned before, the results for this chapter are more illustrative that value-oriented,
specially considering that they correspond to a series of images. As such, a series of poses
were chosen to simulate the multiple photographs, with the intent of illustrating key situations
that will arise when acquiring the experimental results.

The results are divided in three parts: impact of angle variation, perspective distortion
and raising the camera height. The first one aims at illustrating the angular boundaries of the
camera, while maintaining the four light fixtures visible in the resulting image. The second
illustrates the impact of perspective distortion, showing the impact of higher tilting angles
and a higher distance between the camera and the fixtures. The third illustrates the impact
of raising the camera height, as opposed to keeping it on the floor. All units are in metres
and degrees, respectively for the positions and the orientations. Furthermore, C corresponds
to the position of the camera in the world coordinates and θ to the orientation around the x,
y and z axis, respectively.

The set of images illustrating the impact of the angle variation are present in Fig. 3.8.
From these, we can observe that, when placed at the origin, the camera can tilt around
12° around the x axis (Fig. 3.8b and 3.8c) and 15° around the y axis (Fig. 3.8d), in both
directions. This angle is quite small and will greatly limit the possibilities for the experimental
results. This problem, however, would be minimized in scenarios with a higher ceiling level,
which is the case in most public spaces. Furthermore, the difference between both axis is
expected, since neither the camera sensor nor the fixtures placement correspond to a perfect
square.

The impact of perspective distortion is illustrated in Fig. 3.9. As our intuition led us to
believe, with an increase in the tilting angle of the camera, the fixtures become less circular
and more oval-shaped. Furthermore, with an increase in the distance between the camera and
the fixtures, the fixture size decreases. It is important to highlight, however, that the strips
width does not depend on this distance. Instead, it is only affected by the ratio between the
modulated frequency and the camera’s shutter speed.
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(a) C = (0, 0, 0), θ = (90, 0, 0) (b) C = (0, 0, 0), θ = (78, 0, 0)

(c) C = (0, 0, 0), θ = (102, 0, 0) (d) C = (0, 0, 0), θ = (90, 15, 0)

Figure 3.8: Impact of the angle variation on the captured image.

Regarding the impact of the tilting, we can also conclude that, as the angle increases, so
does the floor area in which we can place the camera, while maintaining all the fixtures visible
in the picture. This can be observed when comparing Fig. 3.8a with 3.9d and 3.9c with 3.9d.

Finally, the impact of raising the level of the camera to 1 m above the floor is present in
Fig. 3.10. This value was chosen as the typical height at which the smartphone is usually held
when being looked at by its user, hand-held. As we can observe, the four light fixtures are
still visible, but both the angular and linear margins of movement are considerably smaller.
The maximum tilting angles become about 4° around the x axis and 6° around the y axis.
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(a) C = (0, 0, 0.6), θ = (90, 0, 0) (b) C = (0, 0, 0), θ = (81, 14, 0)

(c) C = (0, 0,−3.2), θ = (60, 0, 0) (d) C = (0, 0,−0.9), θ = (60, 0, 0)

Figure 3.9: Impact of perspective distortion on the captured image.
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(a) C = (0,−1, 0), θ = (90, 0, 0) (b) C = (0,−1, 0), θ = (86, 0, 0)

(c) C = (0,−1, 0), θ = (90, 6, 0) (d) C = (0,−1, 0.1), θ = (90, 0, 0)

Figure 3.10: Impact of raising the camera level on the captured image.
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CHAPTER 4
Positioning error simulation

This chapter presents a simulation developed to study the impact of the error on the system.
An introductory reflection on the sources of error is given, followed by an explanation of the
multiple simulation components. Finally, the results are presented and discussed.

4.1 Possible sources of error

As is the case with every system, there are a number of factors that contribute to errors in
the final position estimation. For the system in question, the sources identified are:

• The camera resolution: since the image is formed by an array of pixels, the number
of pixels present directly relates to the final error. A larger number corresponds to a
smaller error;

• The camera matrix: as explained in the previous chapter, the camera has to be calibrated
in order to obtain its intrinsic parameters. Errors in this calibration directly translate
to errors in the position estimation;

• The detection algorithm: in order to estimate the camera position from an image, the
multiple light fixtures have to be correctly identified, with an image processing algorithm.
If the results of such algorithm are not accurate, the position estimation will also have a
larger error;

• The measurement of the fixtures position: as explained previously, we need to relate the
location of each fixture in the resulting image with their position in the world. If their
position in the world is measured incorrectly, it will also cause deviations in the final
position estimation.

Regarding the errors introduced by an inaccurate calibration of the camera, these will not
be considered in this work. Since this calibration only needs to happen once for a specific
camera, it was considered that it can be done with sufficient accuracy in order to not introduce
relevant errors in the final estimation. The remaining three sources — the camera resolution,
the detection algorithm and the measurement of the fixtures position — are going to be studied
with the developed simulation, described below.
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Starting with the camera resolution, this parameter was considered to be the most relevant
source of error from the sensor itself. Despite the fact that an image produced by a camera has
noise and distortion, the positioning should be affected mainly by the rounding that happens
as a result of the pixel resolution. Furthermore, considering the type of pictures that we want
for this scenario, the noise in the image should have minimal impact. As described before, we
will photograph the light fixtures with the camera directly pointing at them, while they are
switched on and off. As a result, there should be no problem in identifying the ON and OFF
states of each fixture, considering that the camera is pointing directly at them. Moreover,
the spatial separation that occurs naturally in an image should also minimize the impact
of these parameters. It is important to note, however, that there is visible distortion when
considering the rolling shutter effect. This will be explained later and will not be considered
in this chapter, since our goal here is to study the impact on the position estimation and
such distortion mainly affects the communication part, which will be considered later in this
dissertation.

For the detection algorithm, its impact on the position estimation is going to be studied by
forcing an error in the fixture detection on the image. Similarly, the impact of the measurement
of the fixtures’ position is going to be simulated by forcing a deviation on this value and
finding the error in the estimation that it causes.

4.2 The solvePnP function

As explained in Chapter 2, the problem of finding the position of a camera given a set of
correspondences between points in the image and their position in the world in not new and
is called the PnP problem. Considering that it is out of the scope of this dissertation to study
the algorithms used to solve this problem in depth, an already developed solution was used —
the solvePnP function. This method is included in the OpenCV library and outputs a set of
six coordinates, which correspond to the camera’s position and orientation in the world[41].
As for the inputs, the most important are:

• Object points;
• Image points;
• Camera matrix;
• Solving method.

The object points property corresponds to an array with the world coordinates for each
point. In our situation, this corresponds to the coordinates of the center of each fixture, in
the world referential. The image points are the coordinates of the center of each fixture in the
image, in the same order as the object points array. The camera matrix corresponds to the
intrinsic parameters of the camera, as explained in the previous chapter.

For the solving method, there are three main possibilities: ITERATIVE, P3P and EPNP.
Starting with the P3P method, it requires exactly four points, which is not ideal for this work,
since we want to use as many fixtures as possible for the position estimation, when possible,
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and not be limited by four. For the Iterative and EPnP methods, both require at least four
points and allow for a larger number.

Regarding the Iterative method, according to the official OpenCV documentation, it is
based on the Levenberg-Marquardt optimization. The basic principle of this algorithm is that
it tries to find a pose that minimizes the reprojection error, given by the sum of the squared
distances between the initial coordinates of each image point and the reprojected coordinates
obtained with each guessed pose. As a side note, the points are reprojected using the same
expressions described in the previous chapter, similarly to our picture simulation. Finally,
the EPnP method has a working principle similar to the Iterative method, but focuses on
efficiency. The final chosen method was the Iterative, for two main reasons. The first is that
efficiency is not the main concert for this work, since we are not working with a sensitive
real-time system, as would be the case with augmented reality, for example. With the Iterative
method, while slower that EPnP, we can get a result within tenths of seconds, which is enough
for this application. The second is that, through testing, the Iterative method yielded more
accurate results, which is our main goal for this work.

4.3 Simulation structure

A block diagram presenting the structure of the developed simulation is visible in Fig. 4.1.

Figure 4.1: Block diagram of the developed simulation.

Starting with the parameters definition, similarly to the previous chapter’s simulation,
these correspond to the camera’s position and orientation, the camera matrix and the fixtures
coordinates. Additionally, the error intervals to be forced in each simulated parameter should
also be provided. As stated previously, the parameters that will have a forced error are the
image and world coordinates of each fixture. It is important to note that, for this simulation,
the fixtures are considered punctual sources. Since no image generation actually occurs, only
the fixture centers are considered.

The point projection block, similarly to the image simulation, calculates the image
coordinates of each fixture’s projection. Again, since we are considering the fixtures as points,
only a single point per fixture is calculated, as opposed to the circular approximation previously
described. It is important to note that the calculated coordinates are still rounded to the
nearest integer, in order to simulate the pixelization effect. Finally, in these calculations, the
camera is considered to have an infinite image plane. This does not affect the errors produced

37



by the pixel rounding, as the intrinsic parameters remain the same. Instead, it removes the
FOV limitation, allowing us to have results in situations where, in a real scenario, the fixtures
would not appear within the camera’s resulting image.

The error forcing block corresponds to adding a series of values to the intended parameters,
in order to force errors in them. For the detector error simulation, the operation in this block
corresponds to adding a series of integers to the resulting coordinates of the previous block,
which simulate a deviation, in pixels, of the image coordinates at which the fixture centers
are detected. For the fixture position error, the operation in this block corresponds to adding
a series of values representing a deviation of the measured world location of each fixture, in
metres.

The position estimation block takes the values previously calculated (and eventually with
a forced error) and passes them to the solvePnP function. From this, the camera position
and orientation is estimated. Finally, the estimated position and the real position provided in
the initial parameters are compared, resulting in the estimation error.

4.4 Simulated parameters

In order to evaluate the impact of the pixel rounding in the position estimation error, the
first set of results will be acquired without any forced error in the two previously mentioned
parameters. For the next results, as stated previously, we will simulate the position estimation
impact of forcing errors in two parameters: the fixtures location in the image and the world
coordinates of the fixtures. The first gives us an estimation of the impact of the accuracy of
the fixture detection algorithm and the second the impact of imprecisions when measuring
their location in the world.

Regarding the fixture location in the image, we will simulate an error in both the x and
y axis, varying from −20 px up to 20 px. For the location in the world, we will simulate an
error in the x and z axis, varying from −1 m up to 1 m.

Throughout the results, as was the case in the previous chapter, the camera parameters
will remain constant and correspond to the calibrated values with the camera that is going to
be used to obtain the experimental results. Furthermore, the setup and fixture placement
will, again, be the same as in the previous chapter.

4.5 Results

Before presenting the results, it is important to note that all units, similarly to the previous
chapter, are in meters (for distances), degrees (for angles) or pixels (for image coordinates),
unless specifically mentioned otherwise. Moreover, captions mentioning Image x coordinate
refer to The x image coordinate of the projection of a single fixture on the image. Similarly,
World x coordinate refer to The measured x world coordinate of a single fixture on the world.
Finally, the error is always forced on the fixture located at (0.7935,−2.7, 0.5935), both when
applied to the projection coordinates and the world coordinates.

38



0

0.6

0.4

0.2

1

X (m)

0

-0.2 -0.6
-0.4

P
o
s
it
io

n
 e

s
ti
m

a
ti
o
n
 e

rr
o
r 

(m
)

10-3

Z (m)

-0.2-0.4
0

0.2

2

-0.6
0.4

0.6

3

(a) θ = (90, 0, 0), mean=1.1 mm

0

0.6

1

0.4

0.2 -0.6

2

X (m)

-0.40
-0.2

Z (m)

-0.2

P
o
s
it
io

n
 e

s
ti
m

a
ti
o
n
 e

rr
o
r 

(m
)

10-3

0

3

0.2-0.4
0.4

-0.6
0.6

4

5

(b) θ = (90, 20, 0), mean=1.4 mm

0

0.6
-0.60.4

1

-0.4
0.2

-0.2

X (m)

0

Z (m)

0

2

-0.2 0.2
-0.4

P
o
s
it
io

n
 e

s
ti
m

a
ti
o
n
 e

rr
o
r 

(m
)

10-3

0.4
-0.6

3

0.6

4

5

(c) θ = (70, 0, 0), mean=1.50 mm

-0.6

-0.40

-0.20.6

Z (m)

0.4

1

0
0.2

X (m)

0.2
0

2

0.4-0.2
-0.4

P
o
s
it
io

n
 e

s
ti
m

a
ti
o
n
 e

rr
o
r 

(m
)

10-3

0.6
-0.6

3

4

5

(d) θ = (70, 20, 0), mean=1.6 mm

Figure 4.2: Position estimation error along the ground surface. The camera orientation is constant
in each situation, as indicated in the corresponding caption. The obtained mean value
for the error is also given.

In Fig. 4.2 the impact of the pixel rounding in the position estimation error is presented.
In all these situations, the camera orientation was kept constant (facing upwards) and its
position was changed along a grid on the ground surface. the only error present, besides the
position estimation algorithm itself, is the pixel rounding. As such, the positioning error is
quite small, being always in the order of millimetres. Considering that the real camera has a
resolution of 5184 px × 3880 px, the pixel rounding error was expected to be quite low, as can
be verified in the figure. Moreover, we can see that increasing the angle between the fixtures
plane and the image plane increases the average error (Fig. 4.2b and 4.2c). This effect is
as expected, since the increase in the angle difference also leads to perspective distortion.
This effect also translates into each pixel corresponding to a larger area on the fixtures plane,
effectively decreasing the spatial resolution for the same plane when captured by the camera.
Finally, increasing the angle difference in both axis has an even more profound impact on the
error, since the perspective distortion increases even further (Fig. 4.2d).

In the next series of results, the impact of forcing an error on the aforementioned parameters
on the position estimation error is presented. In Fig. 4.3, the camera angle was kept constant,
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Figure 4.3: Impact of the error sources on the final position estimation, keeping the camera angle
constant, with θ = (90, 0, 0). In each plot, five different camera positions along the x
axis are tested, as indicated in each legend. The parameter where the error is forced is
indicated in each caption.

facing upwards. In every situation, as expected, increasing the forced error on each parameter
increases the final position estimation error. However, this increase is linear when forcing an
error on the image coordinates and non-linear on the world coordinates. Moreover, we can
observe that the camera location has no direct correlation with the final error. This makes
sense when comparing with Fig. 4.2a: the error variation with the camera position follows the
almost-random pattern found in the first images. Regarding the impact between both axis,
the small difference is expected, considering that the fixtures are not arranged in a square, but
rather a rectangle. Finally, we can observe that a small error in the fixtures world location
measurement yields a large error in the final value, with a deviation of 50 cm causing a final
error of more than 2 m.

In Fig. 4.4, similarly to Fig. 4.3, the impact of forcing an error on both parameters is
presented. In this situation, however, the camera position is kept constant at the center of
the referential and the angle is varied. Generally, the results are similar to the previous figure.
Fig. 4.4a and 4.4b display a behaviour similar to the previous scenario: the orientation of
the camera has no direct correlation with estimation error that arises from the error forcing
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Figure 4.4: Impact of the error sources on the final position estimation, keeping the camera position
constant, at C = (0, 0, 0). In each plot, four different camera orientations around the x
axis are tested, as indicated in each legend. The parameter where the error is forced is
indicated in each caption.

in the image coordinate. For the forced error in the world coordinates (Fig. 4.4c and 4.4d),
this phenomenon is visible even more clearly, as the lines between the multiple angles almost
completely overlap. The same non-linear pattern observed in Fig. 4.3 is present and the
magnitude of the final error is similar. We can also observe more clearly that the world
coordinates error impact is larger when along the z axis (Fig. 4.4d) than along the x axis
(Fig. 4.4d). This, again, might me due to the non-square disposition of the fixtures.

In Fig. 4.5, the same parameters are, again, tested, but with the camera placed 1m above
the ground. As would be expected from intuition, the magnitude of the errors decreases in
both situations. The remaining effects are extremely similar to the previous observations, with
the angle variation still having no evident correlation with the error. Interestingly, the impact
of the error forcing seems to vary linearly with the distance between the camera and the
fixtures. For a deviation of 1 m in the measurement of the world coordinates of the fixtures,
the final error is around 1 m, as opposed to around 2 m in the previous scenario.

As a final remark, we can conclude that errors in the measurement of the fixtures position
in the world are the critical factor for the error in the positioning. Even though we can
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Figure 4.5: Impact of the error sources on the final position estimation, with the camera placed 1 m
above the ground, at C = (0,−1, 0). In each plot, four different camera orientations
around the x axis are tested, as indicated in each legend. The parameter where the error
is forced is indicated in each caption.

not directly compare the error in pixels with the error in meters, it can be concluded that,
for commercial spaces, we can expect several centimetres of error in the measurement of
the fixtures world location, whereas the detection in the image can be expected to be quite
accurate. In the same manner, even with the tested deviation of 20 px in the detected image
coordinate the final error still remains in the order of centimetres, which further proves the
lower impact of eventual errors in the image processing.
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CHAPTER 5
Complete positioning system

This chapter focuses on the complete positioning system. The developed software is presented
and an explanation for each step is given. Finally, the experimental results are discussed.

5.1 System overview

The complete developed positioning system is summarised with a block diagram in Fig. 5.1.
As explained throughout this dissertation, the system receives a single photograph as the
input and, from there, calculates the camera position. As mentioned in Chapter 2, the camera
orientation is also calculated but, since we are building a positioning system, this component
is discarded.

Despite not evidenced in the diagram, similarly to the previous simulations, it is assumed
to be previously known to the system:

• The camera matrix of intrinsic parameters;
• The fixtures coordinates in the world;
• The association between the ID transmitted by each fixture and the corresponding

coordinates.
Each component of the system is explained in the following sections. Despite the results

being presented at the end, intermediate experimental values are given to illustrate the
developed algorithm.
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Figure 5.1: Block diagram of the complete positioning system.

5.2 Detecting the fixtures

Since we have no interest in color information, before any operation is done, the original image
is converted to grayscale. As such, from now on, when referring to the original image, the
grayscale version is considered.

The first step in the algorithm is the detection of the fixtures in the image. In order to do
this, an initial filtering is applied to the image. This filtering consists in applying a binary
threshold and two consecutive morphological operations: dilation and erosion. Since each
fixture is captured as a series of black and white strips, the goal of this process is to eliminate
those strips and transform each fixture into a filled circle.

The binary threshold is necessary because, by definition, morphological operations can
only be applied to binary images. Considering that the images captured in this scenario have
an almost-black background and the fixtures, as a result of the direct LOS, appear as almost
pure white, a middle value of 100 was chosen for the threshold (considering 0 to be black
and 255 to be white). Regarding the morphological transformations, an elliptical kernel with
16 px × 16 px was chosen. This value was calibrated experimentally but it is important to
note that, since the fixtures are typically quite spaced in the image, a larger kernel should not
be a problem and, as such, the best option is to err to the large side, rather that the small.
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An example result of all these operations, including the two morphological transformations, is
visible in Fig. 5.2.

Figure 5.2: Fixture before (left) and after (right) the initial filtering.

After the filtering, a circular blob detector was employed to detect the resulting circular
shapes in the image. This was done with OpenCV’s SimpleBlobDetector. The parameters
for the detector were, again, calibrated by experimentation. After applying the detector, a
series of resulting region of interests (ROIs) are obtained. The original image is then cropped
according to these regions, hence isolating each fixture. An example result of the fixture
detection is shown in Fig. 5.3. In it we can observe the detected ROI highlighted on top of
the original image, as a red circle.

Figure 5.3: Fixture detection example.

5.3 Finding the binary threshold and bit width

After the multiple fixtures are cropped into several ROIs, each one is decoded individually.
The first step in this process is, again, the binarization of the region. The binarization process
described above, applied to the complete image, may not have the ideal threshold for each
fixture. As such, an individual value is calculated for each region, in order to reduce, as much
as possible, the number of wrongly decoded situations.

The first step in this process is to reduce each row in the region to a single value. This is
done with an averaging of the grayscale values in each row. It is important to note that this

45



operation takes into consideration the binary masks obtained previously to distinguish, inside
each row, the values belonging to the detected fixture from those belonging to the background.
With these averages, an histogram of the resulting row average intensity values is calculated,
as displayed in Fig. 5.4.

Figure 5.4: Histogram used to calculate the optimal threshold for the fixture binarization.

From this histogram, the two largest peaks are extracted, which should correspond to
the average intensity value for the black and white lines. The considered threshold for the
binarization is the mean value between these two peaks.

After the binarization of each region, we have to find the width of each received symbol.
Before explaining this process, it is important to remember that the fixtures transmit the ID
with Manchester coding, meaning that, in the resulting bitstream, we never find more that
two consecutive ones or zeros. This means that we can only have two line widths: 1 bit or 2
bits. Taking this particularity into consideration, the width of each black and white line is
extracted. With these values, two separate histograms are calculated, one for the black lines
and another for the white ones. An example of these histograms is visible in Fig. 5.5.

Figure 5.5: Histogram used to calculate the bit width for each fixture.

The reason for having two separate histograms for the black and white strips is because
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the while lines have a bleeding effect, causing them to be larger than the black ones for a
single bit. This effect, as introduced in Chapter 2, arises from the fact that, on a typical
camera, the exposure time for each row in the picture slightly overlaps the adjacent ones,
thus rendering the white regions larger than the black ones. In each of these histograms, on a
typical scenario, we find two peaks: one from strips representing a single bit and another for
strips representing two consecutive bits received. From these peaks, the mean value between
them is considered as the optimal threshold for deciding if each of the lines extracted earlier
represents one or two bits. After this, since we already know if the line in question corresponds
to zeros or ones (given that black corresponds to zero and white corresponds to one), we can
extract a bitstream from each fixture. A visual representation of an extracted bitstream is
presented in Fig. 5.6.

Figure 5.6: Bitstream extracted from a single fixture. The narrow lines on the right represent a
single bit detected and the large lines represent two consecutive bits.

5.4 Manchester and ID decoding

After successfully decoding the bitstream in each fixture, the next step is to decode the
Manchester code to obtain the original frame. As a reminder, when a message is coded using
Manchester, a 0 is converted into 1-0 and a 1 into 0-1 (the reverse situation is also possible, but
this was the polarity chosen in this work). As such, in the decoding process, a 0-1 transition
corresponds to a 1 and a 1-0 transition to a 0. Since we have no guarantee about the phase at
which we receive the message and given that each pair of received bits correspond to a single
decoded bit, we have to consider the possibility of receiving the message at the middle of a
transmitted symbol. In order to overcome this situation, we simply test the two situations: we
start by assuming that the reception started at the beginning of a symbol; if, while decoding,
we find a sequence of 1-1 or 0-0, it means that our original assumption was wrong and the
process is started again, this time discarding the first received bit. If the message was received
without errors, one of these situations yields a successfully decoded message. If both of them
result in an error, the fixture is classified as invalid.
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Given that the fixture is constantly transmitting the same ID, we must have a mechanism
to identify the boundaries of the bits representing that same value. In order to do this, the
transmitted ID value is packed into a frame, formed by:

• A preamble: 3 consecutive bits with values 1-1-1
• The ID: 4 bits
• A postamble: 2 consecutive bits with values 0-0

This configuration allows us to, in most situations, unequivocally identify the received ID by
finding a matching frame inside the received bitstream. If the frame can not be found, the
fixture is classified as invalid. Finally, the decoded ID can be associated with the corresponding
world coordinates for the fixture, previously stored in a database.

5.5 Position calculation

Assuming that the previously described process resulted in a successfully decoded ID for at
least four fixtures, the only remaining step it to pass the correspondences between the image
and world coordinates for each fixture to the solvePnP function, as described in the previous
chapter. Again, the camera intrinsic parameters is assumed to be previously known and
already stored, since it only has to be calibrated once.

5.6 Experimental setup

A photograph and description of the experimental setup is visible in Fig. 5.7. It consists of four
modulated LED fixtures, placed at a distance of 2.7 m from the floor, with a nominal value of
18 W each. Their centers are located at (0.7935, -2.7, 0.5935), (0.7935, -2.7, -0.5935), (-0.7935,
-2.7, -0.5935) and (-0.7935, -2.7, 0.5935), all in metres. The origin of the world referential
was placed at the geometrical center of the rectangle formed by the four fixtures. For the
acquired results, the fixtures were modulated using OOK with a duty-cycle of 50%. The
implementation details for the fixture driver circuits, as highlighted in the introduction, are
out of the scope of this work, since this setup is the result of another dissertation, conducted
in parallel with this one.

The camera used to acquire the images was the frontal camera included in the smartphone
Xiaomi Mi A2. A diagram evidencing the coordinate system for the smartphone camera is
present in Fig. 5.8. The maximum resolution of the camera was used, with an image size of
5184 px × 3880 px. The camera ISO setting was kept at 1600 and the exposure was reduced,
in each situation, to the lowest possible value. The camera intrinsic parameters were obtained
using the calibration program included in the OpenCV library [42]. The resulting camera
matrix of intrinsic parameters was:

M =


3912 0 0 2592

0 3912 0 1940
0 0 1 0

 (5.1)
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Figure 5.7: Experimental setup used to test the system.

Figure 5.8: Coordinate system for the smartphone camera.

Finally, the fixtures were modulated at a frequency of 10 kHz. This value was obtained
through experimentation and was the highest frequency at which the messages were still
received correctly in most pictures taken.
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5.7 Positioning error results

The complete positioning system was tested using the described setup and smartphone camera,
by testing it with photographs taken along a grid placed on the floor surface. The camera
orientation was kept at θ = (90, 0, 0)◦. The obtained positioning error is presented in Fig. 5.9.
One of the photographs taken for a single position is visible in Fig. 5.10.
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Figure 5.9: Experimental results for the position error. The camera was kept at a constant angle,
with θ = (90, 0, 0)◦.

From these results, we can observe that the error remains under 10 cm, which is considered
a good accuracy for the system in question. Moreover, the average error obtained was 7.8 cm
which, again, corresponds to a relatively high positioning accuracy.

In Fig. 5.11 we can observe the difference between the camera location points and the
estimated positions. As can be observed, the estimated positions were always placed at around
6 cm from the floor level. Furthermore, the configuration of the estimated positions seems
considerably regular, as opposed to random, indicating a systematic error source. This might
suggest errors in the measurements of the setup, particularly in the placement of the grid on
the floor. The difference in the y axis, however, might suggest an error in the measurement of
the fixtures position in the world.

As a final remark, if we consider that the positioning error originates only as a result of
errors in the measurements of the fixtures world coordinates, the 8 cm average error would
correspond to roughly a 2 cm error in those measurements, according to the plots obtained
in the previous chapter. This error magnitude in the fixture world coordinates would be
perfectly acceptable for a system with the described dimensions. If such assumption is correct,
it further highlights the fact that the accuracy of the system is mainly limited by the same
measurement, as previously speculated in the last chapter.
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Figure 5.10: Sample photograph acquired in the practical tests. The camera was placed at the origin
of the world referential, with θ = (90, 0, 0)◦.
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Figure 5.11: Difference between the real (blue) and estimated (orange) camera positions, as seen
from top and both sides.
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CHAPTER 6
Conclusions

This chapter presents final remarks on the work developed. The results obtained are reflected
upon and possible future work is discussed.

6.1 Results discussion

This dissertation started with an introduction to the general problem of indoor positioning.
After that, an introductory view of camera-based systems for this purpose was given, in
Chapter 2. In it, the concept of using a camera for such a task was explained, with general
remarks about its particularities.

Going further, Chapter 3 presented the mathematical tools involved in the process, detailing
the camera geometrical model and the expressions associated with it. As a result, a simulation
was developed with the objective of testing and employing those same expressions in order
to generate simulated photographs, given the scene parameters — the camera position and
orientation and the multiple fixtures position in the world. The photos presented there were
used to anticipate the camera’s field of view and, therefore, infer the possible test regions
for the experimental results. Furthermore, the impact of changing the camera’s position and
orientation on the final acquired picture was analysed, anticipating, again, the experimental
scenarios.

In Chapter 4, the impact of introducing error in the system was studied. As such, another
simulation was developed, joining the expressions presented in Chapter 3 with the chosen
position estimation algorithm. Through the simulation, the final position estimation accuracy
was studied, by considering the pixel rounding effect and forcing error intervals on two
parameters — the known world location of the multiple fixtures and the image coordinates
at which those same fixtures are detected. The results produced by this simulation allowed
us to analyse the impact of error in these same parameters, providing a general idea of the
main causes for deviations in the final position estimation, on a real system. Finally, the
magnitude of the error introduced by the multiple parameters was also inferred, providing
further insights regarding the expected final accuracy observed in the experimental results.
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In Chapter 5, the complete system for performing indoor positioning with a camera was
presented. Its purpose is to calculate the camera position from a single input photograph,
provided that a minimum of four fixtures are visible in the image. Furthermore, the fixture
identification was done by modulating an unique ID through OOK and Manchester for each
one. Similarly, the developed system also included steps for performing the ID extraction.
The multiple system blocks were explained, with experimental results illustrating each step.
Finally, experimental results were gathered and analysed.

The implemented positioning system yielded valid and reasonably accurate results, with an
average positioning error of 7.8 cm. This value was considered quite satisfactory, particularly
given the dimensions of the practical setup and the typical required accuracy for an IPS.
Moreover, through the comparison of these results with the ones from Chapter 4, the sources
of error in the experimental results were reflected upon. Through this process, the obtained
accuracy was considered reasonable and justified for the scenario in question, specially when
compared with the predicted positioning errors in the aforementioned results.

6.2 Future work

The work contained in this dissertation, by itself, proved the feasibility of a complete camera-
based indoor positioning system, including the usage of existing LEDs for serving both the
illumination and ID transmission purposes, the unconstrained camera coordinates and the
usage of a typical smartphone camera as the receiver. Regardless of this, a number of possible
future improvements and extensions for this work were identified.

The first one is performing tests in larger spaces. Despite this dissertation having results
for a room-sized system, the acquisition area was still quite small, mainly given the fact that
only four light fixtures were available, severely limiting the testing surface. Furthermore,
testing different fixture placement configurations would also be interesting, particularly given
the variety of light fixture placement possibilities found in most commercial spaces.

Regarding the algorithm, despite being functional, not all acquired photographs were
successfully interpreted, due to errors in the decoding of the ID for each fixture. Despite
limitations imposed by the used camera, it was still visible in the images that the implemented
algorithm has margin for improvement, which would provide a more robust decoding process.

Another interesting future development would be to implement this system directly on a
smartphone, through a custom-made application. Besides rendering the results acquisition
a more straightforward process, variables such as processing time could be measured. The
possibility of performing real-time tests is also appealing.

Finally, the usage of a custom-made application would also provide the possibility of
incorporating the smartphone’s IMU into the algorithm, eventually increasing its accuracy
through sensor fusion techniques. Moreover, with such an improvement, the system could
also be improved to be able to estimate a position even when less than four light fixtures are
visible in the photograph. Such addition would increase the versatility and the number of
possible test scenarios for this type of system.
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