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#### Abstract

The fractional variational problem of Herglotz type for the case where the Lagrangian depends on generalized fractional derivatives, the free endpoints conditions, and a real parameter is studied. This type of problem generalizes several problems recently studied in the literature. Moreover, it allows us to unify conservative and non-conservative dynamical processes in the same model. The dependence of the Lagrangian with respect to the boundaries and a free parameter is effective and transforms the standard Herglotz's variational problem into a problem of a different nature. Published under license by AIP Publishing. https://doi.org/10.1063/5.0021373


## I. INTRODUCTION

The variational problem of Herglotz was introduced by Herglotz in $1930^{17}$ and constitutes an important generalization of the classical variational problem. In addition, one of the advantages of this type of problems is that the corresponding variational principle, known as Herglotz's variational principle, unifies conservative and non-conservative processes into the same dynamical model. The variational problem proposed by Herglotz can be formulated as follows:

Problem $\left(\mathcal{P}_{\mathcal{H}}\right)$ : Determine trajectories $x \in C^{2}([a, b], \mathbb{R})$ and functional $z \in C^{1}([a, b], \mathbb{R})$ that extremize (maximize or minimize) the value

$$
z(b)
$$

where $(x, z)$ satisfies

$$
\dot{z}(t)=L(t, x(t), \dot{x}(t), z(t)), \quad t \in[a, b],
$$

and

$$
z(a)=\gamma, \quad x(a)=\alpha, \quad x(b)=\beta,
$$

for some fixed $\gamma, \alpha, \beta \in \mathbb{R}$, and the Lagrangian $L$ satisfies given regularity conditions.
It is worth mentioning that if the Lagrangian $L$ does not depend on $z$, problem $\left(\mathcal{P}_{\mathcal{H}}\right)$ reduces to the well-known problem of the calculus of variations,

$$
z(b)=\int_{a}^{b} \tilde{L}(t, x(t), \dot{x}(t)) d t \longrightarrow e x t r
$$

where

$$
\tilde{L}(t, x(t), \dot{x}(t))=L(t, x(t), \dot{x}(t))+\frac{\gamma}{b-a} .
$$

Herglotz proved that a necessary condition for a pair $(x, z)$ to be a local extremizer of problem $\left(\mathcal{P}_{\mathcal{H}}\right)$ is given by the following generalized Euler-Lagrange equation: ${ }^{17}$

$$
\begin{array}{r}
\partial_{2} L(t, x(t), \dot{x}(t), z(t))-\frac{d}{d t} \partial_{3} L(t, x(t), \dot{x}(t), z(t)) \\
+\partial_{4} L(t, x(t), \dot{x}(t), z(t)) \cdot \partial_{3} L(t, x(t), \dot{x}(t), z(t))=0, \quad t \in[a, b] \tag{1}
\end{array}
$$

where $\partial_{i} L$ denotes the partial derivative of $L$ with respect to its $i$ th-coordinate. Clearly, if the Lagrangian function $L$ does not depend on the variable $z$, then we get the classical Euler-Lagrange equation (see Ref. 11),

$$
\begin{equation*}
\partial_{2} L(t, x(t), \dot{x}(t))-\frac{d}{d t} \partial_{3} L(t, x(t), \dot{x}(t))=0, \quad t \in[a, b] \tag{2}
\end{equation*}
$$

Although the generalized variational problem was introduced in 1930, only after 1996, with the publications ${ }^{15,16,27}$ of Guenther and his collaborators, it has gained increasing attention from the scientific community. Since then, many important results from the classical calculus of variations have been generalized for the variational problem of Herglotz (see Refs. 1, 3, 13, 14, 22, 34, 35, 37, and 38 and references therein).

In this paper, we focus our attention to variational problems of Herglotz type in the context of fractional calculus. Fractional calculus deals with integrals and derivatives of any positive real order and, therefore, constitutes a generalization of the classical calculus. Many wellknown mathematicians such as Leibniz, Euler, L'Hopital, Riemann, Lioville, and Lacroix worked on the theory of fractional calculus. Although its birth goes back to the end of the XVIIth century, fractional calculus has achieved remarkable progress only in the last decades, mainly with the applicability of such operators in diverse research areas, such as physics, mechanics, biology, medicine, and economics. ${ }^{12,19,21,28,36}$

In the literature, there are many different definitions of fractional derivatives. The Riemann-Liouville, the Caputo, the Hadamard, and the Erdélyi-Kober derivatives are some of the most important ones. In this paper, we consider two recent notions of fractional derivatives that generalize the ones mentioned above: the Caputo and Riemann-Liouville fractional derivatives with respect to another function (see Refs. 5 and 32 , respectively).

The fractional calculus of variations, which combines the calculus of variations and fractional calculus, was initiated in $1996^{29,30}$ and has gained a lot of attention from the scientific comunity because it allows a more accurate description of some physical phenomena. In these two papers, F. Riewe obtained a version of the Euler-Lagrange equations for problems of the calculus of variations with fractional derivatives, combining the conservative and non-conservative cases. Since then, the study of fractional calculus of variations is a subject of current strong research (see, e.g., Refs. 2, 4, 6, 20, and 24 and references therein). For an overview on the subject, we refer to the recent books. ${ }^{8,23,25}$

Based on the aspects as stated above, our motivation is to study the variational problems of Herglotz type for problems where the Lagrangian depends on fractional derivatives with respect to another function. Moreover, we will consider the more general case in which the Lagrangian also depends on the free endpoint conditions and a real parameter, creating what we call non-standard fractional Herglotz's variational problems. This new type of generalized variational problems allows us to obtain new results that generalize several important results recently published in the literature. For the importance of the Lagrangian dependence of a real parameter and the free endpoint conditions, we refer to physical problems ${ }^{18}$ and to economics problems, ${ }^{39}$ respectively. This dependency is effective and transforms the standard fractional Herglotz's variational problem ${ }^{3,37}$ into a problem of a different nature.

This paper is structured as follows. In Sec. II, we recall the basic definitions and results from fractional calculus that are needed in the paper. In Sec. III, we present our main results. First, we prove the fractional variational principle for non-standard problems of Herglotz type, with and without fixed boundary conditions. Then, we generalize this variational principle for problems with time delay, with higher-order fractional derivatives, and with several independent variables. We finalize our work with two illustrative examples.

## II. PRELIMINARIES

For the convenience of the reader, we recall some basic concepts and preliminary results on fractional calculus, needed in the sequel. For a comprehensive knowledge of fractional calculus, we refer the reader to the books. ${ }^{31,32}$ As usual, $\Gamma$ represents the Gamma function, and [ $\alpha$ ] denotes the integer part of $\alpha \in \mathbb{R}$.

Definition 2.1 (Riemann-Liouville fractional integrals with respect to another function). ${ }^{32}$ Let $\alpha \in \mathbb{R}^{+}, \psi \in C^{1}([a, b], \mathbb{R})$ be a function such that $\dot{\psi}(t)>0$, for all $t \in[a, b]$, and $x:[a, b] \rightarrow \mathbb{R}$ be an integrable function. The left and right sided Riemann-Liouville fractional integrals of $x$ with respect to $\psi$, of order $\alpha$, are defined as

$$
\left(I_{a^{+}}^{\alpha, \psi} x\right)(t):=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \dot{\psi}(\tau)(\psi(t)-\psi(\tau))^{\alpha-1} x(\tau) d \tau, \quad t>a,
$$

and

$$
\left(I_{b^{-}}^{\alpha, \psi} x\right)(t):=\frac{1}{\Gamma(\alpha)} \int_{t}^{b} \dot{\psi}(\tau)(\psi(\tau)-\psi(t))^{\alpha-1} x(\tau) d \tau, \quad t<b
$$

respectively.
We remark that under some additional assumptions,

$$
I_{a^{+}}^{\alpha, \psi} x=I_{b^{-}}^{\alpha, \psi} x=x, \quad \text { as } \quad \alpha \rightarrow 0^{+} .
$$

It is worth mentioning that the Riemann-Liouville, the Hadamard, and the Erdélyi-Kober fractional integrals are obtained when we consider $\psi(t)=t, \psi(t)=\ln (t)$, and $\psi(t)=t^{\sigma}(\sigma>0)$, respectively.

Definition 2.2 (Riemann-Liouville fractional derivatives with respect to another function). ${ }^{32}$ Let $\alpha \in \mathbb{R}^{+}, \psi \in C^{n}([a, b], \mathbb{R})$ be a function such that $\dot{\psi}(t)>0$, for all $t \in[a, b]$, and $x:[a, b] \rightarrow \mathbb{R}$ be an integrable function. The left and right sided Riemann-Liouville fractional derivatives of $x$ with respect to $\psi$, of order $\alpha$, are given by the formulas

$$
\left(D_{a^{+}}^{\alpha, \psi} x\right)(t):=\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n}\left(I_{a^{+}}^{n-\alpha, \psi} x\right)(t), \quad t>a,
$$

and

$$
\left(D_{b^{-}}^{\alpha, \psi} x\right)(t):=\left(-\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n}\left(I_{b^{-}}^{n-\alpha, \psi} x\right)(t), \quad t<b
$$

where $n=[\alpha]+1$.
If we interchange the order of the classical derivative with the fractional integral, we obtain the definition of the Caputo fractional derivatives with respect to another function.

Definition 2.3 (Caputo fractional derivatives with respect to another function). ${ }^{5}$ Let $\alpha \in \mathbb{R}^{+}$and $n \in \mathbb{N}$ be defined by $n=[\alpha]+1$ if $\alpha \notin \mathbb{N}$ and $n=\alpha$ if $\alpha \in \mathbb{N}$. Given two functions $x, \psi \in C^{n}([a, b], \mathbb{R})$, with $\dot{\psi}(t)>0$, for all $t \in[a, b]$, the left and right sided Caputo fractional derivatives of $x$ with respect to $\psi$, of order $\alpha$, are defined as

$$
\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t):=\left(I_{a^{+}}^{n-\alpha, \psi}\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n} x\right)(t), \quad t>a,
$$

and

$$
\left({ }^{C} D_{b^{-}}^{\alpha, \psi} x\right)(t):=\left(I_{b^{-}}^{n-\alpha, \psi}\left(-\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n} x\right)(t), \quad t<b,
$$

respectively.
Remark 1. We remark that

1. if $\alpha=m \in \mathbb{N}$, then $\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t)=\left(D_{a^{+}}^{\alpha, \psi} x\right)(t)=\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{m} x(t)$ and $\left({ }^{C} D_{b^{-}}^{\alpha, \psi} x\right)(t)=\left(D_{b^{-}}^{\alpha, \psi} x\right)(t)=\left(-\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{m} x(t)$;
2. if $\alpha \in \mathbb{R}^{+} \backslash \mathbb{N}$, then

$$
\left(D_{a^{+}}^{\alpha, \psi} x\right)(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n} \int_{a}^{t} \dot{\psi}(\tau)(\psi(t)-\psi(\tau))^{n-\alpha-1} x(\tau) d \tau
$$

and

$$
\left(D_{b^{-}}^{\alpha, \psi} x\right)(t)=\frac{1}{\Gamma(n-\alpha)}\left(-\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n} \int_{t}^{b} \dot{\psi}(\tau)(\psi(\tau)-\psi(t))^{n-\alpha-1} x(\tau) d \tau ;
$$

3. if $\alpha \in \mathbb{R}^{+} \backslash \mathbb{N}$, then

$$
\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \dot{\psi}(\tau)(\psi(t)-\psi(\tau))^{n-\alpha-1}\left(\frac{1}{\dot{\psi}(\tau)} \frac{d}{d \tau}\right)^{n} x(\tau) d \tau
$$

and

$$
\left({ }^{C} D_{b^{-}}^{\alpha, \psi} x\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{t}^{b} \dot{\psi}(\tau)(\psi(\tau)-\psi(t))^{n-\alpha-1}\left(-\frac{1}{\dot{\psi}(\tau)} \frac{d}{d \tau}\right)^{n} x(\tau) d \tau
$$

4. the Riemann-Liouville, the Hadamard, and the Erdélyi-Kober fractional derivatives are obtained from the operators $D_{a^{+}}^{\alpha, \psi} x$ and $D_{b^{-}}^{\alpha, \psi} x$ when we consider $\psi(t)=t, \psi(t)=\ln (t)$, and $\psi(t)=t^{\sigma}(\sigma>0)$, respectively, while the right and left Caputo derivatives are obtained from ${ }^{C} D_{a^{+}}^{\alpha, \psi} x$ and ${ }^{C} D_{b^{-}}^{\alpha, \psi} x$ when $\psi(t)=t$, respectively.

To finalize this section, we present the integration by parts formula that plays a crucial role in deriving the generalized Euler-Lagrange equations. For more details on $\psi$-Caputo fractional derivatives, we refer to Ref. 5 .

Theorem 2.4. (Ref. 5). Let $x \in C([a, b], \mathbb{R})$ and $y, \psi \in C^{n}([a, b], \mathbb{R})$ be two functions, with $\dot{\psi}(t)>0$, for all $t \in[a, b]$. Then,

$$
\begin{aligned}
\int_{a}^{b} x(t) & \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} y\right)(t) d t=\int_{a}^{b} y(t) \cdot\left(D_{b^{-}}^{\alpha, \psi} \frac{x}{\dot{\psi}}\right)(t) \dot{\psi}(t) d t \\
& +\left[\sum_{k=0}^{n-1}\left(-\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{k}\left(I_{b^{-}}^{n-\alpha, \psi} \frac{x}{\dot{\psi}}\right)(t) \cdot\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n-k-1} y(t)\right]_{t=a}^{t=b}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{a}^{b} x(t) \cdot & \left({ }^{C} D_{b^{-}}^{\alpha, \psi} y\right)(t) d t=\int_{a}^{b} y(t) \cdot\left(D_{a^{+}}^{\alpha, \psi} \frac{x}{\dot{\psi}}\right)(t) \dot{\psi}(t) d t \\
& +\left[\sum_{k=0}^{n-1}(-1)^{n-k}\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{k}\left(I_{a^{+}}^{n-\alpha, \psi} \frac{x}{\dot{\psi}}\right)(t) \cdot\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right)^{n-k-1} y(t)\right]_{t=a}^{t=b} .
\end{aligned}
$$

## III. MAIN RESULTS

In this section, we prove necessary optimality conditions for several variational problems of Herglotz type. For simplicity of presentation, we limit ourselves to the scalar case since it is obvious how to generalize all of our results for the case of vector functions $x:[a, b] \rightarrow \mathbb{R}^{n}$. From now on, let $\alpha, \beta \in] 0,1[$.

## A. Herglotz fractional variational principle

Let us consider the following fractional variational problem. In order to simplify expressions, we will use the notations

$$
\begin{aligned}
{[x, z, \zeta](t) } & :=\left(t, x(t),\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t), z(t), x(a), x(b), \zeta\right), \\
{[x, \zeta](t) } & :=\left(t, x(t),\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t), x(a), x(b), \zeta\right) .
\end{aligned}
$$

Problem $\left(\mathcal{P}_{1}\right)$ : Determine $x \in C^{1}([a, b], \mathbb{R}), z \in C^{1}([a, b], \mathbb{R})$, and $\zeta \in \mathbb{R}$ that extremize

$$
z(b)
$$

where $(x, z, \zeta)$ satisfies the differential equation

$$
\begin{equation*}
\dot{z}(t)=L[x, z, \zeta](t), \quad t \in[a, b], \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
z(a)=\gamma \tag{4}
\end{equation*}
$$

for a given $\gamma \in \mathbb{R}$. We assume that ${ }^{C} D_{a^{+}}^{\alpha, \psi} x,{ }^{C} D_{b^{-}}^{\beta, \psi} x \in C^{1}([a, b], \mathbb{R})$ and $L$ satisfies the following conditions:

1. $L:[a, b] \times \mathbb{R}^{7} \rightarrow \mathbb{R}$ is of class $C^{1}$;
2. functions $t \rightarrow \frac{\lambda(t) \cdot \partial_{3} L[x, z, \zeta](t)}{\dot{\psi}(t)}$ and $t \rightarrow \frac{\lambda(t) \cdot \partial_{4} L[x, z ;](t)}{\dot{\psi}(t)}$ are such that

$$
D_{b^{-}}^{\alpha, \psi}\left(\frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right) \quad \text { and } \quad D_{a^{+}}^{\beta, \psi}\left(\frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)
$$

exist and are continuous on $[a, b]$, for all admissible triplet $(x, z, \zeta)$, where

$$
\begin{equation*}
\lambda(t):=e^{-\int_{a}^{t} \partial_{5} L[x, z, \zeta](s) d s}, \quad t \in[a, b] . \tag{5}
\end{equation*}
$$

Remark 2. We remark that

1. from (3), it follows that $z$ depends on $t, x$, and $\zeta$, but to make the notation simpler, we write $z(t)$ instead of $z[x, \zeta](t)$;
2. if the Lagrangian $L$ does not depend on $z$, like in the classical variational problem, $\lambda(t)=1$ for all $t \in[a, b]$.

Theorem 3.1 (Non-standard Herglotz's fractional variational principle and natural boundary conditions). If $(x, z, \zeta)$ is a solution of problem $\left(\mathcal{P}_{1}\right)$, then $(x, z, \zeta)$ satisfies the fractional Euler-Lagrange equation

$$
\begin{equation*}
\lambda(t) \cdot \partial_{2} L[x, z, \zeta](t)+D_{b^{-}}^{\alpha, \psi}\left(\frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)+D_{a^{+}}^{\beta, \psi}\left(\frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)=0, \tag{6}
\end{equation*}
$$

for all $t \in[a, b]$ and

$$
\begin{equation*}
\int_{a}^{b} \lambda(t) \cdot \partial_{8} L[x, z, \zeta](t) d t=0 \tag{7}
\end{equation*}
$$

Moreover,

1. if $x(a)$ is free, then $(x, z, \zeta)$ satisfies the following condition:

$$
\begin{equation*}
\int_{a}^{b} \lambda(t) \cdot \partial_{6} L[x, z, \zeta](t) d t=\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right)(a)-\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)(a), \tag{8}
\end{equation*}
$$

2. if $x(b)$ is free, then $(x, z, \zeta)$ satisfies the following condition:

$$
\begin{equation*}
\int_{a}^{b} \lambda(t) \cdot \partial_{7} L[x, z, \zeta](t) d t=\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)(b)-\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right)(b) . \tag{9}
\end{equation*}
$$

Proof. Suppose that $(x, z, \zeta)$ is a solution of problem $\left(\mathcal{P}_{1}\right)$, and let $\eta \in C^{1}([a, b], \mathbb{R})$, such that its Caputo fractional derivatives are continuously differentiable, and $\Delta \zeta \in \mathbb{R}$ be arbitrary. Define $\varphi:[a, b] \rightarrow \mathbb{R}$ by

$$
\varphi(t)=\left.\frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](t)\right|_{\varepsilon=0}
$$

Since $z(a)$ is fixed, it is clear that $\varphi(a)=0$. Define

$$
\begin{equation*}
f(\varepsilon)=z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](b) . \tag{10}
\end{equation*}
$$

Since $z(b)$ is a local extremum, we conclude that 0 is a local extremizer of $f$ and, therefore,

$$
\varphi(b)=\left.\frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](b)\right|_{\varepsilon=0}=\dot{f}(0)=0 .
$$

Observe that

$$
\begin{aligned}
\dot{\varphi}(t)= & \left.\frac{d}{d t} \frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](t)\right|_{\varepsilon=0} \\
= & \left.\frac{d}{d \varepsilon} \frac{d}{d t} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](t)\right|_{\varepsilon=0} \\
= & \partial_{2} L[x, z, \zeta](t) \cdot \eta(t)+\partial_{3} L[x, z, \zeta](t) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t)+\partial_{4} L[x, z, \zeta](t) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t) \\
& +\left.\partial_{5} L[x, z, \zeta](t) \cdot \frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](t)\right|_{\varepsilon=0}+\partial_{6} L[x, z, \zeta](t) \cdot \eta(a) \\
& +\partial_{7} L[x, z, \zeta](t) \cdot \eta(b)+\partial_{8} L[x, z, \zeta](t) \cdot \Delta \zeta \\
= & \partial_{2} L[x, z, \zeta](t) \cdot \eta(t)+\partial_{3} L[x, z, \zeta](t) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t)+\partial_{4} L[x, z, \zeta](t) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t) \\
& +\partial_{5} L[x, z, \zeta](t) \cdot \varphi(t)+\partial_{6} L[x, z, \zeta](t) \cdot \eta(a)+\partial_{7} L[x, z, \zeta](t) \cdot \eta(b)+\partial_{8} L[x, z, \zeta](t) \cdot \Delta \zeta,
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& \dot{\varphi}(t)-\partial_{5} L[x, z, \zeta](t) \cdot \varphi(t) \\
& =\partial_{2} L[x, z, \zeta](t) \cdot \eta(t)+\partial_{3} L[x, z, \zeta](t) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t)+\partial_{4} L[x, z, \zeta](t) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t) \\
& +\partial_{6} L[x, z, \zeta](t) \cdot \eta(a)+\partial_{7} L[x, z, \zeta](t) \cdot \eta(b)+\partial_{8} L[x, z, \zeta](t) \cdot \Delta \zeta .
\end{aligned}
$$

The solution of this first-order linear differential equation is given by

$$
\begin{align*}
& e^{-\int_{a}^{t} \partial_{5} L[x, z, \zeta](s) d s} \varphi(t)-\varphi(a) \\
& =\int_{a}^{t} e^{-\int_{a}^{s} \partial_{5} L[x, z, \zeta](\tau) d \tau} \cdot\left(\partial_{2} L[x, z, \zeta](s) \cdot \eta(s)+\partial_{3} L[x, z, \zeta](s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(s)\right. \\
& +\partial_{4} L[x, z, \zeta](s) \cdot\left({ }^{C} D_{b-}^{\beta, \psi} \eta\right)(s)+\partial_{6} L[x, z, \zeta](s) \cdot \eta(a)  \tag{11}\\
& \left.+\partial_{7} L[x, z, \zeta](s) \cdot \eta(b)+\partial_{8} L[x, z, \zeta](s) \cdot \Delta \zeta\right) d s .
\end{align*}
$$

Considering $t=b$ in Eq. (11), we get

$$
\begin{aligned}
& \int_{a}^{b} \lambda(s) \cdot\left(\partial_{2} L[x, z, \zeta](s) \cdot \eta(s)+\partial_{3} L[x, z, \zeta](s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(s)+\partial_{4} L[x, z, \zeta](s) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(s)\right. \\
& \left.+\partial_{6} L[x, z, \zeta](s) \cdot \eta(a)+\partial_{7} L[x, z, \zeta](s) \cdot \eta(b)+\partial_{8} L[x, z, \zeta](s) \cdot \Delta \zeta\right) d s=0
\end{aligned}
$$

because $\varphi(a)=\varphi(b)=0$. Using fractional integration by parts (see Theorem 2.4), we get

$$
\begin{align*}
& \int_{a}^{b}\left(\lambda(s) \cdot \partial_{2} L[x, z, \zeta](s)+D_{b^{-}}^{\alpha, \psi}\left(\frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right)(s) \cdot \dot{\psi}(s)\right. \\
& \left.+D_{a^{+}}^{\beta, \psi}\left(\frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)(s) \cdot \dot{\psi}(s)\right) \eta(s) d s  \tag{12}\\
& +\left[\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right)(s) \cdot \eta(s)\right]_{s=a}^{s=b}-\left[\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)(s) \cdot \eta(s)\right]_{s=a}^{s=b} \\
& +\int_{a}^{b} \lambda(s) \cdot\left(\partial_{6} L[x, z, \zeta](s) \cdot \eta(a)+\partial_{7} L[x, z, \zeta](s) \cdot \eta(b)+\partial_{8} L[x, z, \zeta](s) \cdot \Delta \zeta\right) d s=0 .
\end{align*}
$$

Since Eq. (12) holds for all admissible variations $\eta$ and all $\Delta \zeta \in \mathbb{R}$, then, in particular, it holds for all functions $\eta$ such that $\eta(a)=\eta(b)=0$ and for $\Delta \zeta=0$, proving that

$$
\begin{aligned}
& \int_{a}^{b}\left(\lambda(s) \cdot \partial_{2} L[x, z, \zeta](s)+D_{b^{-}}^{\alpha, \psi}\left(\frac{\lambda \cdot \partial_{3} L[x, z, \zeta]}{\dot{\psi}}\right)(s) \cdot \dot{\psi}(s)\right. \\
& \left.+D_{a^{+}}^{\beta, \psi}\left(\frac{\lambda \cdot \partial_{4} L[x, z, \zeta]}{\dot{\psi}}\right)(s) \cdot \dot{\psi}(s)\right) \eta(s) d s=0 .
\end{aligned}
$$

From the arbitrariness of $\eta$, applying the fundamental lemma of the calculus of variations, we obtain (6). Restricting $\eta$ to be null, we get from (12) that

$$
\int_{a}^{b} \lambda(s) \cdot \partial_{8} L[x, z, \zeta](s) \cdot \Delta \zeta d s=0
$$

and by the arbitrariness of $\Delta \zeta$, we deduce (7).
Next, we prove the natural boundary conditions (8) and (9). To prove (8), substitute (6) and (7) into (12) and consider $\eta$ such that $\eta(a) \neq 0$ and $\eta(b)=0$. To prove (9), substitute (6) and (7) into (12) and consider $\eta$ such that $\eta(a)=0$ and $\eta(b) \neq 0$. This concludes the proof.

From Theorem 3.1 we can obtain several important corollaries. For example, if the Lagrangian $L$ does not depends on $z$, we get the following result:

Corollary 1 (Ref. 9). If the pair $(x, \zeta)$ is a local extremizer of functional

$$
\begin{equation*}
\mathcal{J}(x, \zeta):=\int_{a}^{b} L\left(t, x(t),\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t), x(a), x(b), \zeta\right)(t) d t \tag{13}
\end{equation*}
$$

and if the maps

$$
t \mapsto\left(D_{b^{-}}^{\alpha, \psi} \frac{\partial_{3} L[x, \zeta]}{\dot{\psi}}\right)(t) \quad \text { and } \quad t \mapsto\left(D_{a^{+}}^{\beta, \psi} \frac{\partial_{4} L[x, \zeta]}{\dot{\psi}}\right)(t)
$$

are continuous for all $t \in[a, b]$, then

$$
\begin{equation*}
\partial_{2} L[x, \zeta](t)+\left(D_{b^{-}}^{\alpha, \psi} \frac{\partial_{3} L[x, \zeta]}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)+\left(D_{a^{+}}^{\beta, \psi} \frac{\partial_{4} L[x, \zeta]}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)=0, \quad t \in[a, b], \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} \partial_{7} L[x, \zeta](t) d t=0 \tag{15}
\end{equation*}
$$

Moreover,

1. if $x(a)$ is free, then

$$
\begin{equation*}
\int_{a}^{b} \partial_{5} L[x, \zeta](t) d t=\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\partial_{3} L[x, \zeta]}{\dot{\psi}}\right)(a)-\left(I_{a^{+}}^{1-\beta, \psi} \frac{\partial_{4} L[x, \zeta]}{\dot{\psi}}\right)(a) ; \tag{16}
\end{equation*}
$$

2. if $x(b)$ is free, then

$$
\begin{equation*}
\int_{a}^{b} \partial_{6} L[x, \zeta](t) d t=\left(I_{a^{+}}^{1-\beta, \psi} \frac{\partial_{4} L[x, \zeta]}{\dot{\psi}}\right)(b)-\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\partial_{3} L[x, \zeta]}{\dot{\psi}}\right)(b) . \tag{17}
\end{equation*}
$$

In the particular case where the kernel $\psi$ is the identity, $\alpha \rightarrow 1^{-}$and $\beta \rightarrow 1^{-}$; then, problem $\left(\mathcal{P}_{1}\right)$ reduces to the classical non-standard Herglotz's variational problem recently studied in Ref. 26.

Corollary 2. (Ref. 26). If $(x, z, \zeta)$ is a solution of the non-standard Herglotz's variational problem

$$
z(b) \rightarrow \text { extr }
$$

where $(x, z, \zeta)$ is such that

$$
\dot{z}(t)=L(t, x(t), \dot{x}(t), z(t), x(a), x(b), \zeta), \quad t \in[a, b]
$$

and $z(a)=\gamma$, for a fixed $\gamma \in \mathbb{R}$, then the following conditions holds:

$$
\partial_{2} L[x, z, \zeta](t)+\partial_{4} L[x, z, \zeta](t) \cdot \partial_{3} L[x, z, \zeta](t)-\frac{d}{d t} \partial_{3} L[x, z, \zeta](t)=0, \quad t \in[a, b],
$$

and

$$
\int_{a}^{b} \lambda(t) \cdot \partial_{7} L[x, z, \zeta](t) d t=0
$$

where $\lambda(t)=e^{-\int_{a}^{t} \partial_{4} L[x, z, \zeta](s) d s}$. Moreover,

1. if $x(a)$ is free, then $\partial_{3} L[x, z, \zeta](a)=\frac{1}{\lambda(a)} \int_{a}^{b} \lambda(t) \cdot \partial_{5} L[x, z, \zeta] d t$;
2. if $x(b)$ is free, then $\partial_{3} L[x, z, \zeta](b)=-\frac{1}{\lambda(b)} \int_{a}^{b} \lambda(t) \cdot \partial_{6} L[x, z, \zeta] d t$.

Remark 3. It is also important to remark that

1. if $\psi$ is the identity and the Lagrangian function $L$ does not depends on $\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t), x(a), x(b)$, and $\zeta$, then Theorem 3.1 reduces to Theorem 3.9 of Ref. 3. Comparing the natural boundary conditions given in Theorem 3.1 with the one given in Theorem 3.9 of Ref. 3, we may conclude that the standard and non-standard Herglotz's variational problems are not equivalent;
2. if $\psi$ is the identity, $\alpha \rightarrow 1^{-}$and $\beta \rightarrow 1^{-}$, and if the Lagrangian does not depend on the state values $x(a)$ and $x(b)$, and on the parameter $\zeta$, then we obtain the generalized Euler-Lagrange equation (1) and the natural boundary conditions $\partial_{3} L(a, x(a), \dot{x}(a), z(a))=0$ and $\partial_{3} L(b, x(b), \dot{x}(b), z(b))=0$ proved in Ref. 33;
3. if $\psi$ is the identity, $\alpha \rightarrow 1^{-}$and $\beta \rightarrow 1^{-}$, and $L$ is independent of $z, x(a), x(b)$, and $\zeta$, problem $\left(\mathcal{P}_{1}\right)$ reduces to the fundamental problem of the calculus of variations. Hence, the generalized Euler-Lagrange equation (6) reduces to the classical Euler-Lagrange equation (2), and conditions (8) and (9) reduce to the well-known natural boundary conditions $\partial_{3} L(a, x(a), \dot{x}(a))=0$ and $\partial_{3} L(b, x(b), \dot{x}(b))=0$ (see, e.g., Ref. 11).

## B. Herglotz fractional variational principle with time delay

Inspired by the fact that variational systems with time delay play an important role in the modeling of phenomena in various applied fields, we consider now the following generalized variational problem. For simplicity of notation, we use the notation

$$
\begin{aligned}
{[x, z, \zeta]_{\tau}(t) } & :=\left(t, x(t), x(t-\tau),\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t), z(t), x(a), x(b), \zeta\right), \\
{[x, \zeta]_{\tau}(t) } & :=\left(t, x(t), x(t-\tau),\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t), x(a), x(b), \zeta\right) .
\end{aligned}
$$

Problem $\left(\mathcal{P}_{2}\right)$ : Let $a<b$ and $\tau$ be a fixed real number such that $0 \leq \tau<b-a$. Determine $x \in C^{1}([a-\tau, b], \mathbb{R}), z \in C^{1}([a, b], \mathbb{R})$, and $\zeta \in \mathbb{R}$ that extremize

$$
z(b)
$$

where $x(t)=\delta(t), t \in[a-\tau, a], \delta \in C^{1}([a-\tau, a], \mathbb{R})$ is a given initial function,

$$
\dot{z}(t)=L[x, z, \zeta]_{\tau}(t), \quad t \in[a, b],
$$

and

$$
z(a)=\gamma
$$

for a given $\gamma \in \mathbb{R}$. We assume that ${ }^{C} D_{a^{+}}^{\alpha, \psi} x,{ }^{C} D_{b^{-}}^{\beta, \psi} x \in C^{1}([a, b], \mathbb{R})$ and $L$ satisfies the following conditions:

1. $L:[a, b] \times \mathbb{R}^{8} \rightarrow \mathbb{R}$ is of class $C^{1}$;
2. there exist and are continuous the functions

$$
t \mapsto\left(D_{(b-\tau)^{-}}^{\alpha, \psi} \frac{\lambda . \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \quad \text { and } \quad t \mapsto\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda . \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \quad \text { on } \quad[a, b-\tau]
$$

and

$$
t \mapsto\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda . \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \quad \text { and } \quad t \mapsto\left(D_{(b-\tau)^{+}}^{\beta, \psi} \frac{\lambda . \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \quad \text { on } \quad[b-\tau, b],
$$

where

$$
\lambda(t):=e^{-\int_{a}^{t} \partial_{6} L[x, z, \zeta]_{\tau}(s) d s}, \quad t \in[a, b] .
$$

Theorem 3.2 (Non-standard Herglotz fractional variational principle with time delay and natural boundary condition). If $(x, z, \zeta)$ is $a$ solution of problem $\left(\mathcal{P}_{2}\right)$, then $(x, z, \zeta)$ satisfies the following fractional Euler-Lagrange equations:

$$
\begin{align*}
& \lambda(t) \cdot \partial_{2} L[x, z, \zeta]_{\tau}(t)+\lambda(t+\tau) \cdot \partial_{3} L[x, z, \zeta]_{\tau}(t+\tau) \\
& +\left(D_{(b-\tau)^{-}}^{,, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)+\left(D_{a^{+}}^{\beta,} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t) \\
& \quad-\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{b-\tau}^{b} \lambda(s)(\psi(s)-\psi(t))^{-\alpha} \cdot \partial_{4} L[x, z, \zeta]_{\tau}(s) d s=0, \tag{18}
\end{align*}
$$

for all $t \in[a, b-\tau]$, and

$$
\begin{align*}
& \lambda(t) \cdot \partial_{2} L[x, z, \zeta]_{\tau}(t)+\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)+\left(D_{(b-\tau)^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t) \\
& \quad+\frac{1}{\Gamma(1-\beta)} \frac{d}{d t} \int_{a}^{b-\tau} \lambda(s)(\psi(t)-\psi(s))^{-\beta} \cdot \partial_{5} L[x, z, \zeta]_{\tau}(s) d s=0, \tag{19}
\end{align*}
$$

for all $t \in[b-\tau, b]$. Moreover,

$$
\begin{equation*}
\int_{a}^{b} \lambda(t) \cdot \partial_{9} L[x, z, \zeta]_{\tau}(t) d t=0 \tag{20}
\end{equation*}
$$

and if $x(b)$ is free, then

$$
\begin{equation*}
\int_{a}^{b} \lambda(t) \cdot \partial_{8} L[x, z, \zeta]_{\tau}(t) d t=\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(b)-\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(b) \tag{21}
\end{equation*}
$$

Proof. Let $\eta \in C^{1}([a-\tau, b], \mathbb{R})$ be such that $\eta(t)=0$, for all $t \in[a-\tau, a]$, and its Caputo fractional derivatives are continuously differentiable, and let $\Delta \zeta$ be an arbitrary fixed real. Define $\varphi:[a, b] \rightarrow \mathbb{R}$ by

$$
\varphi(t)=\left.\frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta]_{\tau}(t)\right|_{\varepsilon=0}
$$

Obviously, $\varphi(a)=0$. Define

$$
\begin{equation*}
f(\varepsilon)=z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta]_{\tau}(b) \tag{22}
\end{equation*}
$$

Since $z(b)$ is a local extremum, $\dot{f}(0)=0$, and then $\varphi(b)=0$. Using similar arguments to those used in the Proof of Theorem 3.1, we conclude that

$$
\begin{aligned}
\dot{\varphi}(t)= & \left.\frac{d}{d t} \frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta]_{\tau}(t)\right|_{\varepsilon=0} \\
= & \left.\frac{d}{d \varepsilon} \frac{d}{d t} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta]_{\tau}(t)\right|_{\varepsilon=0} \\
= & \partial_{2} L[x, z, \zeta]_{\tau}(t) \cdot \eta(t)+\partial_{3} L[x, z, \zeta]_{\tau} \cdot \eta(t-\tau)+\partial_{4} L[x, z, \zeta]_{\tau}(t) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t) \\
& +\partial_{5} L[x, z, \zeta]_{\tau}(t) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t)+\partial_{6} L[x, z, \zeta]_{\tau}(t) \cdot \varphi(t) \\
& +\partial_{7} L[x, z, \zeta]_{\tau}(t) \cdot \eta(a)+\partial_{8} L[x, z, \zeta]_{\tau}(t) \cdot \eta(b)+\partial_{9} L[x, z, \zeta]_{\tau}(t) \cdot \Delta \zeta .
\end{aligned}
$$

Observing that $\eta(a)=0$ and solving the last differential equation, we get

$$
\begin{aligned}
& e^{-\int_{a}^{t} \partial_{6} L[x, z, \zeta]_{\tau}(s) d s} \varphi(t)-\varphi(a) \\
& =\int_{a}^{t} e^{-\int_{a}^{s} \partial_{6} L[x, z, \zeta]_{\tau}(\tau) d \tau} \cdot\left(\partial_{2} L[x, z, \zeta](s) \cdot \eta(s)+\partial_{3} L[x, z, \zeta](s) \cdot \eta(s-\tau)\right. \\
& +\partial_{4} L[x, z, \zeta]_{\tau}(s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(s)+\partial_{5} L[x, z, \zeta]_{\tau}(s) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(s) \\
& \left.+\partial_{8} L[x, z, \zeta]_{\tau}(s) \cdot \eta(b)+\partial_{9} L[x, z, \zeta]_{\tau}(s) \cdot \Delta \zeta\right) d s .
\end{aligned}
$$

Considering $t=b$ and observing that $\varphi(a)=\varphi(b)=0$, we get

$$
\begin{align*}
& \int_{a}^{b} \lambda(s) \cdot\left(\partial_{2} L[x, z, \zeta](s) \cdot \eta(s)+\partial_{3} L[x, z, \zeta](s) \cdot \eta(s-\tau)\right. \\
& +\partial_{4} L[x, z, \zeta]_{\tau}(s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(s)+\partial_{5} L[x, z, \zeta]_{\tau}(s) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(s)  \tag{23}\\
& \left.+\partial_{8} L[x, z, \zeta]_{\tau}(s) \cdot \eta(b)+\partial_{9} L[x, z, \zeta]_{\tau}(s) \cdot \Delta \zeta\right) d s=0 .
\end{align*}
$$

Applying the change of variable $s=t+\tau$ and recalling that $\eta$ is null on $[a-\tau, a]$, we obtain that

$$
\begin{equation*}
\int_{a}^{b} \lambda(s) \cdot \partial_{3} L[x, z, \zeta]_{\tau}(s) \cdot \eta(s-\tau) d s=\int_{a}^{b-\tau} \lambda(s+\tau) \cdot \partial_{3} L[x, z, \zeta]_{\tau}(s+\tau) \cdot \eta(s) d s \tag{24}
\end{equation*}
$$

Observe also that for $t \in[a, b-\tau]$,

$$
\begin{array}{r}
\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t)=\left(D_{(b-\tau)^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t)  \tag{25}\\
-\frac{1}{\Gamma(1-\alpha)}\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right) \int_{b-\tau}^{b} \lambda(s)(\psi(s)-\psi(t))^{-\alpha} \cdot \partial_{4} L[x, z, \zeta]_{\tau}(s) d s
\end{array}
$$

and for $t \in[b-\tau, b]$,

$$
\begin{array}{r}
\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t)=\left(D_{(b-\tau)^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t)  \tag{26}\\
+\frac{1}{\Gamma(1-\beta)}\left(\frac{1}{\dot{\psi}(t)} \frac{d}{d t}\right) \int_{a}^{b-\tau} \lambda(s)(\psi(t)-\psi(s))^{-\beta} \cdot \partial_{5} L[x, z, \zeta]_{\tau}(s) d s .
\end{array}
$$

Using fractional integration by parts and (25), we get

$$
\begin{align*}
& \int_{a}^{b} \lambda(t) \partial_{4} L[x, z, \zeta]_{\tau}(t) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t) d t=\int_{a}^{b-\tau}\left(\left(D_{(b-\tau)^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)\right. \\
& \left.-\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{b-\tau}^{b} \lambda(s)(\psi(s)-\psi(t))^{-\alpha} \cdot \partial_{4} L[x, z, \zeta]_{\tau}(s) d s\right) \cdot \eta(t) d t \\
+ & \int_{b-\tau}^{b}\left(D_{b-}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t) \cdot \eta(t) d t+\left[\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \eta(t)\right]_{t=a}^{t=b} . \tag{27}
\end{align*}
$$

Using fractional integration by parts and (26), we get

$$
\begin{align*}
& \int_{a}^{b} \lambda(t) \cdot \partial_{5} L[x, z, \zeta]_{\tau}(t) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t) d t=\int_{a}^{b-\tau}\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t) \cdot \eta(t) d t \\
&+\int_{b-\tau}^{b}\left(\left(D_{(b-\tau)^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)\right. \\
&\left.+\frac{1}{\Gamma(1-\beta)} \frac{d}{d t} \int_{a}^{b-\tau} \lambda(s)(\psi(t)-\psi(s))^{-\beta} \cdot \partial_{5} L[x, z, \zeta]_{\tau}(s) d s\right) \cdot \eta(t) d t \\
&-\left[\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \eta(t)\right]_{t=a}^{t=b} . \tag{28}
\end{align*}
$$

Introducing (24), (27), and (28) into Eq. (23), we can conclude that

$$
\begin{array}{r}
\int_{a}^{b-\tau}\left(\lambda(t) \cdot \partial_{2} L[x, z, \zeta]_{\tau}(t)+\lambda(t+\tau) \cdot \partial_{3} L[x, z, \zeta]_{\tau}(t+\tau)+\left(D_{(b-\tau)^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \dot{\psi}(t)\right. \\
\left.-\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{b-\tau}^{b} \lambda(s)(\psi(s)-\psi(t))^{-\alpha} \cdot \partial_{4} L[x, z, \zeta]_{\tau} d s+\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda(t) \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \dot{\psi}(t)\right) \cdot \eta(t) d t \\
+\int_{b-\tau}^{b}\left(\lambda(t) \cdot \partial_{2} L[x, z, \zeta]_{\tau}(t)+\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \dot{\psi}(t)+\left(D_{(b-\tau)^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \dot{\psi}(t)\right. \\
\left.+\frac{1}{\Gamma(1-\beta)} \frac{d}{d t} \int_{a}^{b-\tau} \lambda(s) \cdot(\psi(t)-\psi(s))^{-\beta} \cdot \partial_{5} L[x, z, \zeta]_{\tau}(s) d s\right) \cdot \eta(t) d t \\
+\left[\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{4} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \eta(t)\right]_{t=a}^{t=b}-\left[\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{5} L[x, z, \zeta]_{\tau}}{\dot{\psi}}\right)(t) \cdot \eta(t)\right]_{t=a}^{t=b} \\
+\int_{a}^{b} \lambda(t)\left(\partial_{8} L[x, z, \zeta]_{\tau}(t) \cdot \eta(b)+\partial_{9} L[x, z, \zeta]_{\tau}(t) \cdot \Delta \zeta\right) d t=0 . \tag{29}
\end{array}
$$

With appropriate choices for $\eta$ and $\Delta \zeta$, we get the Euler-Lagrange equations [(18) and (19)], the necessary condition (20), and the natural boundary condition (21).

Remark 4. We remark that

1. if the delay is removed, that is, if we take $\tau=0$, problem $\left(\mathcal{P}_{2}\right)$ reduces to problem $\left(\mathcal{P}_{1}\right)$. Therefore, Theorem 3.1 is a corollary of Theorem 3.2;
2. since the state value $x(a)$ is fixed, the Lagrangian's explicit dependence on $x(a)$ is irrelevant; we choose to include $x(a)$ in $L$ to maintain coherence with the other variational problems studied in this paper;
3. if $\psi$ is the identity and $\alpha \rightarrow 1^{-}$and $\beta \rightarrow 1^{-}$, then we get the classical non-standard Herglotz variational principle with time delay that, to the best of authors's knowlodge, is new in the literature.

## C. Herglotz fractional variational principle with higher-order derivatives

In what follows, we will use the following notation:

$$
\begin{aligned}
{[x, z, \zeta]_{n}(t) } & :=\left(t, x(t),\left({ }^{C} D_{a^{+}}^{\alpha_{1}, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta_{1}, \psi} x\right)(t), \ldots,\left({ }^{C} D_{a^{+}}^{\alpha_{n}, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta_{n}, \psi} x\right)(t), z(t), x(a), x(b), \zeta\right), \\
{[x, \zeta]_{n}(t) } & :=\left(t, x(t),\left({ }^{C} D_{a^{+}}^{\alpha_{1}, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta_{1}, \psi} x\right)(t), \ldots,\left({ }^{C} D_{a^{+}}^{\alpha_{n}, \psi} x\right)(t),\left({ }^{C} D_{b^{-}}^{\beta_{n}, \psi} x\right)(t), x(a), x(b), \zeta\right),
\end{aligned}
$$

where $n$ is a positive integer and $\left.\alpha_{i}, \beta_{i} \in\right] i-1, i[$, for all $i \in\{1, \ldots, n\}$. The problem that we deal in this subsection is stated next.
Problem $\left(\mathcal{P}_{3}\right)$ : Determine $x \in C^{n}([a, b], \mathbb{R}), z \in C^{1}([a, b], \mathbb{R})$, and $\zeta \in \mathbb{R}$ that extremize

$$
z(b)
$$

where $(x, z, \zeta)$ satisfies the differential equation

$$
\dot{z}(t)=L[x, z, \zeta]_{n}(t), \quad t \in[a, b],
$$

subject to the boundary conditions

$$
z(a)=\gamma \quad \text { and } \quad x^{(i)}(a)=x_{a}^{i}, x^{(i)}(b)=x_{b}^{i}, i \in\{1, \ldots, n-1\},
$$

for fixed $\gamma, x_{a}^{i}, x_{b}^{i} \in \mathbb{R}$. We assume that for all $i,{ }^{C} D_{a^{+}}^{\alpha_{i} \psi} x,{ }^{C} D_{b^{-}}^{\beta_{i}, \psi} x \in C^{1}([a, b], \mathbb{R}), L:[a, b] \times \mathbb{R}^{2 n+5} \rightarrow \mathbb{R}$ is of class $C^{1}$, and exist and are continuous the maps

$$
t \mapsto\left(D_{b^{-}}^{\alpha_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+1} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(t) \quad \text { and } \quad t \mapsto\left(D_{a^{+}}^{\beta_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+2} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(t), t \in[a, b],
$$

for all admissible $(x, z, \zeta)$, where

$$
\lambda(t):=e^{-\int_{a}^{t} \partial_{2 n+3} L[x, z, \zeta]_{n}(s) d s}, \quad t \in[a, b] .
$$

Theorem 3.3 (Non-standard Herglotz's fractional variational principle with higher-order derivatives). If $(x, z, \zeta)$ is a solution of problem $\left(\mathcal{P}_{3}\right)$, then $(x, z, \zeta)$ satisfies the fractional Euler-Lagrange equation

$$
\begin{align*}
\lambda(t) \cdot \partial_{2} L[x, z, \zeta]_{n}(t) & +\sum_{i=1}^{n}\left[\left(D_{b^{-}}^{\alpha_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+1} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)\right. \\
& \left.+\left(D_{a^{+}}^{\beta_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+2} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)\right]=0, \tag{30}
\end{align*}
$$

for all $t \in[a, b]$ and

$$
\begin{equation*}
\int_{a}^{b} \lambda(t) \cdot \partial_{2 n+6} L[x, z, \zeta]_{n}(t) d t=0 \tag{31}
\end{equation*}
$$

In addition,

1. if $x(a)$ is free, then $(x, z, \zeta)$ satisfies the following condition:

$$
\left.\left.\left.\left.\begin{array}{rl}
\int_{a}^{b} \lambda(t) \cdot \partial_{2 n+4} L[x, z, \zeta]_{n}(t) d t= & \sum_{i=1}^{n}
\end{array}\right]\left(-\frac{1}{\dot{\psi}} \frac{d}{d t}\right)^{i-1}\left(I_{b^{-}}^{i-\alpha_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+1} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(a)\right] \text { ( } 1 \frac{d}{\dot{\psi}} \frac{d}{d t}\right)^{i-1}\left(I_{a^{+}}^{i-\beta_{i} \psi} \frac{\lambda \cdot \partial_{2 i+2} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(a)\right], ~ \$
$$

2. if $x(b)$ is free, then $(x, z, \zeta)$ satisfies the following condition:

$$
\begin{align*}
\int_{a}^{b} \lambda(t) \cdot \partial_{2 n+5} L[x, z, \zeta]_{n}(t) d t & =\sum_{i=1}^{n}\left[\left(\frac{1}{\dot{\psi}} \frac{d}{d t}\right)^{i-1}\left(I_{a^{+}}^{i-\beta_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+2} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(b)\right. \\
& \left.-\left(-\frac{1}{\dot{\psi}} \frac{d}{d t}\right)^{i-1}\left(I_{b^{-}}^{i-\alpha_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+1} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(b)\right] . \tag{33}
\end{align*}
$$

Proof. Let $\eta \in C^{n}([a, b], \mathbb{R})$ be an arbitrary function satisfying the conditions $\eta^{(i)}(a)=0=\eta^{(i)}(b), i \in\{1, \ldots, n-1\}$, and its Caputo fractional derivatives are continuously differentiable, and $\Delta \zeta$ be an arbitrary real number. Defining $\varphi:[a, b] \rightarrow \mathbb{R}$ as

$$
\varphi(t)=\left.\frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta]_{n}(t)\right|_{\varepsilon=0},
$$

$\varphi(a)=0=\varphi(b)$ and

$$
\begin{aligned}
\dot{\varphi}(t)= & \partial_{2} L[x, z, \zeta]_{n}(t) \cdot \eta(t)+\sum_{i=1}^{n}\left[\partial_{2 i+1} L[x, z, \zeta]_{n}(t) \cdot\left({ }^{C} D_{a^{+}}^{\alpha_{i}, \psi} \eta\right)(t)+\right. \\
& \left.\partial_{2 i+2} L[x, z, \zeta]_{n}(t) \cdot\left({ }^{C} D_{b^{-}}^{\beta_{i}, \psi} \eta\right)(t)\right]+\partial_{2 n+3} L[x, z, \zeta]_{n}(t) \cdot \varphi(t)+ \\
& \partial_{2 n+4} L[x, z, \zeta]_{n}(t) \cdot \eta(a)+\partial_{2 n+5} L[x, z, \zeta]_{n}(t) \cdot \eta(b)+\partial_{2 n+6} L[x, z, \zeta]_{n}(t) \cdot \Delta \zeta .
\end{aligned}
$$

The solution of the last equation is the function $\varphi$ defined by

$$
\begin{array}{r}
\lambda(t) \varphi(t)-\varphi(a)=\int_{a}^{t} \lambda(s) \cdot\left(\partial_{2} L[x, z, \zeta]_{n}(s) \cdot \eta(s)+\sum_{i=1}^{n}\left[\partial_{2 i+1} L[x, z, \zeta]_{n}(s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha_{i}, \psi} \eta\right)(s)\right.\right. \\
\left.+\partial_{2 i+2} L[x, z, \zeta]_{n}(s) \cdot\left({ }^{C} D_{b^{-}}^{\beta_{i} \psi} \eta\right)(s)\right]+\partial_{2 n+4} L[x, z, \zeta]_{n}(s) \cdot \eta(a) \\
\left.+\partial_{2 n+5} L[x, z, \zeta]_{n}(s) \cdot \eta(b)+\partial_{2 n+6} L[x, z, \zeta]_{n}(s) \cdot \Delta \zeta\right) d s .
\end{array}
$$

Evaluated at $t=b$ and using fractional integration by parts, we obtain

$$
\begin{aligned}
& \int_{a}^{b}\left(\lambda(s) \cdot \partial_{2} L[x, z, \zeta]_{n}(s)+\sum_{i=1}^{n}\left[\left(D_{b^{-}}^{\alpha_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+1} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(s) \cdot \dot{\psi}(s)\right.\right. \\
& \left.\left.+\left(D_{a^{+}}^{\beta_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+2} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(s) \cdot \dot{\psi}(s)\right]\right) \eta(s) d s \\
& +\sum_{i=1}^{n}\left[\left(-\frac{1}{\dot{\psi}(s)} \frac{d}{d s}\right)^{i-1}\left(I_{b^{-}}^{i-\alpha_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+1} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(s) \cdot \eta(s)\right]_{s=a}^{s=b} \\
& -\sum_{i=1}^{n}\left[\left(\frac{1}{\dot{\psi}(s)} \frac{d}{d s}\right)^{i-1}\left(I_{a^{+}}^{i-\beta_{i}, \psi} \frac{\lambda \cdot \partial_{2 i+2} L[x, z, \zeta]_{n}}{\dot{\psi}}\right)(s) \cdot \eta(s)\right]_{s=a}^{s=b} \\
& +\int_{a}^{b} \lambda(s) \cdot\left(\partial_{2 n+4} L[x, z, \zeta]_{n}(s) \cdot \eta(a)+\partial_{2 n+5} L[x, z, \zeta]_{n}(s) \cdot \eta(b)\right. \\
& \left.+\partial_{2 n+6} L[x, z, \zeta]_{n}(s) \cdot \Delta \zeta\right) d s=0 .
\end{aligned}
$$

From the arbitrariness of $\eta$ and $\Delta \zeta$, we deduce the necessary conditions [(30)-(33)].
We remark that when $L$ does not depends on $z$, we obtain (Ref. 10, Theorem 3.3).

## D. Herglotz fractional variational principle with several independent variables

In this final subsection, we consider the case where the state function depends on several independent variables. Let $\Omega=\prod_{i=1}^{n}\left[a_{i}, b_{i}\right]$ and $P=[a, b] \times \Omega$. The time variable is denoted by $t \in[a, b]$, and the spatial coordinates are denoted by $s=\left(s_{1}, \ldots, s_{n}\right) \in \Omega$. The following notations are also used:

$$
\begin{aligned}
{[x, z, \zeta](t, s) } & :=\left(t, s, x(t, s),\left({ }^{C} D_{+}^{\alpha, \psi} x\right)(t, s),\left({ }^{C} D_{-}^{\beta, \psi} x\right)(t, s), z(t), x(a, s), x(b, s), \zeta\right), \\
{[x, \zeta](t, s) } & :=\left(t, s, x(t, s),\left({ }^{C} D_{+}^{\alpha, \psi} x\right)(t, s),\left({ }^{C} D_{-}^{\beta, \psi} x\right)(t, s), x(a, s), x(b, s), \zeta\right) .
\end{aligned}
$$

Here,

$$
\left({ }^{C} D_{+}^{\alpha, \psi} x\right)(t, s):=\left(\left({ }^{C} D_{a^{+}}^{\alpha, \psi} x\right)(t, s),\left({ }^{C} D_{a_{1}^{+}}^{\alpha, \psi} x\right)(t, s), \ldots,\left({ }^{C} D_{a_{n}^{+\psi}}^{\alpha, \psi} x\right)(t, s)\right) \in \mathbb{R}^{n+1}
$$

and

$$
\left({ }^{C} D_{-}^{\beta, \psi} x\right)(t, s):=\left(\left({ }^{C} D_{b^{-}}^{\beta, \psi} x\right)(t, s),\left({ }^{C} D_{b_{1}^{-}}^{\beta, \psi} x\right)(t, s), \ldots,\left({ }^{C} D_{b_{n}^{-}}^{\beta, \psi} x\right)(t, s)\right) \in \mathbb{R}^{n+1},
$$

where ${ }^{C} D_{a^{+}}^{\alpha, \psi} x$ and ${ }^{C} D_{b^{-}}^{\beta, \psi} x$ denote the partial left and right sided fractional derivatives of $x$, with respect to the variable $t$, and for $i \in\{1, \ldots, n\}$, ${ }^{C} D_{a_{i}^{+}}^{\alpha, \psi} x$ and ${ }^{C} D_{b_{i}^{-}}^{\beta, \psi} x$ denote the partial left and right sided fractional derivatives of $x$, with respect to the variable $s_{i}$. It is also assumed that the domain of function $\psi$ contains the intervals $[a, b]$ and $\left[a_{i}, b_{i}\right]$, for $i \in\{1, \ldots, n\}$.

Problem $\left(\mathcal{P}_{4}\right)$ : Determine $x \in C^{1}(P, \mathbb{R}), z \in C^{1}([a, b], \mathbb{R})$, and $\zeta \in \mathbb{R}$ that extremize

$$
z(b)
$$

where $(x, z, \zeta)$ satisfies the differential equation

$$
\begin{equation*}
\dot{z}(t)=\int_{\Omega} L[x, z, \zeta](t, s) d^{n} s, \quad t \in[a, b], \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
z(a)=\gamma, \tag{35}
\end{equation*}
$$

for a given $\gamma \in \mathbb{R}, d^{n} s=d s_{1} \ldots d s_{n}$. It is assumed that ${ }^{C} D_{a^{+}}^{\alpha, \psi} x,{ }^{C} D_{b^{-}}^{\beta, \psi} x,{ }^{C} D_{a_{i}^{+}}^{\alpha, \psi} x$, and ${ }^{C} D_{b_{i}^{-}}^{\beta, \psi} x$ are all continuously differentiable functions, for $i \in\{1, \ldots, n\}$, and

1. $L:[a, b] \times \mathbb{R}^{3 n+7} \rightarrow \mathbb{R}$ is of class $C^{1}$;
2. functions

$$
\begin{aligned}
(t, s) & \mapsto\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{n+3} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s), \quad(t, s) \mapsto\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s), \\
(t, s) & \mapsto\left(D_{b_{i}^{\psi}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{n+3+i} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s), \quad(t, s) \mapsto\left(D_{a_{i}^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4+i} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s),
\end{aligned}
$$

exist and are continuous on $P$, for all admissible triplet $(x, z, \zeta)$ and for all $i \in\{1, \ldots, n\}$, where

$$
\lambda(t):=e^{-\int_{a}^{t} \int_{\Omega} \partial_{3 n+5} L[x, z, \zeta](\tau, s) d^{n} s d \tau}, \quad t \in[a, b] .
$$

Theorem 3.4 (Non-standard Herglotz's fractional variational principle with several independent variables). If ( $x, z, \zeta$ ) is a solution of problem $\left(\mathcal{P}_{4}\right)$, then $(x, z, \zeta)$ satisfies the fractional Euler-Lagrange equation

$$
\begin{array}{r}
\lambda(t) \cdot \partial_{n+2} L[x, z, \zeta](t, s)+\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{n+3} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t) \\
+\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)+\sum_{i=1}^{n}\left[\left(D_{b_{i}^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{n+3+i} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)\right. \\
\left.+\left(D_{a_{i}^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4+i} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)\right]=0 \tag{36}
\end{array}
$$

for all $(t, s) \in P$ and

$$
\begin{equation*}
\int_{a}^{b} \int_{\Omega} \lambda(t) \cdot \partial_{3 n+8} L[x, z, \zeta](t, s) d^{n} s d t=0 . \tag{37}
\end{equation*}
$$

In addition,

1. if $x(a, \cdot)$ is free, then

$$
\begin{align*}
\int_{a}^{b} \int_{\Omega} \lambda(t) \cdot \partial_{3 n+6} L[x, z, \zeta](t, s) d t & =\int_{\Omega}\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{n+3} L[x, z, \zeta]}{\dot{\psi}}\right)(a, s) d^{n} s \\
& -\int_{\Omega}\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4} L[x, z, \zeta]}{\dot{\psi}}\right)(a, s) d^{n} s \tag{38}
\end{align*}
$$

2. if $x(b, \cdot)$ is free, then

$$
\begin{align*}
\int_{a}^{b} \int_{\Omega} \lambda(t) \cdot \partial_{3 n+7} L[x, z, \zeta](t, s) d t & =\int_{\Omega}\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4} L[x, z, \zeta]}{\dot{\psi}}\right)(b, s) d^{n} s \\
& -\int_{\Omega}\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{n+3} L[x, z, \zeta]}{\dot{\psi}}\right)(b, s) d^{n} s . \tag{39}
\end{align*}
$$

Proof. Let $\eta \in C^{1}(P, \mathbb{R})$ such that its Caputo fractional derivatives are continuously differentiable and $\Delta \zeta$ be an arbitrary real number. For simplicity, we will assume that for any $i \in\{1, \ldots, n\}$, if $s_{i}=a_{i}$ or $s_{i}=b_{i}$, then $\eta(t, s)=0, t \in[a, b]$. If we define

$$
\varphi(t)=\left.\frac{d}{d \varepsilon} z[x+\varepsilon \eta, \zeta+\varepsilon \Delta \zeta](t)\right|_{\varepsilon=0}, \quad t \in[a, b],
$$

then $\varphi(a)=0=\varphi(b)$. In addition, since

$$
\begin{aligned}
\dot{\varphi}(t)= & \int_{\Omega}\left[\partial_{n+2} L[x, z, \zeta](t, s) \cdot \eta(t, s)+\partial_{n+3} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t, s)\right. \\
& +\partial_{2 n+4} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t, s) \\
& +\sum_{i=1}^{n}\left[\partial_{n+3+i} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{a_{i}^{+}}^{\alpha, \psi} \eta\right)(t, s)+\partial_{2 n+4+i} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{b_{i}^{-}}^{\beta, \psi} \eta\right)(t, s)\right] \\
& +\partial_{3 n+5} L[x, z, \zeta](t) \cdot \varphi(t)+\partial_{3 n+6} L[x, z, \zeta](t, s) \cdot \eta(a, s) \\
& \left.+\partial_{3 n+7} L[x, z, \zeta](t, s) \cdot \eta(b, s)+\partial_{3 n+8} L[x, z, \zeta](t, s) \cdot \Delta \zeta\right] d^{n} s,
\end{aligned}
$$

solving the differential equation and using the fact that $\varphi(a)=0=\varphi(b)$, we get that

$$
\begin{gathered}
\int_{a}^{b} \int_{\Omega} \lambda(t) \cdot\left(\partial_{n+2} L[x, z, \zeta](t, s) \cdot \eta(t, s)\right. \\
+\partial_{n+3} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{a^{+}}^{\alpha, \psi} \eta\right)(t, s)+\partial_{2 n+4} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{b^{-}}^{\beta, \psi} \eta\right)(t, s) \\
+\sum_{i=1}^{n}\left[\partial_{n+3+i} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{a_{i}^{+}}^{\alpha, \psi} \eta\right)(t, s)+\partial_{2 n+4+i} L[x, z, \zeta](t, s) \cdot\left({ }^{C} D_{b_{i}^{-}}^{\beta, \psi} \eta\right)(t, s)\right] \\
\left.+\partial_{3 n+6} L[x, z, \zeta](t, s) \cdot \eta(a, s)+\partial_{3 n+7} L[x, z, \zeta](t, s) \cdot \eta(b, s)+\partial_{3 n+8} L[x, z, \zeta](t, s) \cdot \Delta \zeta\right) d^{n} s d t=0 .
\end{gathered}
$$

Using fractional integration by parts, we get

$$
\begin{gathered}
\int_{a}^{b} \int_{\Omega}\left(\lambda(t) \cdot \partial_{n+2} L[x, z, \zeta](t, s)+\left(D_{b^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{n+3} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)\right. \\
+\left(D_{a^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)+\sum_{i=1}^{n}\left[\left(D_{b_{i}^{-}}^{\alpha, \psi} \frac{\lambda \cdot \partial_{n+3+i} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)\right. \\
+ \\
\left.+\left(D_{a_{i}^{+}}^{\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4+i} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \dot{\psi}(t)\right] \cdot \eta(t, s) d^{n} s d t \\
+ \\
+\left[\int_{\Omega}\left(I_{b^{-}}^{1-\alpha, \psi} \frac{\lambda \cdot \partial_{n+3} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \eta(t, s) d^{n} s\right]_{t=a}^{t=b} \\
- \\
+\left[\int_{\Omega}\left(I_{a^{+}}^{1-\beta, \psi} \frac{\lambda \cdot \partial_{2 n+4} L[x, z, \zeta]}{\dot{\psi}}\right)(t, s) \cdot \eta(t, s) d^{n} s\right]_{t=a}^{t=b} \\
+\int_{a}^{b} \int_{\Omega} \lambda(t)\left(\partial_{3 n+6} L[x, z, \zeta](t, s) \cdot \eta(a, s)+\partial_{3 n+7} L[x, z, \zeta](t, s) \cdot \eta(b, s)\right. \\
\left.+\partial_{3 n+8} L[x, z, \zeta](t, s) \cdot \Delta \zeta\right) d^{n} s d t=0 .
\end{gathered}
$$

From the arbitrariness of $\eta$ and $\Delta \zeta$, we obtain Eqs. (36)-(39).

## IV. ILLUSTRATIVE EXAMPLES

In order to illustrate our results, we present two examples that cannot be solved using the available results in the literature.

Example 1. Consider the following differential equation, involving the left sided fractional derivative,

$$
\left\{\begin{array}{l}
\dot{z}(t)=\left[\left({ }^{C} D_{0^{+}}^{\alpha, \psi} x\right)(t)-\frac{6(\psi(t)-\psi(0))^{3-\alpha}}{\Gamma(4-\alpha)}\right]^{3}+\cos ^{2}(z(t))+x^{2}(0)+(\zeta-1)^{2}, t \in[0,1] \\
z(0)=0, \quad x(1)=(\psi(1)-\psi(0))^{3},
\end{array}\right.
$$

where $\alpha \in] 0,1[$ and $x(0)$ is free. The necessary conditions of optimality for this problem, given by Theorem 3.1, are as follows:

1. $\quad D_{1^{-}}^{\alpha, \psi}\left(\frac{\left.3 \lambda(t)\left[{ }^{c} D_{0^{\alpha,+}}^{\alpha, \psi}\right)(t)-\frac{\sigma(\psi(t)-\psi(0))^{3-\alpha}}{(14-\alpha)}\right]^{2}}{\dot{\psi}}\right)(t) \cdot \dot{\psi}(t)=0$,
2. $\int_{0}^{1} 2 \lambda(t)(\zeta-1) d t=0$,
3. $\int_{0}^{1} 2 \lambda(t) x(0) d t=I_{1^{-}}^{1-\alpha, \psi}\left(\frac{\left.3 \lambda(t)\left[{ }^{c} D_{0^{\alpha, \psi}}^{\alpha,} x\right)(t)-\frac{6(\psi(t)-\psi(0))^{3-\alpha}}{\Gamma(4-\alpha)}\right]^{2}}{\dot{\psi}}\right)(0)$,
where

$$
\lambda(t)=e^{\int_{0}^{t_{2}} \sin (z(s)) \cos (z(s)) d s} .
$$

It is easy to check that functions $x(t)=(\psi(t)-\psi(0))^{3}$ and $z(t)=\arctan (t)$, together with the parameter $\zeta=1$, satisfy the necessary optimality conditions since

$$
\left({ }^{C} D_{0^{+}}^{\alpha, \psi}(\psi(\cdot)-\psi(0))^{3}\right)(t)=\frac{6(\psi(t)-\psi(0))^{3-\alpha}}{\Gamma(4-\alpha)}
$$

Example 2. For this second example, we consider $\alpha \in] 1,2[$ and $\psi(t)=t$. The system is given by

$$
\left\{\begin{array}{l}
\dot{z}(t)=-\frac{e^{t} 5!t^{2-\alpha}}{2 \Gamma(6-\alpha)} x^{2}(t)+\left({ }^{C} D_{1^{-}}^{\alpha, \psi} x\right)(t) e^{t} t^{5}+z(t)+(x(1)-K)^{2}+\zeta^{2}, t \in[0,1]  \tag{40}\\
z(0)=\gamma, \quad x(0)=0
\end{array}\right.
$$

with $K=1-5!/\left(2\left(1-e^{-1}\right) \Gamma(7-\alpha)\right), \gamma \in \mathbb{R}$, and $x(1)$ is free. In this case, $\lambda(t)=e^{-t}$. By Theorem 3.3, a solution of this Herglotz type problem must satisfy Eq. (30),

$$
-x(t) \frac{5!}{\Gamma(6-\alpha)} t^{2-\alpha}+\frac{5!}{\Gamma(6-\alpha)} t^{5-\alpha}=0, \quad t \in[0,1]
$$

which is verified for $x(t)=t^{3}$. Equation (31) holds if and only if $\zeta=0$. Finally, Eq. (33) reads as

$$
\begin{equation*}
\int_{0}^{1} 2 e^{-t}(x(1)-K) d t=\frac{d}{d t}\left(I_{0^{+}}^{2-\alpha, \psi} t^{5}\right)(1) . \tag{41}
\end{equation*}
$$

## Simple calculations lead to

$$
\frac{d}{d t}\left(I_{0^{+}}^{2-\alpha, \psi} t^{5}\right)=\frac{5!}{\Gamma(7-\alpha)} t^{6-\alpha},
$$

and so $x(t)=t^{3}$ also verifies Eq. (41). Function $z$ can be found by replacing $x(t)=t^{3}$ and $\zeta=0$ in system (40) and then solving it.
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