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Transmissão Ótica Multiportadora





Universidade de Aveiro Departamento de Eletrónica, Telecomunicações e
2020 Informática
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abstract Multi-subcarrier optical systems have recently attracted the attention of the
scientific and industrial communities, owing to their inherent advantages
in terms of fiber propagation performance as well as their implementation
complexity, when compared with legacy single-carrier systems. With the im-
minent introduction of next-generation transceivers supporting aggregate
symbol-rates beyond 100 Gbaud, the achievable gains provided by multi-
subcarrier modulation are becoming increasingly more important, thereby
attracting the attention of several leader optical manufacturers, which are
now including this technology in their portfolio.
However, the transition from single-carrier to multi-subcarrier modulation
still requires significant optimization of digital signal processing subsystems,
in order to maximize the inherent potential of subcarrier multiplexing.
In this thesis, techniques for carrier phase estimation are explored. The
penalty associated with the usage of the methods used in single-carrier sys-
tems when changing to a multi-subcarrier system is quantitatively studied
and the need for a change in such methods is evidenced.
Several jointly processing carrier phase estimation approaches are employed
to improve the performance of phase recovery algorithms, resulting in an
improvement in the power requirements for multi-subcarrier systems. In
particular, a novel approach to carrier phase estimation is developed and
assessed. This new method increases the tolerance of the system to chro-
matic dispersion and makes viable the usage of multi-subcarrier systems
with a high number of subcarriers, highly outperforming any other carrier
phase estimation approach for such systems.
Finally, a novel low-complexity implementation of a digital monitoring sys-
tem is suggested. It is capable of measuring the laser line width of the
transmitter and local oscillators lasers. This implementation is only made
possible by the nature associated with the novel algorithm presented.





palavras-chave Comunicações Óticas, Sistemas de Transmissão Ótica Coerentes, Sistemas
Multiportadora, Processamento Digital de Sinal, Rúıdo de Fase, Estimação
da Fase da Portadora, Dispersão Cromática

resumo Os sistemas ópticos multiportadora atráıram recentemente a atenção das
comunidades cient́ıficas e industriais, devido às suas vantagens inerentes
em termos de desempenho de propagação de fibras, bem como da sua
complexidade de implementação, quando comparados aos sistemas de
portadora única. Com a introdução iminente de transceptores de última
geração que suportam taxas agregadas de śımbolos além de 100 Gbaud,
os ganhos alcançáveis proporcionados pela modulação multiportadora estão
a tornar-se cada vez mais importantes, atraindo assim a atenção de vários
ĺıderes no fabrico óptico, que agora incluem este tecnologia no seu portfólio.
No entanto, a transição da modulação de portadora única para
multiportadora ainda requer otimização significativa dos subsistemas de
processamento de sinal digital, a fim de maximizar o potencial inerente
da multiplexação de subportadoras.
Nesta tese, são exploradas técnicas para estimativa da fase portadora. A
penalidade associada ao uso dos mesmos métodos utilizados em sistemas de
transportadora única ao mudar para um sistema de múltiplas subportadoras
é estudada quantitativamente e a necessidade de uma alteração desses
métodos é evidenciada.
Várias abordagens de processamento conjunto entre as várias subportadoras
são empregadas para melhorar o desempenho dos algoritmos de estimativa
da fase portadora, resultando numa melhoria nos requisitos de energia para
sistemas de múltiplas subportadoras. Em particular, uma nova abordagem
para a estimativa da fase portadora é desenvolvida e avaliada. Este novo
método aumenta a tolerância do sistema à dispersão cromática e viabiliza
o uso de sistemas com um alto número de subportadoras, superando em
desempenho qualquer outra abordagem de estimativa de fase portadora para
estes sistemas.
Por fim, é sugerida uma nova implementação de baixa complexidade de
um sistema de monitorização digital. É capaz de medir a largura da linha
espectral dos lasers do transmissor e do oscilador local. Esta implementação
só é posśıvel devido às caracteristicas de implementação do novo algoritmo
apresentado.
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Chapter 1

Introduction

1.1 Background

The massive growth in data traffic that has been characterizing this century is a
consequence of the unquestionable value brought to us by the Internet. Considering that
virtually every piece of data sent over the Internet is at some point transmitted through
an optical link [1], it is easy to understand how any study related to the enhancement
of optical systems is of utter importance. Furthermore, it should be noted that the need
for higher transmission rates is particularly felt these recent times when we are more
dependent than ever on the internet speed to perform our daily tasks remotely, with the
lack thereof representing an obstacle to communication.

Throughout the world, more than two billion kilometers of optical fibers have been
deployed [1], meaning that the secret behind improving the transfer rates of optical trans-
mission systems, while aiming at cost-efficient short-medium term solutions, is to focus
on the deployment of advanced optical transceivers. These advanced optical transceivers
enable faster transmission rates with low power consumption and without the need to
change the already laid fiber network.

Coherent detection allied with advanced Digital Signal Processors (DSPs) is globally
considered to be the primary technology to increase the capacity of an optical transmis-
sion system [2,3]. And DSPs are vital in coherent detection because they play an indis-
pensable role in compensation, mitigation and exploitation of the existing impairments
in an optical transmission system [4, 5], might they be associated with the propagation
of the signal throughout the fiber or with the optical transceivers themselves.

However, as any engineer would expect, such good news never come alone. As much
as coherent optical systems are made to sound good in the previous lines, they still
present some challenges. The fiber impairments present an obstacle to the maximum
achievable rates that modern fast hardware can provide. Thus, every effort and success
in reducing their respective impact on the achievable data rates is of interest. Lately,
there have been several studies manifesting the interest for Multi-Subcarrier (MSC) as
opposed to single-carrier systems. This interest is explained by the fact that it has been
experimentally demonstrated that MSC systems, with the help of advanced DSPs, can:
i) improve the tolerance to both linear and nonlinear fiber impairments [6–8] and ii)
reduce the complexity of optical transceivers [9]. These advantages of MSC systems
translate into a more power-efficient system. In addition, MSC systems bring the oppor-
tunity to develop novel approaches for the compensation of optical system impairments,

1



2 1.Introduction

with potential advantages over single-carrier systems, not only regarding their reduced
complexity and energy efficiency, but also benefiting from an increased frequency reso-
lution, thereby increasing the interest of advanced DSPs specifically designed for MSC
systems. Examples of such MSC-specific approaches are: i) the mitigation of non-linear
phase noise through the inter-subcarrier nonlinear noise correlation [10], ii) the design of
pre-emphasis techniques that treat each subcarrier independently [11] and iii) the use of
joint subcarrier processing for carrier phase estimation [12]. The latter being the topic
of focus of the present dissertation.

While the vast research on the topic of MSC systems emphasizes very well its aca-
demic and research value, commercial companies have also demonstrated interest in this
technology, evidencing its commercial value as well. Two exceptionally relevant com-
panies in this context are Infinera and Ciena. Both these companies currently dedicate
part of their portfolio to MSC systems and have several patents on the topic [13–17].

Now, changing the subject to the universe of research on the topic of optical fiber
communication systems, there are several interesting advantages that make it quite ac-
cessible and appealing. One of the main reasons is that, unlike wireless communications,
the transmission channel presents a very low deviation from theoretical models, which
means that the effects of the signal during the transmission are known with relatively
good accuracy. This property greatly facilitates the research on coherent optical sys-
tems, by enabling the development of highly accurate simulation models for optical
fiber [18–20], which are able to provide results, yielding valid measurements and allow-
ing the evaluation of DSP approaches, in a timely manner [21, 22]. Another important
reason is that, with the emergence of DSP as well as with the tendency to bring most
of the transmitter’s and receiver’s processing to the digital domain, every day the sim-
ilarity between the simulations and the practical results is diminishing. With all this
being said, it is unquestionably the best approach for a researcher that aims to develop
new and disruptive approaches to DSP subsystems to learn his ways around a simulator
of an optical transmission system, alongside with the gathering of skills to effectively
program DSP algorithms and learn important metrics to properly measure and display
data and the results.

1.2 Motivation and Objectives

The motivation behind this study arose from the recent interest in MSC systems,
and the respective realization that there was an unaccounted impact associated with the
performance decrease of Carrier Phase Estimation (CPE) mechanisms in these systems.
In fact, this impact is so noticeable that it is the main limitation to the maximum
number of subcarriers an MSC system can have [9]. This is problem is caused by the
fact that, while there has been extensive research on the topic of phase noise estimation
and compensation, most solutions are designed only for single-carrier systems, and,
when applied to multi-subcarrier systems, these algorithms are generally applied without
modification, each subcarrier individually. And, on that cue, the goal of this work is to
make an in-depth analysis of the relation between the performance of CPE approaches
and the number of subcarriers. Doing so will open a path to attempt to make the
approaches compatible with a system with a higher number of subcarriers, removing the
limitations associated with carrier phase tracking, thus allowing to take full advantage of
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1.Introduction 3

the great tolerance that these systems have to the fiber impairments and improving the
performance of MSC systems. This will increase their already existent commercial value.
In short, this dissertation aims to study the application and adaptation of common CPE
algorithms to MSC systems.

Having introduced the topic of this dissertation, and the motivation that constitutes
its foundation, now the respective objectives are summarized:

• Study coherent optical transmission systems and respective DSP components with
emphasis on the MSC-specific requirements, to learn how to handle the simulator
and be able to perform changes in the DSP;

• Measure quantitatively the impact of transitioning from a single-carrier to a multi-
subcarrier system;

• Create, implement, validate and optimize CPE approaches that can increase the
performance of MSC systems in comparison to the single-carrier ones.

1.3 Dissertation Structure

The structure of this dissertation was crafted to take the reader throughout the
sequence of events that sum up the developed work, justifying each evolution and decision
taken. The dissertation is divided into four main chapters, each with three to four
sections. In the following lines, the structure of this document is summarized, attributing
to each of the remaining chapters and their sections the due topics.

Chapter 2 is the chapter in which it is analyzed the state of the art in the area
of this research, it represents the initial phase of the developed work, the gathering of
knowledge required to initiate the research. Section 2.1 encompasses a revision of the
general structure of coherent optical transceivers with a special emphasis on their DSP
units, namely their MSC-specific constituents. Section 2.2 is devoted to the analysis of
the Laser Phase Noise (LPN), the study of its origin, how to model it and several tech-
niques to compensate for it. Section 2.3 has a similar purpose, but assesses Chromatic
Dispersion (CD) instead of LPN.

Chapter 3 is the first chapter with practical results, it incorporates the study of
a problem associated with the migration to a MSC system. Section 3.1 introduces
the underlying algorithms used for two CPE methods of particular importance in the
context of the dissertation. They are presented in this part rather than in Section 2.2
to emphasize the importance of understanding of the implementation of CPE methods,
to enable the design of enhanced CPE versions specific for MSC systems. Section 3.2
introduces the simulation environment chosen for obtaining the practical results, as
well as the default scenario considered. Section 3.3 is where the performance of CPE
approaches is firstly assessed with respect to the change of the number of subcarriers in
the system. Section 3.4 presents the same results as the previous section, but now with
a non-null transmission length, which makes the performance susceptible to one of the
most affecting impairments, the effect of CD.

Chapter 4 represents the first step towards MSC-specific CPE approaches, making
use of the information regarding LPN estimates in all subcarriers. Section 4.1 describes
how the implementation of CPE algorithms seen in Section 3.1 can possibly be adapted to
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improve its performance. In Sections 4.2 and 4.3 the respective performance is assessed,
in scenarios with and without the effect of CD, similarly to Sections 3.3 and 3.4.

Chapter 5 is the one in which the main novel contributions of this dissertation are
detailed, including a novel CPE technique. Section 5.1 describes the principles behind
this novel method and how it is employed. Section 5.2 evaluates how the performance
of this algorithm can be optimized, and then assesses its performance against the best
results attained with earlier approaches. Section 5.3 evaluates the possibility of perform-
ing digital monitoring, capability brought by the details of the implementation of the
novel method.

Chapter 6 is the last chapter. In it, an overview of the entire results is made,
conclusions are taken and, afterwards, future work is discussed.

1.4 Contributions

The work developed in the scope of this dissertation has given fruit to two main
contributions:

• The filling of a provisional patent application, covering the novel method com-
pletely born from the work evolution and studies performed in the thesis, presented
in Chapter 5;

• Preparation of a paper entitled “Digital Monitoring and Mitigation of Laser Phase
Noise Using a Dual-Reference Subcarrier Approach” to be submitted to the IEEE/OSA
Journal of Lightwave Technology.
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Chapter 2

State of the Art

2.1 Coherent Optical Transmission Systems

Studies on coherent optical fiber communications date back to the 1980s [23]. The ap-
peal on these systems, as opposed to legacy Intensity-Modulation and Direct-Detection
(IM·DD) systems, is motivated by their greater sensitivity at the receiver that allows
longer transmission distances. The increased sensitivity at the receiver is achieved by
mixing the received signal with a Local Oscillator (LO), which, by increasing the received
optical signal power after the photo-detection, allows for a decrease in the influence of
thermal noise at the receiver. Curiously enough, the biggest advantage nowadays associ-
ated with coherent systems (their capacity to implement spectrally efficient modulation
formats) was not the scientific drive at the time.

Although coherent systems showed great potential, it was not until the uprising of
Digital Signal Processors (DSPs) that they became widely used, as it enabled carrier
recovery and compensating for the fiber transmission impairments that, for some years,
had made IM·DD schemes the most efficient choice, since IM·DD receivers were not sensi-
tive to the carrier phase nor to the polarization of the transmitted signal. Adding to this,
the emergence of Erbium-Doped Fiber Amplifiers (EDFAs) and of Wavelength-Division
Multiplexing (WDM) technology, allowed the increase in both the limited transmission
distances and the low throughput associated with direct detection systems.

Nowadays, due to the increasing demand for higher capacity in the networks, the
study of coherent systems with the promise of higher transmission rates has been revived,
with the help of faster Digital to Analog Converters (DACs) and Analog to Digital
Converters (ADCs), as well as the faculty to implement Application Specific Integrated
Circuits (ASICs). It is important to highlight that, in coherent systems, it is possible
to completely retrieve the analog signals received at the optical receiver to the digital
domain with negligible loss of information, which means that all signal equalization and
compensation can be done in the digital domain, thus relaxing the requirements of the
optical components, because most non-idealities can be overcome with the usage of DSP.
With all this in mind, this section will go through all the fundamental blocks that build
up a coherent optical transmission system. Firstly, in Subsection 2.1.1 a look at the
typical structure of a coherent optical transmitter will be taken, followed by an overview
of the main DSP functions, in Subsection 2.1.2. Afterwards, and to conclude, the same
will be done for the optical receiver, in subsections 2.1.3 and 2.1.4, respectively.

5



6 2.State of the Art

2.1.1 Architecture of Coherent Optical Transmitters

In Figure 2.1 is represented the typical architecture of a coherent optical transmitter,
based on a dual-polarization configuration, a usual approach to double the Spectral
Efficiency (SE). The transmitter’s DSP takes as an input two data streams, containing
only information bits to be transmitted in the x− and y− polarizations, and, after
processing them, outputs two pairs of I and Q digital signals, one for each polarization.
Each of the four signals is input into a DAC, and the output analog electrical signals
are ready to modulate the carrier, in the two In-phase and Quadrature Modulators
(IQMs). Each of the two IQMs takes one of the x− or y− polarizations, obtained from
the transmitter’s laser using a Polarization Beam Splitter (PBS). The outputs of the
IQMs are optical signals modulated in-phase and quadrature, one in each of the two
orthogonal polarizations. Finally, these two optical signals, Es,x and Es,y, are merged
together using a Polarization Beam Combiner (PBC) and the complete optical signal,
Es, is ready to be transmitted.

In the next few paragraphs, a brief description of each building block will be pre-
sented.

DSP

DAC

DAC

DAC

DAC

PBS

π
2

π
2

Laser

IQM

PBC

y−pol.
bitstream

x−pol.
bitstream

Es

Es,y

Es,x

Ix

Qx

Iy

Qy

IQM

Figure 2.1: Common Architecture of a Coherent Optical Transmitter.

DSP

The transmitter DSP is responsible for the pre-processing of the signals to transmit,
its primary task is to implement signal modulation in the complex plane, and afterwards,
to shape the pulses in an appropriate format. Additional pre-processing can be done,
namely, signal pre-distortion, to compensate fiber impairments right in the transmitter
side and also the addition of redundancy to the transmitted bits, implementing Forward
Error Correction (FEC) encoding. Considering that signal processing is the scope of this
thesis, a more detailed description of this block will be given in Subsection 2.1.2.
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DACs

DACs have several important aspects that must be taken into consideration when
evaluating their adequateness to the system at issue. Two off the most important aspects
to be taken into account when designing a DAC are: i) bit resolution, which if not high
enough, can cause significant quantization noise; and ii) sampling rate, which, following
Nyquist’s sampling theorem [24], must be at least twice the baudrate of the system for
penalty-free communication. Concerning the latter, it is important to bear in mind that
in practice it is very rare to find optical transceivers in the market that actually follow
this rule. In order to reduce the cost and/or exploit the maximum symbol-rate, it is very
common to find optical transceivers with DACs operating at 1.5 samples per symbol,
because the associated penalty is very small. Another important aspect to have in
consideration is the dynamic range of the ADC, to make sure there is no signal clipping.

Laser

The Laser is responsible for the generation of a Continuous Wave (CW) optical
carrier. Lasers are required as opposed to simple Light Emitting Diodes (LEDs) because
of their spectral properties. While LEDs have very wide spectra, in the order of the
tenths of nanometers [24], lasers can achieve much narrower spectra, common lasers
having under 3 nm spectrum. Furthermore, coherent communications, demand high-
performance lasers. Among the most used laser sources are single-mode Distributed
Feedback (DFB) lasers and External Cavity Lasers (ECLs), achieving extremely thin
spectra. In fact, the width of the optical source, and its deviation from the ideal null
width are the cause of the problem that this dissertation aims to solve. An in-depth
analysis of the laser’s non-idealities will be given in Section 2.2.

In-Phase and Quadrature Modulators

IQMs, as the name implies, are the elements of the transmitter that allow the mod-
ulation of both the I and the Q signals, given an optical single-polarization signal, thus
performing electrical to optical up-conversion. The typical configuration of IQMs is
shown in Figure 2.2 [23], where it is possible to identify two Mach-Zehnder Modulators
(MZMs) and one phase shifter. MZMs have a basic functioning principle based on the
fact that an electrical field applied to a material can change its refractive index, thereby
being able to apply a phase change on the propagating signal. The optical signal at
the input, Ein is split in two branches, with a 3 dB polarization-maintaining splitter.
Then, one of the branches is subject to an electrical field that will impose an optical
phase shift of π/2, by applying the voltage −Vπ/2, thus obtaining the quadrature signal
to be modulated. Now we have two optical signals, in-phase and quadrature, ready to
be modulated. Each of the two goes through an MZM, in a push-pull configuration,
using as a driving signal the electric analog signals generated in the DACs, represented
in the figure as uI and uQ. The two branches are now coupled again, post-modulation,
achieving an IQ modulated optical signal, Eout.
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Ein Eout

−Vπ/2
uQ

uI

MZM

MZM

Figure 2.2: In-phase and Quadrature Modulator (IQM) scheme.

2.1.2 Transmitter’s Digital Signal Processor

Up until now, the description of the transmitter has been independent of whether
we are dealing with a Single-carrier (SC) or a Multi-Subcarrier (MSC) system, which
proves how it may be easy to change to the latter without any modification on the basic
design of the network. However, as it can be observed in Figure 2.3, it is in the DSPs
that the differences are seen, namely on the coexistence of several subcarriers and of the
grayed out blocks, which are the MSC-specific ones. Note that, in addition to the blocks
displayed in the DSP figure, some systems apply pre-distortion to the signal, by applying
the inverse channel response of the fiber, and by doing so, throughout propagation, the
fiber impairments are canceled out. However, these techniques can equally be done in the
receiver DSPs, and that is the model that will be considered in the context of the present
work. Furthermore, in the Figure’s FEC encoding is considered to have been performed
before the subcarrier demultiplexing, but it could also be performed independently per
subcarrier, however that is not going to be studied in the scope of this dissertation.

The next paragraphs of this subsection are devoted to summarizing the blocks that
constitute the common transmitter’s DSP of an MSC system.
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Figure 2.3: Scheme of a Transmitter Digital Signal Processor of an MSC System.
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Forward Error Correction Encoding

FEC encoding consists of the addition of purposely redundant bits to the original bit-
stream, to add tolerance to errors that might have occurred during the signal detection,
caused by noise or any other impairment. Typical FEC rates for modern coherent opti-
cal transceivers are in the order of 20%, meaning that for every 100 bits in the original
bitstream, 20 additional bits will be inserted. This relatively large overhead associated
with advanced soft-decoding mechanisms has proven to be able to yield a net coding
gain of up to 12 dB [25], allowing to meet the typical transmission systems requirements
of a post-FEC Bit Error Rate (BER) of the order of 10−15 with a considerably high FEC
threshold and lower power consumption.

Demultiplexing

The demultiplexing block divides the data bitstream into NSC bitstreams. This
division of bits per subcarrier must take into account the number of pilot symbols to be
added to that same subcarrier. The need for insertion of pilot symbols will be addressed
further ahead, but, since they take up space of regular symbols, this block needs to assure
that the bitstream splitting is done accounting for the space needed for their addition.

Symbol Mapping

The symbol mapping, as the name suggests, is where the bits are transformed into
symbols, following a certain modulation format. Symbol mapping is essential in a trans-
mission system, because, while in binary modulation formats we are limited to an SE of
1 bit/s/Hz/polarization, multi-level modulation formats enable an increase in the SE by
a factor of mb, which corresponds to the number of bits sent per symbol, which, given
the number of unique symbols in a modulation format, M, is given by log2(M).

Benefiting from the in-phase and quadrature modulation capabilities of the optical
transmitter described in Section 2.1.1, several modulation formats can be utilized for
coherent optical communications. In this regard, M− Phase Shift Keying (M-PSK) and
M− Quadrature Amplitude Modulation (M-QAM) are among the most utilized modula-
tion formats, with a prevalence of the latter, thanks to its improved Euclidean distance.
Multi-level modulation formats can have their symbols represented on the complex plane,
forming a so-called signal constellation. M-PSK consists of a constant modulus signal in
which the information is modulated only on the phase, with all symbols being equally
spaced over a circumference on the complex plane whose radius corresponds to the con-
stant modulus of the signal. M-QAM consists of a signal in which, as the name implies,
the symbols are modulated in both in-phase and quadrature components separately, us-
ing discrete amplitude levels, forming a constellation characterized by a grid-like aspect.
Note that, for M=4, both M-PSK and M-QAM converge to a Quadrature Phase Shift
Keying (QPSK) constellation.

Considering that M-QAM is not only the most common high order modulation format
but it is also the one used for simulations in the present work, a more detailed description
is now given.

Each symbol from the constellation can be represented as:

sk = sIk + isQk , k ∈ [1, 2, ...,M] (2.1)
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where sIk and sQk correspond to the I and Q components. To each sk a combination
of mb bits is attributed. Figure 2.4 shows an example of a 64-QAM constellation on the
complex plane, with all the sk and the respective bits. The choice of the mb bits for each
symbol is typically not arbitrary, following a Gray coding strategy, which means that
any two adjacent symbols in the constellation must have a unitary Hamming distance on
the respective bit sequence, assuring that a symbol error resulting in the misevaluation
of a symbol by an adjacent symbol results only in one-bit error out of the corresponding
mb bits.
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Figure 2.4: 64-QAM constellation with Gray coding.

Pilots Addition

After the conversion to symbols on the complex plane, pilot symbols are inserted to
aid on the convergence of specific DSP subsystems. Pilots are an important part of this
dissertation and consequently will be thoroughly analyzed in Section 2.2.

Up-sampling

At this point, each subcarrier’s symbol sequence is complete, and there is one digital
value per each symbol. Now, to prepare the subcarrier for the pulse shaper, an up-
sampling operation is required. Up-sampling is performed by inserting N − 1 zeros after
each symbol, where N is the number of samples required per symbol. In SC systems,
N is usually 2, to satisfy Nyquist’s sampling theorem. However, in MSC systems, that
value is multiplied by NSC, accounting for the fact that the subcarriers will eventually be
multiplexed together, and the overall signal will still have to obey the sampling theorem.
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Pulse Shaping

Pulse shaping is one of the most important parts of the Transmitter’s DSP, as it
allows to control the signal bandwidth and the Inter-Symbol Interference (ISI).

Unlike a basic rectangular pulse, a spectral efficient pulse shaping must have a finite
bandwidth, so that it is possible to accommodate the maximum number of signals in
a given allocated spectral band without having to worry about signals overlapping or
getting distorted by the filtering of the signal on the allocated band. Another important
requirement of the pulse shape is to assure there is no ISI, which means that, in a
sampling moment only the respective symbol can have a non-null amplitude.

Having these two requirements met, the typically used pulse shape is based on a
raised-cosine pulse shaping filter, whose time and frequency formulations are presented
below, in expressions (2.2) and (2.3), respectively, where β represents the roll-off factor
and can take any value in the interval [0, 1].

hRC(t) =



π

4Ts
sinc

(
1

2β

)
, if t = ±Ts

2β

1

Ts
sinc

(
t

Ts

) cos
(
πβt
Ts

)
1−

(
2βt
Ts

)2 , otherwise

(2.2)

HRC(f) =


1, if 0 ≤ |f | ≤ 1− β

2Ts
1

2

[
1 + cos

[
πTs
β

(
f − 1− β

2Ts

)]]
, if

1− β
2Ts

≤ |f | ≤ 1 + β

2Ts

0, otherwise

(2.3)

Firstly, concerning expression (2.2), we can see how hRC is null in multiples of Ts
other than zero, as required to remove ISI. Secondly, concerning expression (2.3), we
can see how the pulse has a finite bandwidth that, depending on the value of the β
parameter, can be as low as 1/2Ts.

While the raised-cosine pulse shaping filter fills both requirements, only the band-
width one is strictly needed for the signal transmission, the ISI requirement is only really
required when sampling the signal at the receiver. So, given the fact that a filtering op-
eration will be needed in the receiver, the best pulse shape at the transmitter is actually
the root raised-cosine, which, albeit not removing ISI at the transmitter, maintains the
same bandwidth. At the receiver, a matched filter will be applied, equally, a root raised-
cosine filter and, consequently, the filtering is half done in the transmitter and half in
the receiver, achieving a raised-cosine filter at the receiver, with the ISI requirement
fulfilled.

Frequency Shift

This block is one of the three that is specific to Multicarrier systems. Each sub-
carrier, k, will have to be shifted to its corresponding baseband frequency, fk, to form
the complete SC equivalent baseband signal. This scheme is usually called Nyquist Fre-
quency Division Multiplexing (NFDM) [26]. The frequency of each subcarrier is given
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by Equation (2.4). It is really important to notice that this implementation of NFDM,
and consequently the frequency shifts, is completely applied in the digital domain, rep-
resenting no differences in the physical architecture of the transmitter’s DSP.

fk =

(
k − NSC + 1

2

)
1 + β

2Ts
(2.4)

Multiplexing

With all the subcarriers filtered and properly aligned in the frequency domain, mul-
tiplexing them is as simple as adding all the digital signals together, and, from the
complex result, the real and imaginary components correspond respectively to the Ix/y
and Qx/y components.

With the objective of making it clear that the use of subcarrier multiplexing does not
represent an additional usage of spectrum, let us look into Figure 2.5, where we can see
the spectrum of a single-carrier system and one of an MSC system, both systems having
the same overall transmission rate. An equal spectral occupancy can be observed.

−40 −20 0 20 40

Frequency (GHz)

(a)

−40 −20 0 20 40

Frequency (GHz)

(b)

Figure 2.5: Spectrum occupancy of equivalent single-carrier (a), and MSC (NSC=8) (b),
systems.

2.1.3 Architecture of Coherent Optical Receivers

The typical architecture of a polarization diversity coherent optical receiver is shown
in Figure 2.6, which matches the double polarization transmitter described in Subsec-
tion 2.1.1. Looking into the figure of the receiver’s architecture, it can be seen that, as
the optical signal, Es, is received, it is split in a PBS into the x− and y− polarizations.
In parallel, the local oscillator is similarly split and then both polarizations are sepa-
rately processed, mixing the received optical signal, Es,x/y, with the local oscillator’s,
Elo,x/y, to perform an intradyne down-conversion in a 90◦ Optical Hybrid. Note that the
down-conversion is called intradyne and not homodyne because it cannot be considered
that the signal is brought to a zero frequency, but rather to a near-zero frequency, which
is because the LO is not locked to the transmitter’s laser, considering the difficulty of

A.D. Manuel Neves Master Degree



2.State of the Art 13

implementation of an optical phase-locked loop at such high frequencies. The solution
is then to leave the compensation to the digital side, as will be seen in Subsection 2.1.4.
The output signals of the optical hybrid are then fed into balanced photodetectors to
finally retrieve the I and Q components of each polarization. These four signals can
then be converted to the digital domain in the ADCs and are fed into the receiver’s DSP
were the original x−/y− polarization bitstreams are recovered.

Let us now analyze each main building block separately.
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Figure 2.6: Common Architecture of a Coherent Optical Receiver.

Local Oscillator

The LO is a CW laser, like the one in the transmitter. It is fundamental because it
is the optical signal used to convert the received signal to baseband, in order to be able
to be sampled. The ideal complex electrical field of the LO is given by:

Elo(t) = Alo exp (−i(ωlot+ θ0)) , (2.5)

where Alo is LO’s constant complex amplitude, wlo the angular frequency and θ0 the
initial phase. As mentioned earlier, the laser is hereby considered as an ideal light source,
and in Section 2.2 we will get into the details of lasers’ non-idealities.

90◦ Optical Hybrid

To better understand the operation performed by the 90◦ Optical Hybrid, let’s look
at Figure 2.7, where a scheme of such equipment can be seen. It is composed of two
polarization-maintaining splitters, one phase modulator performing a shift of π/2 and
two 3 dB couplers. Considering the electrical complex field of the received signal, Es, as:
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Es(t) = As exp (−i(ωst+ θs(t))) , (2.6)

where As is the complex amplitude, ws the angular frequency and θs the phase, we can
describe the four outputs of the 90◦ Optical Hybrid as a function of Es,x/y and Elo,x/y
in the following manner:

E1/5 =
1

2

(
Es,x/y + Elo,x/y

)
(2.7)

E2/6 =
1

2

(
Es,x/y − Elo,x/y

)
(2.8)

E3/7 =
1

2

(
Es,x/y − iElo,x/y

)
(2.9)

E4/8 =
1

2

(
Es,x/y + iElo,x/y

)
(2.10)

π
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E1/5

E2/6

E3/7

E4/8
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Elo,x/y

Figure 2.7: 90◦ Optical Hybrid scheme.

Balanced Photodetectors

The balanced photodetectors are responsible for the optical to electrical conversion
of the I and Q components of each polarization. A balanced scheme is used to improve
the receivers sensitivity: by performing differential reception, the constant component
of the signals can be removed, thus being able to only amplify the information-carrying
part of the signals. Considering an ideal reception, these are the obtained photocurrents:

II,x/y(t) = R
√
Ps,x/y(t)Plo,x/y cos

(
θs,x/y(t)

)
(2.11)

IQ,x/y(t) = R
√
Ps,x/y(t)Plo,x/y sin

(
θs,x/y(t)

)
(2.12)

where R corresponds to the responsivity of each photodiode, Ps and Plo to the respec-
tive signals’ power and θs,x/y to the modulated phase in the received signal in each
polarization.

ADCs

ADCs are responsible for converting the set of analog electrical signals into the digital
domain. They have similar important parameters to take into consideration to the DACs,
addressed in Subsection 2.1.1.
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Receiver’s DSP

Having now completely recovered the digital in-phase and quadrature signals gener-
ated for each polarization in the transmitter, in the receiver DSP they are treated to
minimize the transmission error rate. The digital operations performed on the received
signals are analyzed in the next subsection.

2.1.4 Receiver’s Digital Signal Processor

In this subsection, an overview is made of the several blocks that constitute a re-
ceiver’s DSP of an MSC system, whose MSC-specific blocks are grayed out. Compared
with the corresponding transmitter-side DSP, normally the DSP subsystem is more in-
tensive at the receiver, owing to the fact that many impairments are stochastic, and
therefore cannot be predicted and compensated for at the transmitter. In Figure 2.8 we
can see the main blocks in a possible configuration.
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Figure 2.8: Common blocks of an MSC System Receiver DSP, in a possible configuration.

IQ Alignment and Imbalance Compensation

This block is required because, due to different path lengths of the I and Q signals of
both polarizations, there can occur a temporal misalignment between the four signals,
usually called timing skew, which should be compensated before anything else. To this
purpose, a timing de-skew algorithm is generally applied, as seen in [27]. Having now
all the four signals aligned, it is still required to compensate for any imbalance between
balanced photodetectors that may have caused an orthogonalization problem. To com-
pensate for this imperfection, techniques based on Blind Adaptive Source Separation
(BASS) method can be applied, as proposed in [28].

Chromatic Dispersion Compensation

Chromatic Dispersion (CD) plays a key role in the subject of this thesis, conse-
quently, its compensation demands an in-depth analysis, which will be performed in
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Subsection 2.3.

Fiber Non-linearities Compensation

While MSC systems have proved to be more tolerant to fiber non-linearities [29–31],
compensation can still be applied to increase the system’s transmission reach [31].

As seen in Figure 2.8, this is one of the two blocks included in the static equal-
ization. Its designation is due to the time-invariant properties of the non-linear fiber
impairments. Common compensation techniques are based on Digital Back Propagation
(DBP) which, given the received signal, involves inverting the effects caused by propa-
gation on the digital domain [32,33]. The main drawbacks of these techniques are their
high computational requirements, thus, extensive studies are being led to reduce the
complexity needed to perform the DBP technique [34,35].

Demultiplexing and Frequency Shift

On these three blocks, the signal is now split into the various subcarriers, with
the knowledge of each subcarriers’ central frequency (given by expression (2.4)). The
matched filter, a root raised-cosine shaping filter, is now applied to simultaneously fil-
ter the spectral components of the adjacent subcarriers and to improve the Signal to
Noise Ratio (SNR). Afterwards, a frequency shift is employed to move all subcarriers to
baseband.

Adaptive Equalization

Adaptive equalization is performed, in each subcarrier independently to complement
the static equalization performed, which can be both due to under- or over-compensation
in the previous static stages.

On this stage, and only in the scenarios with dual polarization, it is also simultane-
ously done the polarization demultiplexing.

The two most common types of adaptive equalizers utilized in coherent optical
transceivers are based on Least Mean Square (LMS) and on Constant Modulus Al-
gorithms (CMAs) [36]. The latter provides the advantage of being phase-insensitive,
therefore enabling the realization of adaptive equalization prior to carrier recovery. How-
ever, the standard CMA is more adapted to constant module constellations, thus, for
M-QAM modulation formats, modified CMA techniques are employed [37].

Timing Recovery

Timing recovery, also known as clock recovery, is intended to retrieve the transmit-
ter’s clock, to remove jitter associated with the sampling instants on both the phase and
frequency shifts between the clocks of the transmitter and receiver. This is an important
aspect to correct, since the absence of ISI associated with the raised-cosine pulse shape is
only assured if the sampling instant is duly aligned. Timing recovery is divided into two
phases, a primary phase, where the time deviation is estimated, and a secondary one,
where the signal is equalized to match the ideal sampling moment. Among a plethora
of algorithms, the Gardner timing error detector is one of the most commonly employed
methods in coherent optical transmission systems [38,39].
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Frequency Recovery

Frequency offset recovery is the first stage of carrier recovery. The block is responsible
to measure the prevailing offset from the zero frequency, a consequence of this receiver
being an intradyne receiver as opposed to a homodyne receiver. For M-QAM formats,
typical approaches are algorithms based on blind frequency search [40], which are based
on testing a range of test frequencies and find the one that minimizes a determined cost
function. Other approaches are feedforward algorithms such as [41, 42] and frequency-
domain tone observation [43,44].

Phase Recovery

The second block of the Carrier Recovery is Carrier Phase Recovery (CPR) which,
being the main topic of the dissertation, has a devoted Subsection, 2.2.

Symbol Estimation

Albeit sounding like a presumably simple procedure, symbol estimation can be ex-
plored up to a relatively complex degree. For instance, acknowledging the existence of
any residual memory of the channel, Maximum Likelyhood Sequence Estimation (MLSE)
approaches can be employed. Given a block of symbols with noise, this technique tests
several possible combinations and outputs the symbol sequence that results in a minor
error [45]. Other approaches involve a neural network, to estimate non-linear classifiers
improving the performance of symbol estimation in systems with non-linear effects [46].
However, even if complex approaches to symbol estimation mechanisms can be used, in
Additive White Gaussian Noise (AWGN) systems the optimal solution is based on the
Euclidean distance, and this is the solution elected in most commercial systems. This
symbol estimation is performed in a rather intuitive manner. Given a timed and equal-
ized signal, a stream of symbols, estimating each symbol consists simply of translating
a received symbol to its nearest corresponding symbol on the fixed constellation, the
Euclidean distance is measured on the complex plane after having the constellation nor-
malized to the mean power of the received signal. The final step of symbol estimation
consists of transforming the symbol into its corresponding bit sequence. Note that, at
this stage, pilot symbols are disregarded, if they have not been removed in the previous
block.

Multiplexing and Forward Error Correction Decoding

At this stage, several bitstreams have been retrieved, one bitstream per carrier for
each polarization. All there is left to do is to combine back the bitstreams in the proper
order and, after that, perform FEC decoding. This, once again, assumes the usage
of joint FEC decoding, which is not a requirement in MSC systems, as mentioned in
Subsection 2.1.2.

2.2 Laser Phase Noise: Modeling and Compensation

When described in the previous section, a laser’s electrical complex field was pre-
sented in its ideal form, in expression (2.5). However, real lasers have an electrical
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complex field that is better described by expression (2.13).

El(t) = Al
√

1 + y(t) exp (−i(ωlt+ θ0 + θl(t))) , (2.13)

where y and θl represent the intensity and phase fluctuations that real lasers present.
Laser Phase Noise (LPN) is the result of the sum of these phase fluctuations on the
transmitter’s laser and the LO.

Unfortunately, these laser phase fluctuations do not constitute a negligible devia-
tion from the ideal lasers, they represent a big constrain on information transmission,
concerning that, as thoroughly explored in Section 2.1, the carrier’s phase is used to
send information and, consequently, changes on the expected carrier phase distort the
sent information. However, they always exist in real systems, and thus the concept of
Laser Line Width (LLW) was created. This name is related to the width of the optical
spectrum of the laser being evaluated (more precisely, the full width at half-maximum
power).

A smaller LLW indicates a respectively narrower spectrum, which leads to fewer
phase fluctuations. Ideally, LLW would be zero. LLW is consequently seen as a measure
of how good a laser is. Typical values for LLW in coherent optical transmission systems
are in the 100 kHz to 10 MHz range [23]. It is with this range in mind that the simulations
will be analyzed in the following chapters.

2.2.1 The Wiener Phase Noise Model

Having acknowledged its existence, the first step towards being able to compensate
the phenomena is to be able to understand its nature and behavior. Laser Phase Noise
(LPN) can be modeled as a Wiener process, formulated by the following expression [47]:

φPN(k) =
k∑

i=−∞
fi, (2.14)

where fi represents an independent and identically distributed Gaussian variable with a
zero mean and whose variance, σ2f , is given by:

σ2f = 2π(∆f × Ts), (2.15)

where Ts is the period of a symbol and ∆f is directly connected to the above-mentioned
LLW. It represents the contributions of the LLW of both the transmitter’s laser and the
LO. We can consider the addition of both lasers’ LPN as a single total LPN only because
of the mathematical properties of a Wiener process, which assure that the sum of two
independent Wiener processes also corresponds to a Wiener process, whose variance
is the sum of the variance of the two originating Wiener processes. From a physical
standpoint, this combined LLW approach also implicitly requires that the two lasers are
co-located, which is not typically the case. Nevertheless, this issue will be revisited later
in this thesis, when addressing the impact of CD in such scenarios.

It shall be noted that the relation of Ts with the variance of the LPN is very intuitive,
considering that a larger symbol period is more likely to imply a larger variation of the
LPN. This has an important relation with the analysis done in this work.

Looking at Figure 2.9, two distinct examples of the behavior of LPN can be seen,
where its arbitrary and cumulative nature is well visible.
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Figure 2.9: Two different instances of LPN.

A typical coherent transmission system demands tracking and compensation of the
LPN, because this noise translates directly to a rotation of the constellation, and without
it, the transmitted symbols become indistinguishable, as it can be observed in Figure
2.10.
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Figure 2.10: 64-QAM constellation without (a) and with (b) the impact of LPN, for
∆f=100 kHz and 1/Ts=64 GHz.

2.2.2 Carrier Phase Estimation and Compensation

Digital compensation of LPN takes advantage of its known properties, namely the
fact that it is a cumulative process, to estimate its evolution and properly correct it.
Algorithms that aim to correct LPN are called Carrier Phase Estimation (CPE) algo-
rithms. While there are several different implementations, which will be described in
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the paragraphs below, they all have the same working principle. They receive a signal,
Srx, with a strong distorting effect of phase noise, φPN, and build an estimate of it, φ̂PN.
Upon building this estimate, the phase noise is corrected simply applying to the complex
received signal a symmetric phase rotation:

Srx(k) = Srx(k)× exp(−iφ̂PN(k)) (2.16)

One of the first widely used Carrier Phase Estimation (CPE) algorithms, famous for
its application in QPSK systems, was the Viterbi-Viterbi (VV) algorithm [48]. In it,
by raising each symbol to the fourth power, the symbols’ original phase is canceled out
and the phase that is left corresponds to four times the phase noise affecting that same
symbol at reception. By dividing this phase by four, we get the phase noise estimate at
that symbol, making this a genius and simple approach to estimate LPN. This method
can easily be scaled to any M-PSK system, by switching the fourth power by the M-
th power, with the only problem being the lower LPN tolerance, considering that the
highest phase noise amplitude it can properly correct is half the phase between two
symbols in the constellation, π/M. However, VV is not directly applicable to M-QAM
constellations, due to the lack of phase equidistance in such constellations, thus not
being able to blindly perform a constellation rotation that removes the dependence to
the phase of the symbol transmitted. While modifications for M-QAM systems have
been studied and presented [49], the performance is still limited for higher constellation
orders.

Aiming at increasing the LPN tolerance for M-QAM formats, another CPE is pro-
posed in [47]. It is called Blind Phase Search (BPS) and it gets its name from the fact
that it can extract the phase from the received signal blindly, meaning that there is
no need to add overhead to the received signal in order to estimate the signal phase
deviation. This CPE algorithm plays an important role in the scope of this dissertation,
and will be further analyzed in the next chapter. Nevertheless, it can already be said
that it works by performing a number of rotations, given a number of test phases, on the
received signal, and then the LPN estimation corresponds to the negative value of the
rotation that minimizes the mean square error between the rotated constellation before
and after the decision circuit.

Within the scope of this work, being it in a simulated environment, we will be using
Blind Phase Search (BPS) exactly as presented in [47]. In practical applications, how-
ever, BPS presents a problem associated with its complexity, as the complexity increases
with the number of test phases, and the number of test phases has to be increased for
higher-order M-QAM formats [50]. To overcome this problem, a Maximum Likelihood
(ML) CPE approach is suggested in [50]. This approach reduces BPS’s complexity by
resorting to several cascaded phase recovery stages. The first stage is a coarse BPS,
reducing the number of test phases, followed by any number of ML CPE stages.

All the previously described approaches suffer from a problem inherent to their blind
nature. Given that M-QAM constellations have rotational symmetry, cycle slips can
occur and they are undetectable by blind approaches. Pilot symbols can thus be period-
ically inserted to remove the phase ambiguity associated with blind algorithms. This is,
however, obviously done at the expense of decreasing the net data rate. A fundamental
part of the work done in this dissertation revolves around how the number of pilots used
per subcarrier can correctly be minimized while maintaining the quality of CPE algo-
rithms. A detailed oversight of how the pilot symbols are inserted into the transmitted
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symbol stream is given in the next chapters. After removing the LPN with Pilots, a
second stage of CPE can be used, with BPS, without any additional overhead required
and correcting reminiscent LPN that the first stage of CPE with Pilots was not able to
correct.

2.3 Chromatic Dispersion: Modeling and Compensation

In Standard Single Mode Fiber (SSMF), a broadband transmitted signal suffers a
broadening of the pulse, which is a consequence of the phase velocity of the spectral
components depending on the respective frequency. This effect is known as CD, Group-
velocity Dispersion (GVD), intramodal dispersion or even simply fiber dispersion. In an
SSMF, it is caused by two contributions, material dispersion, intrinsic to the material
used on the fiber, and waveguide dispersion, which depends on the physical characteris-
tics of the fiber and can even be modeled to achieve a desired value (this matter won’t
be discussed on the present dissertation, but it can be studied in [24]). The broadening
of the pulse on the transmitted signal causes ISI, and has a significant impact on the
received signal. This impact makes it necessary to be able to model the behavior of CD
and then develop techniques to mitigate it.

2.3.1 Time- and Frequency-Domain Analytical Modeling of Chromatic
Dispersion

The frequency-domain transfer function that translates the accumulated effect of CD
on the optical fiber is given by expression (2.17), where β2 is the GVD parameter, ω is
the angular frequency and z is the spatial coordinate:

HCD(ω) = exp(i
β2
2
ω2z) (2.17)

Analyzing CD’s transfer function, we can see that it has a unitary norm, meaning that
it has no effect on the propagating signal’s amplitude. Moreover, focusing our attention
on a single frequency component of the transmitted signal, ωk, we can see that CD’s
unique effect on that frequency component corresponds to a constant phase delay. This
is interesting, because such an impacting fiber impairment could, in theory, be perfectly
fixed with the timing recovery, if only the transmitted signal had a bandwidth narrow
enough for it to be considered as having a single frequency. This fact that every frequency
suffers a different constant phase delay is the obvious cause of the pulse broadening effect.
Each component of a signal travels at a different group velocity through the fiber, which
will cause the pulses to have a broadening correspondent to the largest delay between
any two frequency components that make up the signal.

As the number of subcarriers in a system increases, while keeping the data trans-
mission rate, the frequency band of each subcarrier decreases inversely proportionally,
considering that the overall band used must remain the same. This mathematical con-
sequence of the increase in the number of subcarriers presents an advantage concerning
CD, because a signal whose spectrum is narrow enough, does not suffer significant pulse
broadening, but rather just a temporal delay between the different subcarriers. So, an
MSC system with a high enough number of subcarriers, concerning the effects of CD,
can almost be seen as a set of non-affected subcarriers with a temporal displacement

A.D. Manuel Neves Master Degree



22 2.State of the Art

among them. With that said, and under the mentioned assumption, the expression for
that inter-subcarrier temporal delay is now derived.

Being φCD(ω) the phase imposed by CD at frequency ω, we can write:

∂φCD

∂ω
= β2ωz (2.18)

having the relation between phase and frequency:

∂φ

∂t
= ω (2.19)

we can now replace φCD(ω) by tCD(ω), the time delay associated with ΦCD(ω), making
the necessary adjustments:

∂tCD

∂ω
= β2z (2.20)

The delay between the center frequencies of two adjacent subcarriers, assuming a
constant β2, can then be approximately given by:

∆TCD = Lβ2∆ω (2.21)

In the expression, the parameter L is the length of the fiber and ∆ω is the spacing
between subcarriers. Alternatively, ∆TCD can also be expressed as a function of the
dispersion parameter, D = −2πcβ2/λ

2, expressed in ps/(km·nm), resulting in:

∆TCD = DL∆λ (2.22)

In this case, L is expressed in km and ∆λ in nm. Having reached the time delay
between adjacent subcarriers, we can extend our CD analysis. In typical systems, being
the inter-subcarrier frequency spacing roughly equal to the subcarrier’s frequency width,
∆TCD not only represents the temporal delay between the subcarriers but also the largest
delay between two frequency components of the same subcarrier. Thus, for a scenario
in which no compensation for the CD is performed, we can additionally conclude that
the assumption that there is no significant pulse broadening in a subcarrier is valid as
long as the following condition is met:

|∆TCD| << Ts (2.23)

2.3.2 Zero-Forcing Equalization of Chromatic Dispersion

Chromatic Dispersion Equalization (CDE) is one of the key DSP subsystems, as
previously highlighted in Subsection 2.1.4. Given the time-invariant nature of CD, the
equalization of the CD accumulated throughout the optical link can be performed in a
static manner, using a zero-forcing equalizer. The transfer function of such filter must be
the inverse transfer function of the CD seen in expression (2.17), which can be formulated
as:

HCD−1(ω) = exp(−iβ2
2
ω2z) (2.24)

Note that this filter is usually applied on the received signal as a whole, disregarding
whether it is a system with one or many subcarriers (this was implicit back in Figure 2.8,
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when we saw that each entire polarization component entered the static equalization,
before demultiplexing).

The equalization can be performed on the Time Domain (TD-CDE) or on the Fre-
quency Domain (FD-CDE), and the choice between one of them is usually based on the
metric of complexity. TD-CDE is preferred when the intended transmission length is
small. It is performed resorting to Finite Impulse Response (FIR) [51] or Infinite Impulse
Response (IIR) [52] filters. The IIR implementation has the advantage of requiring a
significantly smaller number of taps than the FIR. However, IIR filters have a feedback
structure that makes it impossible to do a parallel implementation, unlike FIR filters,
and, for that reason, FIRs are typically the default choice for TD-CDE implementa-
tions. The theoretical expression for the FIR tap coefficients in the time domain is given
by [53]:

ak =

√
−i T 2

2πβ2L
exp

(
i
T 2

2β2L
k2
)

(2.25)

where k is the index of each of the tap coefficients and T is the sampling frequency. The
value of k is defined in the interval:

−
⌊
N

2

⌋
≤ k ≤

⌊
N

2

⌋
(2.26)

where N is the upper bound for the number of taps [53], and it is given by:

N = 2

⌊
πβ2L

T 2

⌋
+ 1 (2.27)

It can be noticed how the required number of taps increases with the increase in the
accumulated CD.

As the transmission length increases, FD-CDE outperforms TD-CDE in terms of
complexity, as concluded in [54]. This difference in the performance is due to the fact
that this equalization is performed by an Fast Fourier Transform (FFT), the applica-
tion of the inverse CD transfer function, and an Inverse FFT (IFFT). And, as it is of
common knowledge, extensive studies have been done on the reduction of the complex-
ity of FFT/IFFT operations. Efficient implementations of these equalization techniques
are the overlap-save/add algorithms [55]. The only major disadvantage associated with
FD-CDE is that it leaves us with fewer optimization possibilities, as opposed to TD-
CDE, in which the development of low complexity implementations is a very researched
topic [56,57].

While there are many approaches to compensate for the accumulated CD, might
those be on the time domain or on the frequency domain, one work that is of major
interest to the scope of this dissertation, is the method proposed in [58], where it is
experimentally demonstrated that it is possible to perform a system architecture in which
the effects of CD can be almost completely disregarded by dividing the signal into sub-
bands, that are analogous to subcarriers in MSC systems, and simply performing timing
recovery and minimal equalization afterwards. Thus proving that in MSC systems,
given a high enough number of subcarriers, it is experimentally possible to demonstrate
higher tolerance to CD, being the most impacting consequence of CD a mere temporal
displacement between subcarriers, as theoretically derived above. This experimental
validation will prove fruitful in the scope of this work, in Chapter 5.
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Chapter 3

CPE Using Independent
Subcarrier Processing

When describing the effect of Laser Phase Noise (LPN) in Chapter 2, it was observed
through expression (2.15) that its impact would be worse as the product ∆f ·Ts increases.
For a given fixed transmission system, however, ∆f does not change, being solely related
to the physical properties of the laser. But, given the dependence on Ts, if we increase
the number of subcarriers, it is clear to predict that it will have a significant impact
on the performance of Carrier Phase Estimation (CPE) algorithms. Figure 3.1 makes
the understanding of this impact easier. A higher number of subcarriers for the same
baudrate must imply longer symbols, in fact, NSC and Ts are proportional. The red dots
in the figure indicate the sampling instant for each symbol, and the vertical dashed lines
stipulate the Ts of the single-carrier system. As the number of subcarriers increases, Ts
increases, thus reducing the granularity of sampling instants, and consequently, making
it more difficult to estimate LPN.

NSC=1

NSC=2

NSC=4

Figure 3.1: Effect of increasing NSC on Ts (red dots indicate the sampling instant for each
symbol and the vertical dashed lines stipulate the symbol duartion of the single-carrier
system)

In this chapter we will analyze quantitatively what is the penalty associated with
increasing the number of subcarriers of a system without changing the CPE algorithms
applied, always having the equivalent single-carrier system as a starting point for com-
parison.

As simulation played a huge role in the context of this work, being all of the work
built in a coherent transmission system simulator, it was a major part of the research
to understand CPE algorithms and how they could be implemented in a simulated envi-
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ronment. For that reason, in Section 3.1 an in-depth description of the CPE algorithms
used is performed. After doing so, the simulation environment, the system parameters
and the performance metrics will be introduced, in Section 3.2. Finally, the performance
of the CPE algorithms is assessed without and with the effect of Chromatic Dispersion
(CD), in Subsections 3.3 and 3.4, respectively.

3.1 Implementation of CPE Algorithms

Understanding the implementation of state of the art CPE algorithms is essential,
only after doing so can these be explored and adapted to Multi-Subcarrier (MSC) sys-
tems. In this Section two of the aforementioned CPE algorithms are described, Blind
Phase Search (BPS) and Pilots.

3.1.1 Blind Phase Search

This algorithm works by grabbing a subset of 2N + 1 received symbols, and rotating
them by B + 1 test carrier phase angles, θb, with:

θb =

(
b

B
− 1

2

)
· γ, b ∈ {0, 1, ..., B} (3.1)

In the expression above, γ represents the maximum non-redundant angle on the
constellation, i.e. the maximum angle without rotational symmetry (for instance, γ = π

2
for square Quadrature Amplitude Modulation (QAM) constellations). Applying BPS in
an angle wider than γ would be useless, because, as will be shown further ahead, BPS
extracts the LPN estimate from the rotation that best places a certain noisy symbol in a
constellation position, meaning that there would be an infinite number of ideal solutions
of the form θb + kγ, with k taking any integer value.

For each rotation θb of the signal, a decision is made resorting to the decision circuit,
thus inserting all rotated 2N + 1 points in the corresponding constellation fixed point,
based on the decision criteria. Afterwards, the sum of the squared distance in the
complex plane between the symbols before and after the decision is calculated, and the
angle θb that minimizes this sum corresponds to the resulting phase noise estimation,
following a Mean Squared Error (MSE) criteria.

Mathematically we can write the phase noise estimation for each symbol k, φ̂PN, as:

φ̂PN = arg min
θb

N∑
n=−N

|Srx(k)× exp(iθb)− bSrx(k)× exp(iθb)cD|2, (3.2)

in which b·cD is the decision circuit outcome.

Turning now our attention to N , which was imposed at the beginning of the algo-
rithm’s description without explanation, let’s try to understand why it is a necessity.
Ideally, if there was no noise aside from the phase noise, N would be zero, but, because
Gaussian noise adds up with phase noise, phase noise can be wrongly estimated for a
symbol alone. Therefore, to reduce the effect of other sources of noise, we must have
N greater than zero. The compromise we face when choosing a value for N is that a
much higher N increases complexity and might attenuate the phase noise fluctuations
that we intend to estimate, after all, it is still noise we are estimating, and we know
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that statistically the LPN average is null. This imposes an upper bound for the value
of N . Similarly, there is also a lower bound for N , because, while the effect of LPN
causes the symbols to stray far from their original spot, Gaussian noise also presents a
similar effect, but, not having a cumulative nature, there is no interest in accounting for
it, so a minimum value of N is required to filter such Gaussian noise. In [47] a value of
N ∈ [6, 10] is presented as a fairly good choice, in a scenario that resorts only to BPS as
a CPE mechanism. Note that, in this dissertation, N is expressed as a function of the
number of taps, and the number of taps corresponds to 2N + 1. The number of taps is
the length of the moving average filter applied for the LPN estimation, which is clearly
equivalent to the N described above.

This algorithm presents, however, a problem already suggested above, stemming from
the rotational symmetry of the constellation. The problem is materialized in the form
of the so-called cycle slips. A value of phase noise that represents an angle larger than
γ
2 will be badly evaluated, due to the phase ambiguity associated with the rotational
symmetry of M− Quadrature Amplitude Modulation (M-QAM) constellations.

Now, to summarize the algorithm and understand one possible implementation on
the simulator, the pseudo-code to achieve an implementation of the BPS algorithm is
described:

1: function CPE:BPS(Srx(k))
2: for θb, b ∈ [0, B] do
3: Srot(k)← Srx(k)× exp(iθb)
4: Sref (k)← bSrot(k)cD
5: error(b, k)← |Srot(k)− Sref (k)|2
6: error(b, k)← average(error(b, k), number of taps)
7: end for
8: φ̂PN(k)← −min(θb,error(b, k))
9: Srx(k)← Srx(k)× exp(iφ̂PN(k))

10: return Srx(k)
11: end function

In the pseudo-code above, min(·) denotes the choice of θb that minimizes the error
for each received symbol Srx(k).

3.1.2 Pilot-driven CPE

A solution to prevent phase ambiguity on the LPN estimations, and consequent
cycle slips, is presented in [59]. It consists of interleaving within the data a pattern of
specific sequences of pilot symbols, whose value is known at the receiver. With their
presence, a periodic absolute reference for the phase noise value is achieved, because, at
the receiver, we know exactly the sequence of pilot symbols that was originally sent by
the transmitter.

These pilots are multiplexed with a predefined Pilot Rate (PR), RP. The PR repre-
sents the ratio between data symbols and the sum of data and pilot symbols sent. For
instance, a PR of 15/16 means that, for every 15 symbols of payload, it is inserted one
pilot, making up 16 symbols.
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Knowing that at the transmitter we sent a pilot, P , in the following manner:

Stx(k) =

{
Pn, if k is a multiple of (1−RP)−1

payload, otherwise
(3.3)

from our received symbol sequence, we can extract the received pilots in the following
way:

P ′n = Srx(k)|k multiple of (1−RP)−1 (3.4)

Estimating phase noise is now as simple as:

φ̂PN(n) = − arg(Pn · P ′n*) (3.5)

This, however, gives only an estimate of φPN for one in each (1 − RP)−1 symbols.
In between the pilot symbols, the phase noise estimation can be interpolated, typically
using linear interpolation for simplicity.

Similarly to BPS, this algorithm is also susceptible to erroneous estimations of LPN
caused by Gaussian noise. Practical implementations of this algorithm perform a moving
average over the phase estimation, with an optimized number of taps, to reduce the effect
of Gaussian noise on the estimation of the overall LPN. Therefore, the optimization of
the number of taps for this moving average window follows similar reasoning to the one
previously described for the BPS algorithm.

Now, as with BPS, the pseudo-code to achieve an implementation of CPE using
pilot symbols is described to summarize the algorithm and understand one possible
implementation on the simulator:

1: function CPE:pilots(Stx(k), Srx(k))
2: for k multiple of (1−RP)−1 do
3: F (n)← Stx(k)× Srx(k)* . n corresponds to k/(1−RP)−1

4: end for
5: H(n)← average(F (n), number of taps)
6: φ̂PN(n) ← − arctan(Im(H(n)),Re(H(n)))
7: φ̂PN(k) ← interpolation(φ̂PN(n))
8: Srx(k)← Srx(k)× exp(iφ̂PN(k))
9: return Srx(k)

10: end function

3.2 Simulation Environment and Parameters

Throughout this work, all results presented will be the result of simulation valida-
tions. For such results, a MATLAB simulator of coherent optical communication systems
was used [60]. The overall structure of the used simulator matches the description of
optical transmission systems in the previous chapter. Moreover, the simulator also in-
cludes simulations of the optical link between the transmitter and the receiver, which
was also used on the scope of this work, whenever a non-null transmission length is men-
tioned. When a setup with a null transmission length is used, it is commonly called a
Back-to-Back (B2B) configuration, because both transmitter and receiver are assembled
”back to back”, without any (significant) optical link in the middle.
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Parameter Value

Polarization Single
Fiber type SSMF
Fiber GVD (β2) −20.4 ps2/km
Baudrate 64GBd
Modulation format 64-QAM
FEC rate 5/6
Pilot rate (RP) 31/32
Target NGMI 0.9

Table 3.1: Summary of Default System Parameters on the simulations performed.

In this work, the subjects of study are techniques to mitigate a phenomenon that only
occurs between the electrical to optical conversion and vice-versa. As seen in Chapter 2,
this conversion already happens in the analog domain. Being so, it might come off weird
to be studying methods to correct a phenomenon that happens on the analog domain
solely using a completely digital simulator. However, such study is not only possible
but also valid due to the knowledge of the mathematical model for the LPN and due
to the fact that all methods described to mitigate LPN, even on a real system, are only
performed on the digital domain, this means that, validation-wise, we can disregard the
analog part of the fiber transmission, if we know how does it impact every digital sample
upon reaching the Analog to Digital Converter (ADC) on the receiver side.

The simulation of the fiber propagation used does not account for non-linear impair-
ments. The type of fiber simulated is Standard Single Mode Fiber (SSMF), and thus a
β2 of −20.4 ps2/km was considered.

In most results and unless expressly stated otherwise, the scenario considered is an
optical link considering a single polarization, a baudrate of 64GBd, which is divided
equally by the several subcarriers, a 64-QAM modulation, a Forward Error Correction
(FEC) code rate of 5/6 and a pilot-rate of 31/32, with the number of taps optimized. A
summary of these values can be seen in Table 3.1.

The performance metric used was the required Signal to Noise Ratio (SNR) to achieve
a Normalized GMI (NGMI) of 0.9. The description and reason of choice for this metric
are given just below.

3.2.1 Normalized Generalized Mutual Information

As previously discussed in Section 2.1.2, high-performance coding plays a key role
in enabling the operation of coherent optical systems at raw Bit Error Rates (BERs)
of more than 2 × 10−2, which after FEC decoding can be reduced to as low as 10−15.
However, it is obviously highly demanding (or even impossible) to perform simulations
that can accurately measure such low post-FEC BERs, as they would imply a simulation
of at least 1017 bits for a precise evaluation. But, regardless of how demanding it is, for
commercial applications, what is of interest is the final value of BER, after FEC, be-
cause that is what ultimately affects data transmission. To simplify this evaluation of the
post-FEC value, practical solutions have appeared, to make easier the performance as-
sessment of developed algorithms and subsystems, without demanding for such intensive
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simulations. These solutions are always based on finding a consistent relation between
the signal before the FEC decoding and the post-FEC BER. If such relation is found,
there is no need to implement the coding/decoding blocks, and consequently no need to
deal with the associated extremely low BERs, bringing an important simplification to
the process of validating Digital Signal Processor (DSP) techniques.

One performance metric that for some years was of interest was the usage of the
pre-FEC BER. The usage of the pre-FEC BER instead of the post-FEC BER, however,
implied a constant relation between them. This assumption was true in the first gen-
eration of FEC, when it was based on hard-decision implementations, since there could
be defined a deterministic relation between the input and the output of the decoding,
because both only handled binary values. The introduction of soft-decoding mechanisms
disrupted the constant relation before seen between pre-FEC and the post-FEC BER,
because the input of the FEC mechanisms were no longer binary values, but rather
real values, measuring the likelihood of a bit being a certain value, in the context of
a symbol. This created a significant dependence of the chosen modulation format on
the post-FEC BER, given a fixed pre-FEC BER [61], critically mining its usage as a
performance metric.

Generalized Mutual Information (GMI) is a relatively recent performance metric,
being first introduced in 2015 [61]. In [61], GMI was evaluated against pre-FEC BER,
in both linear and nonlinear regimen, and always showing a constant relation between
its value (obtained before performing FEC decoding) and the post-FEC BER. For that
reason, it quickly gained interest in the research community and is now widely used as
a performance metric. The good performance of GMI comes from the fact that, like
soft-decision FEC (and unlike pre-FEC BER), it takes as an input real values, instead
of binary values, real values carrying information on the likelihood of occurrence of a ‘0’
or a ‘1’, given the complex value of the analog signal corresponding to the containing
symbol.

Numerically, GMI represents the number of bits per symbol that can be reliably trans-
mitted through the Additive White Gaussian Noise (AWGN) channel, so, it is always a
value in [0, log2(M)], for M-QAM constellations, being log2(M) the ideal maximum. It
is mathematically formulated as [61]:

GMI = log2(M)−G(M, σ2), (3.6)

where G can be seen as a measure of information loss throughout the AWGN channel
and it is given by:

G(M, σ2) =
1

N

N∑
n=1

log2(M)∑
k=1

log2

∑
xm∈X exp

(
− |yn−xm|

2

σ2

)
∑

xm∈X (k,bn,k)
exp

(
− |yn−xm|

2

σ2

) (3.7)

where σ2 is the variance of the noise on the AWGN channel, yn is the n-th received
symbol, in a block of N analyzed symbols, xm is one of the log2(M) symbols in the
constellation alphabet, X , bn,k is the k-th bit of the n-th transmitted symbol and, finally,
X (k, b) is a subset of X containing all symbols whose k-th bit equals b, with b ∈ {0, 1}.

Furthermore, to achieve independence from the modulation format chosen, the GMI
is usually presented as NGMI, simply resulting of the division of GMI by log2(M).

Having defined NGMI, it is now important to understand what value of it we should
aim for. More specifically, to understand what is the minimum required NGMI in a
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Figure 3.2: Simplified Simulator Block Diagrams, focusing on the insertion of LPN and
respective interplay with CD.

system to assure that the BER requirements are met. The required NGMI is tightly
related with the FEC rate of the system, because the FEC rate can be seen as the
normalized number of bits that represent important non-redundant information, and, as
seen above, the NGMI represents the normalized number of bits that can be considered to
have been reliably received. In our simulations, we are considering a typical FEC rate of
5/6, indicating that a value of approximately 0.83 should be the goal NGMI. However,
penalties associated with real implementations of FEC mechanisms have pushed the
standard NGMI value to 0.9, and, for that reason, that is the same we will be using in
most performance assessments. Whenever Required SNR is mentioned, it is implicit that
it is the required SNR to achieve the target NGMI of 0.9.

3.2.2 Simulator Block Diagram

It is now important to specify the block diagram, to clarify how the effects of LPN and
CD interplay. Figure 3.2 represents a simplified block diagram of the B2B configuration,
3.2a, and the configuration accounting for a non-null transmission length or regular
configuration, 3.2b.

Note that this order of blocks, as every part of the simulator, was made to make sure
that the simulator mimics as much as possible a real setup. On the B2B configuration,
there is only a single point of insertion of LPN, as opposed to the regular configuration,
where there are two points of insertion of LPN. This happens because, as mentioned in
Chapter 2, in the section dedicated to modeling LPN, the sum of two effects of LPN
corresponds to an equivalent unitary LPN with a Laser Line Width (LLW) equal to the
sum of both of theirs, thus this simplification can be performed to lower the complexity
of the simulator without any consequence. On the regular configuration, however, this
simplification is no longer valid, due to the distortions inserted by CD, between both
moments of insertion of LPN. In the experimental results oh this dissertation, when the
value of LLW is expressed, it always corresponds to the sum of the systems’ LLW. When
there are two moments of LPN insertion on the simulation, the value of the LLW is, by
default, equally distributed between both insertion blocks if nothing is stated otherwise.
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3.3 Performance Assessment without Chromatic Disper-
sion

When describing both Pilots and BPS methods in Section 3.1, it has been briefly
discussed how there is a compromise associated with the choice of the number of taps:
on the one hand, an exaggeratedly high number of taps could filter out components of
LPN, worsening the performance of CPE algorithms, while, on the other hand, an exag-
geratedly low number of taps could include on the LPN estimator undesired Gaussian
noise. In this first part, for a single-carrier system, NSC=1, and for the usage of Pilots
only, we will see the importance of optimizing the number of taps, and how an optimum
value can be extracted. Note that the same following analysis could be done to a scenario
with both Pilots and BPS as well as with any other number of subcarriers.

Figure 3.3 depicts the required SNR to meet the target NGMI as a function of the
combined aggregate LLW of the system, for different numbers of taps. In it, it is clear
to see how the number of taps impacts significantly the performance of CPE algorithms
and it must be optimized. Notice how the slope of the required SNR decreases as the
number of taps increases. This is because, at lower LLWs, the largest contribution to
phase noise jumps estimated at each symbol is caused by Gaussian noise, and thus a
higher number of taps outperforms a lower number of taps. On the other hand, at higher
LLWs, a major part of the phase noise jump is caused by LPN, resulting in lower tap
numbers being associated with a better performance. The theoretical limit represents
the required SNR to obtain an NGMI=0.9 if there was no phase noise on the system.
In the case of this figure, the ideal number of taps can be considered approximately
constant, 7 taps. It should be realized that in some cases an adaptive number of taps
as a function of the LLW may be required, but that is not the case of the scenarios
presented throughout this work, given the LLW and operating SNR ranges considered.
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Figure 3.3: Effect of the number of taps chosen on the performance of CPE algorithms.

With the importance of the optimization of the number of taps in mind, for the
remaining of the thesis all results presented will have been optimized to the number of
taps, to simplify result analysis. Nevertheless, the optimum number of taps considered
will be indicated. It shall be noted that in scenarios in which both Pilots and BPS
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are applied, the optimization was performed in two steps, first optimizing the number
of taps for the Pilots and then optimizing the number of taps for the BPS. It is thus
assumed that such approach leads to good optimization results. The alternative would
be to perform cross optimization, which was not done due to the associated complexity.
Concerning the number of taps on future results, the notation “x + y taps” represents
the taps used when two CPE stages were performed. x is the number of taps used on
the first stage, using Pilots, and y the number of taps used on the second stage, BPS
variants.

Now that we have established the importance of the number of taps, let’s move on
to the main point of this chapter, which is to measure the impact of the symbol rate
in the performance of CPE algorithms. In Figure 3.4 we are able to see the results of
increasing the number of subcarriers while maintaining the overall bitrate of the system.
Analyzing the figure we can see how the required SNR increases along with the number
of subcarriers, because the increase in the number of subcarriers will increase Ts. The
tendency that is seen corresponds to what would be expected, because we know that the
variance of the Gaussian variable that models the LPN is both a function of LLW and
Ts, thus, as an example, fixing our attention on the results for 8 and 16 subcarriers, and
at LLW of 400 kHz and 800 kHz, we know that the symbol period changes by a factor of
two as well as the LLW, thus bearing similar performances in terms of required SNR.
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Figure 3.4: Performance of CPE using only Pilots (P), for several values of NSC.

Now, BPS can be added as a second stage of CPE, to attempt to correct reminiscent
LPN left uncorrected by the usage of Pilots, mainly a consequence of the interpolation
performed between non-Pilot symbols. The results obtained are shown in Figure 3.5,
where a slight improvement in the required SNR can be observed. The improvement,
however, only slows down the impact of the LLW, causing a visible horizontal stretching
effect. It does not affect the overall relation between the curves, and the tendency to
get increased SNR requirements when opting for a system with a higher number of
subcarriers. On these terms, it is still a clear disadvantage to opt for an MSC system.
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Figure 3.5: Performance of CPE using a first stage with Pilots (P) and a second stage
with BPS, for several values of NSC.

3.4 Performance Assessment with Chromatic Dispersion

Now, it is analyzed how the presence of CD impacts the performances observed in the
last section. It is expected to have the performance of systems with a smaller number
of subcarriers more affected than those with a larger number of subcarriers, because,
as seen earlier, an increase on the number of subcarriers represents a decrease on the
bandwidth of each subcarrier, which will thus decrease the relative impact of CD on
the subcarrier, considering that the transfer function of CD, (2.17), is a constant phase
rotation whose value, in a fixed transmission system, is solely a function of the frequency.

In Section 2.3 an expression was derived, (2.23), that imposes a rough condition on
the ratio |∆TCD|/Ts, and it has been concluded that this ratio should be below one
to assure Inter-Symbol Interference (ISI)-free operation, in a system with the effect of
CD but without Chromatic Dispersion Equalization (CDE). Let us now look at the
values that this ratio takes in our simulation environment, in Figure 3.6. It is very
important to find a relation between this ratio and the actual SNR penalty as a function
of the number of subcarriers of the system. We can see that, before CDE, only an
NSC=32 would respect the pulse broadening condition at the 2000km range. On the
other extreme, a NSC=1, for the same transmission length, will suffer an enormous pulse
broadening, corresponding to around a thousand times the symbol period. Such high
pulse broadening values will make the usage of CDE imperative. However, while CDE
equalizes the signal and restores the transmitted signal, removing ISI, it also affects LPN.
To the LPN component inserted by the transmitter’s laser, CDE will be beneficial, in the
sense that it will restore its initial state, just as with the transmitted signal. However,
for the LPN inserted by the Local Oscillator (LO), which had not suffered from the
effect of CD, this will result in an effect equally disruptive, the effect of CD−1, which
causes a pulse broadening effect that is equal to the one experienced by the signal before
CDE, changing its nature and thus its model accuracy. This effect of CDE on the
LO’s LPN component is known in the literature as Equalization-Enhanced Phase Noise
(EEPN) [62], and it adds to the LPN model a new contribution, which is a function of the
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accumulated CD and of the symbol period, thus increasing its variance, and worsening
the performance of CPE algorithms.
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Figure 3.6: Pulse broadening ratio condition as a function of the transmission length.

In Figure 3.7, the impact of CD in a single-carrier system is shown. In this scenario,
both Pilots and BPS were used. As a point of comparison, the results for a B2B setup
were added, which correspond to a scenario without the effect of CD, already assessed
in Figure 3.5. We are able to see how the increase on the fiber length, L, causes the CD
impact to be more noticeable, for instance, when considering an L=2000 km, which is
a typical transmission distance for the kind of coherent systems assessed in this work,
and a LLW of 1 MHz, a single-carrier system requires approximately 4 dB higher SNR
to achieve the same target NGMI.
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Figure 3.7: Performance of CPE with two stages, Pilots and BPS, in the presence of CD
for single-carrier systems.

Taking a look at a system with a higher number of subcarriers now, Figure 3.8 shows
how in an MSC system with just 8 subcarriers CD presents little to no additional power
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requirement, because the value of required SNR has not changed noticeably indepen-
dently of L. This result makes perfect sense, because, assuming an ideal CDE, it has
been seen that the only impact of CD is on the pulse broadening of the LO’s LPN. For
NSC=8, it was shown in Figure 3.6 that the normalized pulse broadening is always lower
than 20 symbols, for transmission distances below 2000 km, which is smaller than the
LPN pulse broadening imposed by the moving average of the optimum number of taps,
thus, the effects of the pulse broadening aren’t felt, as they are erased by the nevertheless
required LPN filtering. Note that this condition obviously does not hold true for the
single-carrier scenario, whose normalized pulse broadening is already over 250 symbols
for a transmission distance of 500 km and thus the measured penalty.
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Figure 3.8: Performance of CPE with two stages, Pilots and BPS, in the presence of CD
for NSC=8.

Extending our analysis to a higher number of subcarriers, it is possible to measure
quantitatively the penalty in the Required SNR of CD as the number of subcarriers
varies. This impact can be presented in two interesting ways, which will be analyzed
just below.

The first way, emphasizes that it is important to analyze what is the additional
power required to achieve the same NGMI, as we increase the number of subcarriers,
assuming linear propagation. With that objective in mind, Figure 3.9 shows that, for
a fixed transmission length of 2000 km, a number of 8 subcarriers or higher is enough
to completely ignore the impact of CD on the power requirements. Once again, it is
curious to analyze how this interplays with the values that the ratio |∆TCD|/Ts takes in
this interval. In general, the penalty associated with CD-enhanced phase noise can be
considered negligible once the CD-induced pulse broadening becomes shorter than the
optimized CPE averaging window. Naturally, this condition is more easily met for MSC
signals with a high enough number of subcarriers, which in the considered simulation
scenario corresponds to NSC≥8.

While the results discussed in the former paragraph might sound compelling, it is
important to bear in mind that, while CD adds no penalty to systems with NSC≥8, there
is still the penalty associated with the increase of the number of subcarriers, observed
in the previous section. This takes us to the second analysis in which the impact of
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Figure 3.9: Penalty associated with CD for L=2000km, using as base for comparison
the respective B2B scenario.

CD can be presented. A more thorough SNR penalty analysis would be to account for
both effects, the penalty associated with CD and the one associated with the number of
subcarriers. Figure 3.10 shows those results, for a fixed fiber length of 2000 km. This
time, the penalty is referenced to the theoretical limit of the required SNR.

0 0.2 0.4 0.6 0.8 1

·106

0

1

2

3

4

5

Laser Line Width(Hz)

S
N

R
P

en
a
lt

y
(d

B
)

NSC=1, P+BPS, 7+91 taps
NSC=2, P+BPS, 7+81 taps
NSC=4, P+BPS, 3+51 taps
NSC=8, P+BPS, 3+41 taps
NSC=16, P+BPS, 3+41 taps
NSC=32, P+BPS, 3+41 taps

Figure 3.10: Penalty associated with CD for L=2000km, using as base for comparison
the theoretical value of the required SNR.

From the analysis of Figure 3.10, two major conclusions can be drawn: i) while
efficient for low laser linewidths, the single-carrier solution becomes strongly affected
by EEPN at combined laser linewidths of roughly more than 200 kHz, which limits its
performance in long-haul optical links that are mildly impaired by phase noise; ii) an
optimized compromise between enhanced resilience to EEPN and CPE implementation
penalty can be obtained by using 4-8 subcarriers, which corresponds to a symbol-rate
per subcarrier in the range of 8-16 Gbaud. It is worth noting that this range of symbol-
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rates is very well aligned with few recent practical demonstrations of commercially-
ready MSC transceivers [9]. The reason for the choice of these symbol-rates is certainly
not only a coincidence, and thus it clearly demonstrates the relevance of the problem
hereby addressed. Stemming from the preliminary simulation analysis carried out in this
chapter, in the next chapters we will proceed seeking novel solutions to enable the use of
lower symbol-rates per subcarrier (ideally 2-4 Gbaud, in order to optimally explore the
effect for symbol-rate optimization [6]) with reduced implementation penalty.

As a closure for this chapter, one shall note that, up until now, the best compromise
between the impact of CD and the one of the increase on the number of subcarriers,
for the scenario analyzed of a transmission length of 2000 km is the case with 4 subcar-
riers, using two stages of CPE, and no alternative with 32 subcarriers or more seems
implementable with anywhere near similar performance.

A.D. Manuel Neves Master Degree



Chapter 4

CPE Using Joint Subcarrier
Processing

In Chapter 3 we saw that, while all Carrier Phase Estimation (CPE) algorithms
developed for single-carrier systems can be directly applied to each subcarrier of a Multi-
Subcarrier (MSC) system individually, that is not the best approach, and it brings a
non-negligible penalty when compared to the performance of the respective single-carrier
systems, stemming from the fact that Ts enlarges by a factor of NSC. Given this and
the fact that all subcarriers in a channel are always processed at the same moment, it is
only a natural evolution to have jointly processed CPE techniques, thereby enabling to
overcome the penalty associated with the decrease of the symbol rate.

The study of how to properly employ the typical CPE mechanisms in MSC systems
is not a novelty, it is pretty much a logical step, when trying to migrate from a single-
carrier system to an MSC, trying to make the most of their increased tolerance to fiber
impairments. In this chapter, possible approaches aiming at optimizing the performance
of CPE algorithms in MSC systems are presented, always having as a starting point
the premise of never adding additional overhead to the transmitted signal, to be able to
make a fair performance comparison at all times.

In Section 4.1 modifications to the typical CPE algorithms assessed in Chapter 3
are described. Then, in Sections 4.2 and 4.3, their performance is assessed, without and
with the effects of Chromatic Dispersion (CD), respectively.

4.1 Optimization of CPE Algorithms for Multicarrier Sys-
tems

In this section there is a subsection devoted to the optimization of pilot-based CPE,
presenting two different approaches, and a subsection devoted to Blind Phase Search
(BPS), also presenting two different approaches.

4.1.1 Pilots

Concerning Pilots, when Ts increases, with the increase in the number of subcarriers,
the time gap between Pilots also increases, because the same Pilot rate in symbols with
a longer period will represent a worse estimate of the Laser Phase Noise (LPN).
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Intending to achieve the same time gap between Pilots in an MSC system as in a
single-carrier system, there are three main possibilities. The first, highly undesirable,
would be to simply increase the Pilot rate for each carrier. This would not, however,
be a fair comparison, because we are increasing the overall overhead, and the system no
longer would be comparable to an equivalent single-carrier system, which is our goal.
The second approach is, while keeping the same Pilot rate in each subcarrier, instead of
inserting Pilots synchronously, insert them spaced out, Spaced Pilots (SP). This way all
the Pilots from the various subcarriers can be combined achieving once again the same
desired Pilot rate as in the equivalent single-carrier system. The third would be to send
all the pilots in a single subcarrier, a Single Reference Carrier (SRC), thus increasing
the pilot rate of a subcarrier and applying the same phase correction for all, thereby also
maintaining a fixed pilot-rate.

Spaced Pilots

If instead of sending the pilots simultaneously to all subcarriers, we evenly space
the pilots between the various subcarriers and correlate the phase estimation attained
from each of them, we can have a CPE with the same granularity as in the single-carrier
scenario. Similar approaches have been assessed, as is the case in [63].

In Figure 4.1 we see an example of this concept, in which the squares represent the
various sent symbols, and the red symbols represent the ones corresponding to pilots,
visibly equally spaced throughout the time.
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Figure 4.1: Example of application of Spaced Pilots for NSC = 8 and RP = 15
16 .

As described in 2.2, when in a single-carrier system, adding the Pilots is simply
interleaving the signal with the known Pilots sequence, Pn, at all m(1−RP)−1 indexes.
Now, in MSC, each subcarrier will still have a Pilots periodicity of (1−RP)−1, however,
to guarantee the same absolute frequency of LPN estimation as in the single-carrier
system, we will have to add an offset, δP,n, to the instance of Pilot appearance. This
offset is constant throughout the time and has a different value for each subcarrier:

δP,n = −
⌊
n− 1

NSC
· (1−RP)−1

⌋
, n ∈ 1, 2, ..., NSC (4.1)

Using equation (4.1) in the example in Figure 4.1 we obtain for n = 1, 2, 3, ..., 8,
δp,n = 0,−2,−4, ...,−14. This leaves us with the following formulation of the indexes to
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place the Pilots:

index of Pn,k = k(1−RP)−1 −
⌊
n− 1

NSC
· (1−RP)−1

⌋
(4.2)

After recovering the Pilots at the receiver’s Digital Signal Processor (DSP), P ′n,k, and
retrieving the phase estimations, using equation (3.5), we can map all the estimations
to respective indexes and obtain the complete estimate for φPN.

Single Pilots Reference Carrier

By having all Pilots put in a single subcarrier, as shown in Figure 4.2, we can
relax complexity on the receiver, by avoiding to perform CPE in all subcarriers, and
also avoiding to interpolate information from the several subcarriers to build an LPN
estimate. We simply need CPE in the subcarrier with the pilots to build an estimate of
the carrier phase noise. The same phase compensation is then applied to all subcarriers.
A conceptually similar scheme to CPE is proposed in [12], treated as “CPE1”.

Additionally, when CD is added, there might be expected gain from the lack of need
to interpolate among differently timed signals.
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Figure 4.2: Example of application of Single Pilots Reference Carrier for NSC = 8 and
RP = 15

16 .

The practical implementation of this algorithm does not differ much from the im-
plementation of the regular Pilots, described in Chapter 3. The only two notable mod-
ifications are the Pilot Rate (PR) on the subcarriers and the fact that the subcarriers
without Pilots (all but the reference carrier) will have a carrier phase correction mech-
anism consisting of the application of the phase estimate obtained from the reference
subcarrier.

Given a system with an overall PR of RP, the effective PR of the reference subcarrier,
RPref , will be:

RPref = 1− (1−RP)NSC (4.3)

To close this subsection, it is worth mentioning that hybrid approaches stemming
from the previously described concepts of “spaced pilots” and “pilot reference subcar-
rier” can also be considered. For instance, instead of a single reference subcarrier concen-
trating all the pilot symbols, one can also consider N < NSC reference subcarriers with
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spaced indexing of pilot sequences between them. Although these hybrid approaches will
not be explored in this chapter for simplicity, this concept will come in handy during
the presentation of Chapter 5.

4.1.2 Blind Phase Search

Concerning BPS, it may seem like a harder challenge than pilots, because inherently
it requires all received symbols to be used during the phase estimation process. In this
case, there are two main approaches to match the estimating frequency of LPN achieved
in single-carrier systems. The first is to average all the BPS phase estimations and
apply the same phase correction on all subcarriers: this will allow the number of taps to
decrease, because the error associated with the blind estimate will decrease. The second
is to stagger all the subcarriers in time, making use of the fact that all subcarriers need
to be oversampled in an MSC system.

Joint Blind Phase Search

As already suggested above, the first and most obvious approach to optimize the
performance of BPS in MSC systems is to make use of all the estimates being made
in parallel, evidenced by Figure 4.3, to generate a more noise-tolerant estimate. This
approach was based on the approach called “CPE3” in [12]. Within the framework of
this thesis, this approach will be henceforth designated as Joint BPS (JBPS).

The performance improvement provided by this algorithm comes from the usage
of the average of several subcarriers’ phase estimates, which make the phase estimate
at each time instant less affected by Gaussian noise, thus relaxing the number of taps
required. Consequently, fewer taps mean a smaller spreading of the LPN value at each
instant, obtaining a better estimate. Eventually, it is expected that, with a high enough
number of subcarriers in a system, a single-tap CPE becomes optimal. Notice, however,
that this inserts a dependence of the number of taps on the number of subcarriers.
Additionally, as the number of subcarriers increases, there is a longer time gap between
CPE estimates, increasing the probability of cycle slips.
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Figure 4.3: Diagram evidencing the LPN sampling instants for NSC = 8, when using
regular BPS.
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Staggered Blind Phase Search

An alternative approach to improve the performance of BPS in MSC systems is by
making use of the high sampling rate needed for MSC, (2×NSC times the symbol rate of
each subcarrier, RMSC) to, once again, have more granularity on the phase estimations.
This approach was also implemented and studied in [64]. In this dissertation, this
approach receives the name of Staggered BPS (SBPS). It can be implemented in practice
by adding a delay to each subcarrier k,

δSBPS,k =
1

RMSCNSC
· (k − 1), k ∈ 1, 2, ..., NSC (4.4)

By doing so, we go from the scheme in Figure 4.3, in which we only have an absolute
CPE frequency equal to the subcarrier symbol rate, to the scheme in Figure 4.4, in which
we have an absolute CPE frequency NSC times higher, i.e. equal to the single-carrier
CPE frequency.

The red dots in the figure indicate the point at which the symbol is evaluated, and,
consequently, the time instant at which the carrier phase noise is estimated. With the
help of this figure, the utility of staggering the subcarriers becomes obvious.

The BPS algorithm can then work exactly as it would in a single-carrier system
because all the symbols of the various subcarriers can be aligned in time to form a
stream of symbols equal to the one sent if it were the case of a single-carrier system.
This method has two advantages in comparison with JBPS: i) it removes the dependency
of the number of subcarriers on the number of taps and ii) it does not increase the time
between CPE estimates.
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Figure 4.4: Example of application of Staggered BPS for NSC = 8.

4.2 Performance Assessment without Chromatic Disper-
sion

In this section, will be assessed the performance of the joint subcarrier CPE methods
described above, starting with the pilot-based CPE approaches. To simplify the analysis,
only the scenario with NSC=32 will be shown, which will be compared to the scenario
of a single-carrier system. This simplification is done under the clear assumption that if
the approaches can match a single-carrier scenario, any lower number of subcarriers can
also match the performance of the system with 32 subcarriers.
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44 4.CPE Using Joint Subcarrier Processing

In Figure 4.5 we can see how both approaches discussed at the beginning of the
chapter can effectively match the performance of the pilot-based CPE in single-carrier
systems, without adding any overhead, given that in both cases the overall PR was
the same. These are very encouraging news in the context of this dissertation, as it
means that, at least for Back-to-Back (B2B) scenarios, the impact of the increase of
the symbol period can be mitigated by the aforementioned joint subcarrier pilot-based
CPE approaches. Indeed both the SP and the SRC methods are found to yield similar
performance in a CD-less scenario. The choice between one of these approaches can
then be motivated by other practical design factors. For instance, in a system with
strong optical filtering [65] it might be beneficial to consider the use of a SRC, placed
on the edge of the channel, thereby reducing the impact of the filtering on the actual
information data.
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Figure 4.5: Performance of CPE algorithms based solely on the usage of pilot symbols, in
particular, the performance of the suggested algorithms: Spaced Pilots (SP) and Single
Reference Carrier (SRC).

Similarly, the same comparison can be done with both JBPS and SBPS, in Figure
4.6. We can see that a regular BPS has no gain when compared to SP for NSC=32. This
makes sense, because, with SP at RP=31/32 and 32 subcarriers, we already have a phase
estimate for each symbol, thus regular BPS is not expected to improve performance.
However, both SBPS and JBPS show performances much closer to one of the single-
carrier system. Notice how the dependence on NSC of the optimum number of taps was
felt on the JBPS but not on the SBPS, in which the number of taps remained very close
to the one of the single-carrier system.

When opting between SBPS and JBPS in the next simulations, SBPS was chosen
because although it presents the same results as JBPS, it has the advantage of having
a number of taps that is independent of the number of subcarriers. The typical ratio
between the number of taps of SBPS and the one of JBPS is NSC, which is easily
understood by the fact that in JBPS, every NSC phase estimates are averaged for a
given symbol. That ratio is numerically verified by the results in Figure 4.6, where, in
the implementation with 32 subcarriers, changing from SBPS to JBPS meant a division
of the optimum number of taps by approximately 32. This dependence of the number
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of subcarriers on the number of taps represents yet another limitation to JBPS, because
if the optimal number of taps is lower than NSC, the optimal performance cannot be
achieved, being an additional reason to drop the JBPS approach, in favor of the SBPS
one.
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Figure 4.6: Performance of CPE algorithms based on the usage of SP and with different
approaches to the second stage of CPE, in particular, the performance of the suggested
algorithms: Staggered BPS (SBPS) and Joint BPS (JBPS).

The results in Figure 4.6 were promising, approximating the performance of SBPS
in a system with 32 subcarriers to the performance of regular BPS in single-carrier
systems. However, a pilot rate of 31/32, for this particular case, did not leave much
room for improvement between the performance of regular BPS in both single-carrier
and 32 subcarriers systems. To better analyze the possible gain introduced by SBPS,
let us now consider a scenario with lower usage of Pilots, to increase the potential
improvement gap between the performance of regular BPS in both systems. Figure 4.7
shows a similar setup to the one used in the previous simulations, but with an increased
pilot rate, RP=511/512. At this pilot rate, we can see that the performance of SP for
NSC=32 still matches one of the regular pilots for a single-carrier system, but now the
required Signal to Noise Ratio (SNR) is much larger for both, given the smaller frequency
of Pilots. Regular BPS can present a major gain in the single-carrier system, but little
to none in the MSC. This is where the gain of the usage of SBPS is made obvious,
because it enables to match the performance of regular BPS in a single-carrier system,
which is the major objective of this study. It is important to notice how in these last two
approaches the optimum number of taps was maintained, emphasizing the independence
of the number of taps on the number of subcarriers used for the SBPS.
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Figure 4.7: Performance of the SBPS algorithm with a higher RP of 511/512.

4.3 Performance Assessment with Chromatic Dispersion

In the previous chapter, Chapter 3, it was seen how when processing subcarriers in-
dependently, CD does not pose a problem for NSC≥8, i.e. for symbol-rates per subcarrier
below 8 GBaud. But what is the impact of using joint subcarrier processing when the
effect of CD is present? Figure 4.8 shows the behavior of the SP (4.8a), SRC (4.8b) and
SBPS (4.8c). In these, we can evaluate how the effect of joint-subcarrier CPE processing
interplays with the existence of CD.

We can see that, for any of the previously suggested jointly processed CPE tech-
niques, the performance is always worse than the performance of single-carrier systems,
independently of the transmission length, even for the SRC approach, which is the
best-performing approach of the three seen in Figure 4.8. This way it seems that the
advantage brought to us by the usage of MSC systems concerning the tolerance to CD is
not compatible with the joint processing techniques. This happens because, even though
each subcarrier in MSC systems is not affected by CD, the LPN affecting each subcarrier
is still different, which means that joint CPE processing cannot be done without taking
into consideration the effects of CD.

It is, however, an interesting conclusion, that the LPN among the subcarriers differs
so much that the penalty from assuming it remains unchanged is larger than the penalty
associated with the Equalization-Enhanced Phase Noise (EEPN) in single-carrier sys-
tems.

The accelerated rate at which the impact of CD is felt as the transmission distance
increases is now an interesting topic of analysis. In Figure 4.9 we are able to see, for a
fixed value of LLW, ∆f=500 kHz, how at little below 3000 km, and for NSC=32, it is even
better to opt for an independently processing CPE as opposed to the best-performing
joint processing alternative (SRC).

This is a turning point in the study performed up until now. As of now, after reaching
the current limit of the state-of-the-art on CPE strategies for MSC systems, it seems
to be impossible to fight both the impact of CD and the impact of the increase in the
number of subcarriers. Single-carrier systems have an intrinsic EEPN penalty due to the
relation between CD and their wide spectrum. In turn, MSC systems have an intrinsic
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(b) Single Reference Carrier

0 0.2 0.4 0.6 0.8 1

·106

18

20

22

LLW(Hz)

R
eq

u
ir

ed
S

N
R

(d
B

)

Theoretical Limit

L=500km, NSC=1, 7(+91) taps

L=500km, NSC=16, 7(+91) taps

L=500km, NSC=32, 7(+91) taps

L=1000km, NSC=1, 11(+91) taps

L=1000km, NSC=16, 11(+91) taps

L=1000km, NSC=32, 11(+91) taps

L=2000km, NSC=1, 19(+91) taps

L=2000km, NSC=16, 19(+91) taps

L=2000km, NSC=32, 19(+91) taps

(c) Staggered BPS

Figure 4.8: Performance of several jointly processed CPE algorithms in the presence of
CD.
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Figure 4.9: Performance of independent vs. joint processing CPE as the transmission
length increases.
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penalty due to the decrease of the symbol rate, which in Section 4.2 was shown to be
solved with the presented joint processing techniques, but has now been demonstrated
that it cannot properly deal with the effect of CD. This leaves us with a conclusion: while
joint processing techniques are ideal and match the performance of single-carrier systems
in scenarios with low accumulated CD, they are rendered useless when the impact of CD
increases, similarly to the single-carrier equivalents or even worse than them.

This chapter ends with the realization that joint processing in MSC systems cannot
work in scenarios of high impact of CD. But, one thing must be kept in mind: SP allied
with SBPS still managed to perfectly match the performance of single-carrier systems in
scenarios with low to none impacting accumulated CD, and SBPS presents no limitations
concerning the number of taps nor the number of subcarriers, meaning that it can and
should be considered in applications that can profit of longer symbol periods. One
interesting area of interest for this technique could be short reach transmission systems
or free-space optics, both can be considered to have low to null CD impact.

Given the lack of viable options in the state-of-the-art for long-haul MSC optical fiber
transmission, in the following chapter novel dedicated CPE techniques will be devised,
specifically designed for optimized performance with a high number of subcarriers and
large accumulated CD.
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Chapter 5

Advanced CPE Using a Novel
Dual-Reference Subcarrier
Approach

This chapter is once again the next logical step on the research path of this work. We
have shown that joint processing for Carrier Phase Estimation (CPE) is the only possible
way to match the performance of single-carrier systems. However, the added impact of
Chromatic Dispersion (CD) seems to hinder any joint processing technique previously
suggested. This demands for a total revision on the way joint CPE is employed, and
how it can interplay with the deterministic impact of CD.

So far, we have numerically explored the impact of CD, and we have measured its
associated Signal to Noise Ratio (SNR) penalty as well. Now, it is of use to pinpoint
exactly where does the added penalty come from, by taking a look at a simplified block
diagram of the transmission system, with the elements that constitute the impairment
of CD. In Figure 5.1, we highlight four moments pre-CPE that should not be ignored
or assumed perfect by the CPE subsystem. Firstly, the transmitted signal suffers the
impact of the transmitter Laser Phase Noise (LPN), on the electrical to optical conver-
sion. Secondly, the accumulated dispersion throughout the fiber distorts the transmitted
signal. Next, the signal is polluted by the Local Oscillator (LO) LPN, on the optical to
electrical conversion. Finally, the CD effect is corrected by Chromatic Dispersion Equal-
ization (CDE). Only then does the signal go through CPE. Now, having seen how CDE
operates in Chapter 2, we know it is obvious that even the ideal CDE cannot properly
remove the impact of CD. That is because, even though the CD effect could be properly
corrected, the zero-forcing CDE does not take into account the added LPN between the
dispersion accumulation and respective equalization.

The objective of this chapter is to describe and explore a new approach to subcarrier
joint processing CPE techniques, one that takes into account the effect of CD on the
overall estimated LPN, according to the diagram in Figure 5.1. In Section 5.1 this
algorithm is explained, alongside with the mathematical properties that back it up.
Then, on Section 5.2 its performance is assessed. Finally, in Section 5.3 an additional
advantage brought by this algorithm is explored and assessed.

49



50 5.Advanced CPE Using a Novel Dual-Reference Subcarrier Approach
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Figure 5.1: Simplified block diagram of the effects that are relevant for joint processing
CPE in the presence of CD.

5.1 Dual-Reference Subcarrier CPE Algorithm

On Back-to-Back (B2B) scenarios and low transmission distances, the existence of
two separate LPN Wiener processes at two different instances may not seem like a
problem. They can be even considered as one. given that the sum of two Wiener
processes is a Wiener process (as studied in Section 2.2). However, Group-velocity
Dispersion (GVD) makes the existence of those two independent LPNs not trivial to
solve. Each frequency of the channel will be transmitted at the same time, but travels
at a different group velocity on the fiber, arriving at different instances to the receiver.
This causes each frequency to be affected by a different overall LPN, resulting from the
sum of two Wiener processes shifted differently in time. The ultimate proof that this
time difference between LPNs cannot be disregarded is that, even when a perfect CDE
is assumed (which is the case of our simulated results), the accumulated CD imposes
an SNR penalty in joint processing CPE techniques that is, in the limit, as bad as the
penalty felt on the wideband single-carrier system.

Let us now consider narrow-band subcarriers (such that we can ignore intra-subcarrier
CD effects) and an ideal CDE. In this scenario, all subcarriers will have been perfectly
aligned to the transmitter’s side, and, each subcarrier is affected by an overall LPN that
can accurately be described by a linear combination of the LPN contributions of the
transmitter’s and of the LO’s LPN, φTX and φLO, respectively. The following expression
represents the LPN affecting subcarrier n:

φPN,n(t) = φTX(t) + φLO(t− (n− 1)∆TCD), n ∈ 1, 2, ..., NSC (5.1)

In the expression, ∆TCD represents the already described time delay between two
consecutive subcarriers of the optical channel. We have now established, in expression
(5.1), that the affecting LPN can no longer be considered the same for all the subcarriers.
Any step towards the realization of an effective jointly processed CPE on this scenario
must take into consideration the distributed (transmitter and LO) origin of LPN. After
CDE, all subcarriers have a common contribution of φTX on φPN but a different one of
φLO. This means that the best approach is to estimate both φTX and φLO separately, and
only then properly combine them to correct the impact of LPN in each subcarrier. This
reduces the problem of estimation of NSC different LPNs to the collaborative estimation
of two LPNs.

Considering we now focus our attention simply on two reference subcarriers, SCm

and SCn, whose LPN estimates, φ̂PN,m and φ̂PN,n, are considered to be precise, let’s
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take a look at what happens when we subtract one by the other.

φ̂PN,m(k)− φ̂PN,n(k) = φLO(kTs − (m− 1)∆TCD)− φLO(kTs − (n− 1)∆TCD)

= ∆φLO(k,∆TCD)
(5.2)

We have thus successfully managed to isolate the LO LPN component from the one
of the transmitter. In this expression, ∆φLO represents nothing more than the change
in φLO in the last |(n −m)∆TCD| seconds. This can be somewhat mesmerizing, since
we are doing an estimation of a phenomenon, φLO, in two different moments
based on two signals sampled at the same time, φ̂PN,m(k) and φ̂PN,n(k). This is
only possible thanks to the delays imposed by CD. So, the problem brought by CD, also
provides an elegant way to solve it.

Now, aiming to achieve the regeneration of φLO from ∆φLO, let us take as a starting
point the mathematical formulation of a discrete first order integral of a signal S(k):

S(k) =

k∑
j=1

S(j)− S(j − 1) + S(0) (5.3)

We are able to see that, to fully reconstruct S(k), all we need to have is its the
evolution in each symbol period and its value at the initial moment. Now, coming back
to our problem at hands, what we have is not the evolution of φLO in the last symbol
period, but rather its evolution on the last |(n − m)∆TCD| seconds. The evolution of
φLO at each symbol period can thus be approximated by:

φLO(k)− φLO(k − 1) = ∆φLO(k,∆TCD) · α, (5.4)

with α being an adjustment factor given by:

α =
Ts

|(n−m)∆TCD|
(5.5)

It shall be noted that this approximation corresponds to the assumption that φLO had
a linear behavior in the |(m−n)∆TCD| seconds before each moment k, which means that
the performance of this algorithm may have a dependency on the ratio Ts/|(n−m)∆TCD|.

Continuing the analysis, an expression for φ̂LO
′ can now be built:

φ̂LO
′(k) =

k∑
j=1

∆φLO(j,∆TCD) · α+ φLO(0) (5.6)

We have not yet discussed the value of φLO(0), but let us delay the analysis of it
for later, and assume we have it for now. Having φ̂LO

′, our goal is now to obtain an
estimate for φTX, φ̂TX. Considering that both φ̂PN,m and φ̂PN,n contain the same synced
contribution of φTX, the best approach for its recovery is to remove a version of φLO
properly aligned in time from both of these signals and average the result. Aligning
the φ̂LO in time consists of adding or removing delays that are a function of α, which,
in this context, can be seen as the number of samples that pass before the effects of
φLO measured in one of the reference subcarriers are measured on the other reference
subcarrier.
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Having estimated φ̂TX, it can now be assumed that it is a better estimate of φTX

rather than φ̂LO is of φLO, because it results of the average between two different LPN
estimates. Under that assumption, we can do the inverse of the last steps, to obtain a
second, refined, estimate of φLO, φ̂LO, from the subtraction of φ̂TX from both estimates
φ̂PN,m and φ̂PN,n. Again, these steps can be repeated in an improvement loop, to better
estimate φTX with the improved estimate of φLO and so on and so forth. There is no
need to worry about the improvement loop worsening the estimates, considering that in
every iteration we start from the same solid φ̂PN,m and φ̂PN,n estimations. A diagram
of this algorithm can be seen in Figure 5.2.

Concerning the value of φLO(0), we can now realize that it is not significant, because
the initial phase, being a constant, can either be considered to be part of φTX or φLO.
What is critical about the LPN is not the initial value, but rather it’s evolution through-
out time, and the accuracy with which it is estimated. Now, after obtaining an estimate
for both, we must combine them according to Equation (5.1), as can be observed in
Figure 5.3.
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Figure 5.2: Block diagram of the DRS algorithm.

Another interesting usage of this approach is that we can now separately estimate
the Laser Line Width (LLW) of both transmitter and LO lasers, performing a trivial
manipulation of the expression (2.15), in the following way:

∆fTX,LO =
σ2tx,lo
2πTs

(5.7)

This allows for an unprecedented ability for constant monitoring of the state of both
lasers without any significant additional complexity.

Henceforward, this algorithm will be designated as Dual-Reference Subcarrier (DRS)
for basing all its phase correction simply on the usage of two reference subcarriers.
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Figure 5.3: Assembly of the contributions of φTX and φLO for proper phase noise cor-
rection in the several subcarriers.

5.2 Performance Assessment

The presented algorithm requires, as the name implies, the election of two reference
subcarriers. As in every other example on this work, we need to establish a fair com-
parison with the scenarios studied previously, thus, an overall Pilot Rate (PR) of 31/32
must be used. To calculate the equivalent PR on each reference subcarrier, the following
expression can be used:

RPref = 1− NSC

2
· (1−RP) (5.8)

Doing basic replacements on the formula, we can see how, for RP=31/32, this ap-
proach is limited to a scenario with NSC=64, because in that case all symbols on the
reference subcarrier are pilot symbols and no superior pilot rate can be achieved when
using two reference subcarriers only. So far, we have addressed the need for the usage of
two reference subcarriers, and we have now defined their respective PR. We shall now
define the criteria on how to choose the two reference subcarriers among the pool of
NSC subcarriers. As a starting point, it is important to evaluate if the performance is
independent of the two elected subcarriers or not. With that goal in mind, simulations
were performed to estimate the required SNR as the separation between subcarriers in-
creased. Figure 5.4 shows the results of such simulations, displaying the required SNR
to achieve the target NGMI as a function of the normalized separation between reference
subcarriers for different values of NSC. The Normalized Separation between reference
subcarriers (NS) is calculated as:

NS =
|n−m|
NSC

, (5.9)

with m and n being the indexes of the reference subcarriers. They were obtained for a
transmission length of 2000 km and LLW of 1 MHz, and, for the moment, it is assumed
that the optimization of the separation parameter is not dependent on the chosen L
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and LLW. We are able to see how the performance really worsens when the two chosen
reference subcarriers are adjacent/near each other. This performance decrease can be
attributed to the fact that for subcarriers whose center frequency is closer the affecting
overall LPN is more similar, mining the performance of the algorithm, once it is based
on the difference between the affecting LPN on both reference subcarriers, caused by
the variable delay between the addition of φTX and φLO. Now, assessing the larger
reference subcarrier separations, we can see how they also do not represent the peak of
performance, leading us to conclude that there is yet another important factor at play,
besides the difference between the phase shifts affecting each subcarrier, because if that
were not the case, the best performance would be measured at the case in which the
subcarriers of reference were the ones on the extreme of the optical channel, maximizing
the difference between the group velocity of each constituting frequency component of
the transmitted signal. To conclude the analysis of the separation of the two elected
reference carriers, let us consider as an optimum separation the one that corresponds
to half the number of subcarriers of the system. This performance maximization makes
sense for two main reasons: i) because it represents the point at which the reference
subcarriers are separated enough to be able to have estimates of LPN in which the
LO contribution is significantly displaced; ii) because the error on the LPN estimation is
minimized when the distance between each subcarrier and the closest reference subcarrier
is also minimized. In Figure 5.5, this latter point is put in evidence, for the case of
NSC=32. While the reference carriers have equivalent Normalized GMI (NGMI) values,
their choice of positioning affects the NGMI of the neighbor subcarriers, and the NGMI
decreases with the increase of the distance to the reference subcarriers. This dependence
on the effectiveness of the CPE on the distance to the reference subcarrier suggests an
imbalance on the separation of φTX from φLO, thus why, for closer subcarriers, the
performance is better, because the components of φLO that were estimated as being
part of φTX are still temporally aligned close to φLO, when the overall LPN affecting
each subcarrier is constructed from φ̂TX and φ̂LO. Furthermore, this suggests that, to
fight the performance decrease caused by the LPN correction on the subcarriers that are
distant to the reference subcarriers, one alternative approach could be taken, in which
the Multi-Subcarrier (MSC) channel was divided into two sub-bands, and, in each of the
two sub-bands, the DRS algorithm would be applied separately, each with two reference
subcarriers.

The default performance results assessed hereby on will be done assuming the opti-
mum reference subcarrier separation, that is, using the subcarriers m and n, mathemat-
ically formulated as:

m =
NSC

4
+ 1 n =

3NSC

4
− 1 (5.10)

However, it is important to mention that, in practical implementations, there might
come gain from the placement of the reference subcarriers on the extremes of the optical
channel, that is to say m,n = 1,NSC. This gain is envisaged due to the fact that pilot
symbols are always inserted on a Quadrature Phase Shift Keying (QPSK) constellation
and thus require less SNR, thus minimizing the impact of the effect of optical filtering
on the outer frequencies of the optical channel.

Having established the optimum separation between the two reference subcarriers on
the DRS algorithm, only one other thing is missing to fully establish how the algorithm
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Figure 5.5: NGMI measured in each of NSC=32 subcarriers, after the DRS-CPE, for two
different values of NS between reference subcarriers, with a fixed SNR=19.15 dB.

should be employed for the best performance: the ideal number of iterations on the
improvement loop suggested on the algorithm description. Figure 5.6 displays those
exact results, evaluated for two different scenarios, a first scenario with a normalized
separation of approximately 0.5, which was the one already identified as optimal, and
a second one, with a normalized separation close to 1, which, while sub-optimal, may
have interest on practical implementations, as pointed out above. These results were
obtained for NSC=32 and, similarly to the ones above, a transmission length of 2000 km
and a LLW of 1 MHz. We are able to see that, for the optimal normalized separation, no
improvement is seen by performing more than one iterations of the algorithm. For that
reason, on the following results, only a single iteration is considered. However, for the
scenario in which the reference carriers are on the extremes of the optical channel, a gain
of 0.2 dB can be achieved after 3 iterations. This leads us to conclude that the usage of
iterations on the algorithm may present gain when a sub-optimal reference subcarriers
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separation is used.
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Figure 5.6: Required SNR as a function of the number of improvement iterations, for
two different normalized separations (NS).

At this point, we are finally ready to assess how the DRS algorithm performs in
comparison with other CPE approaches. Figure 5.7 shows a LLW sweep for a fixed
transmission length of 2000 km. We present the results of DRS for 2, 4, 8, 32 and 64
subcarriers. They are compared against the best approach up until now on this type
of LLW sweep, which was the approach with 4 subcarriers, independently processed
Pilots and Blind Phase Search (BPS), seen on Section 3.4. Only the performances of the
algorithm for 2 and 4 subcarriers were not able to outperform the scenario with pilots
and BPS, but this was already expected, because, for these numbers of subcarriers,
Equalization-Enhanced Phase Noise (EEPN) has an impact on the performance of CPE
algorithms. Now, let’s focus our attention on the performances of DRS for NSC=8,
32, 64, the ones that do outperform our best scenario. While they do not significantly
outperform it, it is really important to bear in mind that these results were achieved
without the usage of BPS, meaning that there was only one stage of CPE, and thus a
significant reduction on the complexity of the overall CPE for the same performance.

Let’s now perform a distance sweep, for a fixed LLW of 1 MHz, to analyze the depen-
dence of our proposed algorithm to the increase of accumulated CD. Figure 5.8 shows
these results. Some results of interest are also shown for the use of independently pro-
cessed Pilots and Pilots alongside with BPS. Starting our analysis on the results only
resorting to Pilots, we can see how up until 1500 km 2 subcarriers are the ones with
the best performance. After that, the accumulated CD makes 4 subcarriers the best
choice, until around 4250 km, and then 8 subcarriers are the best. Note that, while with
16 subcarriers the performance is worse than with any of the above, it is also the one
with the smaller slope, once again emphasizing the tolerance to CD brought by narrow
spectra. Now, adding to the CPE the second stage of BPS, the best performance is for
a system with 4 subcarriers with a transmission length of up to 2750 km, and then, for
longer distances, the best is to change to a system with 8 subcarriers. We have success-
fully analyzed the best performances known so far, and we can see a clear disadvantage:
the number of subcarriers of the MSC system has to be changed as a function of the
intended transmission distance, if we are aiming at the best possible performance. On
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Figure 5.7: DRS performance for a fixed L=2000km and a varying LLW.

the other hand, analyzing the results of the DRS algorithm, we see that it presents a
performance better than any other approach for a wide transmission range as well as for
a variable number of subcarriers. This means that whether we want to opt for a system
with 8, 32, or 64 subcarriers, and for any length between 500 to 5000 km, DRS is always
the best choice. All this, without the added complexity brought by a BPS stage. One
important thing to note at this point is also that this is the only method that enables
the usage of systems with either 32 or 64 subcarriers with very low SNRs, all thanks to
the success on implementing an unprecedented joint processing CPE technique that is
tolerant to the CD. This algorithm can remove the limit to the choice of the number of
subcarriers that first was made difficult by the carrier phase tracking point of view.

One interesting thing to analyze concerning the DRS algorithm is to measure quan-
titatively the impact of assuming that with only two reference subcarriers we can match
the performance of having all subcarriers with the same pilot rate as in those two refer-
ence carriers. In other words, this corresponds to quantifying the error on the estimation
of the LPN suffered on non-reference subcarriers. For that analysis, let’s look at Fig-
ure 5.9, where the numerical results that measure that impact are displayed. For the
results on the picture, a fixed LLW of 1 MHz was considered and the curves for the
Pilots algorithm (non-DRS) have a PR equal to the one on the reference subcarriers,
but CPE was independently processed, therefore corresponding to a much lower overall
pilot-rate of 1 − NSC/64 Note again that, although this comparison is not fair from a
practical point of view (huge imbalance on the overall pilot-rates), it serves the purpose
of exposing the possible sources of the reminiscent penalty associated with the DRS al-
gorithm. This way we can properly assess how good is the LPN estimate on each of the
reference subcarriers, and understand if we can properly reconstruct the LPN affecting
each subcarrier. We can see how this assumption never imposes a penalty larger than
0.2 dB for transmission distances below 2000 km, meaning that the extraction of both
the φTX and φLO and subsequent reconstruction of the LPN affecting each subcarrier
is properly achieved, matching the LPN resistance that would have been made possible
with independent processing and a higher number of Pilots on all the subcarriers. For
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Figure 5.8: DRS performance for a fixed LLW=1 MHz and a varying transmission length.

longer transmission lengths, however, these results degrade significantly, meaning that
the reconstruction of LPN is not so perfect, but it should be kept in mind that DRS still
represents the best option without adding any overhead nevertheless.
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Figure 5.9: Comparison between DRS performance vs. independent subcarrier process-
ing with an equal PR.
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Further extending our analysis on the results of Figure 5.9, we can see how, for
NSC=32, the equivalent PR can effectively present total independence of the transmission
length for the lengths considered. This is a very important conclusion, because now we
know that the performance degradation of the DRS algorithm is not due to the bad
estimation of the LPN impacting both reference carriers, but rather on the algorithm
that derives both φ̂TX and φ̂LO itself. This demands for a revision on the algorithm, to
better understand the origin of this performance degradation. Namely, we must focus on
the parts of the algorithm that would be distance-dependent. This narrows our options
to a single factor, the adjustment factor, α, described on expression (5.5). When first
introduced, we mentioned how the usage of this factor imposed an approximation on the
estimate of the value of φLO. Let’s recall how the value of α was calculated:

α =
Ts

|(n−m)∆TCD|
(5.11)

In fact, looking at its formulation, it becomes obvious that this value has a filtering
effect, and 1/α corresponds to the number of symbols through which an estimation on
the value of LO is spread. Let us now match the value of 1/α with the performance
of DRS for the scenario of NSC=32, and see if any conclusions can be derived, Figure
5.10 serves that purpose, and it confirms our suspicions, α imposes a penalty on the
performance of the DRS algorithm as soon as the spreading it causes surpasses the
spreading imposed by the optimum number of taps. Now, can this problem be solved?
Or is the value of α fixed for a given scenario? Well, in fact, it can!
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Figure 5.10: Relation between the ideal performance of DRS and the value of α.

We know that the value of α depends on the separation of the two reference sub-
carriers, m and n, so, if we decrease the separation between them, we will be matching
the spreading imposed by the number of taps, further increasing the performance for
longer transmission lengths. This has, however, the penalty of the normalized separation
between reference subcarriers no longer being the optimum, the one that minimizes the
distance between any subcarrier and the reference subcarrier. But we know from the
results in Figure 5.4 that we still have a safe margin to decrease the separation between
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the reference subcarriers without it presenting a significant impact on the required SNR.
In 5.11 the performance for DRS is assessed with a variable and optimized value of α,
by varying the distance between the reference subcarriers. These results are plotted
alongside with the previous results for NSC=32 in Figure 5.9. At a transmission length
of 5000 km, the gain by optimizing the distance on the reference subcarriers is around
0.6 dB, and there’s a visible reduction on the slope of the overall DRS optimized curve.
However, there’s still a significant penalty from the ideal results in which all subcarriers
have an equivalent PR, but this is due to the fact that the choice of the separation
between reference subcarriers is a compromise between two factors, the value of α and
the position of the reference subcarriers that minimizes the distance from the reference
subcarriers to the non-reference ones.
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Figure 5.11: Performance of the DRS with Optimized Distance between Reference Sub-
carriers (DRS-Opt.), and respective values of the optimum distance between reference
subcarriers.

Table 5.1 shows the equivalent inter-symbolic spread as a function of the optimum
separation between reference subcarriers. The performance of the DRS matches the
ideal performance of the system with the equivalent PR in all subcarriers when the
inter-symbolic spread caused by α is smaller than the one imposed by the number of
taps. As the accumulated CD increases, the separation between reference subcarriers has
to decrease, to maintain the value of 1/α low. However, it can’t be the lowest, because
the lowest would imply that the maximum distance from a reference subcarrier to any
non-reference subcarrier would be too large. The optimum performance is measured
when the sum of the impact of these two factors is minimized.
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L (km) Opt. Ref. Subcarriers Sep. 1/α

500 27 7.3

950 19 9.7

1400 19 14.3

1850 19 18.9

2300 15 18.6

2750 11 16.3

3200 11 18.9

3650 9 17.7

4100 9 19.9

4550 9 22.0

5000 7 18.8

Table 5.1: Corresponding values of 1/α for the optimum reference subcarriers separation,
as a function of the transmission length.

5.3 Digital Monitoring

The topic to be explored, as the section title implies, is digital monitoring, namely
the digital monitoring of the state of both lasers.

Making use of the proposed dual-reference subcarrier algorithm, this section ad-
dresses the digital monitoring of LPN in intradyne coherent optical transmission sys-
tems. While the monitoring of the overall combined laser phase noise is an inherent
feature of any digital CPE algorithm, the ability of separately monitoring the transmit-
ter and receiver lasers without modifying or even disrupting the communication has not
yet been demonstrated, to the best of our knowledge. This is a unique feature of the
DRS algorithm, which, within its process of phase estimation, inherently implies the
separation of the two LLW sources. More importantly, this capacity is added without
any significant complexity added to the system.

Before moving to the in-depth analysis and the details of LLW measurements, it
is interesting to have a visual aid on how exactly is the LPN reconstructed for each
of the lasers. Figure 5.12 shows the resulting estimates of both φTX and φLO, for a
particular test with NSC=32, L=2000 km, SNR=19.5 dB, 5 taps on the DRS algorithm
and ∆fTX,LO=500 kHz. We can see a very close overlap between the real noise and the
estimate on both phenomena. For a qualitative evaluation, the Normalized Mean Square
Error (NMSE) is also presented, having a value below 2 % on both.

With the promising results in Figure 5.12, we can move on to the next step, reaching a
numeric estimate for the LLWs. In Section 5.1 an expression was derived that established
a direct relation between system parameters, the variance of the Gaussian variable that
best models the LPN and the respective LLW. Let’s remember that expression:

∆fTX,LO =
σ2tx,lo
2πTs

(5.12)

Still using the same simulation scenario as for the last figure, we can directly apply
expression (5.12) to estimate the LLWs. The only thing we need to obtain that we
don’t inherently have on the system is σ2tx,lo. Recalling Section 2.2, we saw how it could
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Figure 5.12: Relation between φTX and φ̂TX, and between φLO and φ̂LO, with NSC=32,
L=2000 km, SNR=19.5 dB, 5 taps on the DRS algorithm and ∆fTX,LO=500 kHz.

be modeled as a Wiener process, in which each temporal transition during a time of
sampling, Ts, was well modeled by a Gaussian variable of variance σ2tx,lo. Thus, to see
how to obtain this value, let’s remember how is the variance of a process calculated.
Given a signal x, whose average value is µx, it’s variance is given by:

σ2 = E{x2 − µx} (5.13)

where E{·} denotes the expected value of the signal. Given that the Gaussian variable
that models the cumulative evolution of LPN has a zero mean value, its variance corre-
sponds simply to the variables mean squared value. Now it’s obvious that for properly
estimating its variance we need many samples of this Gaussian variable, to have a pre-
cise estimate. But, how many samples? In [66], an expression is derived to assert a
lower bound for the sampling size, N , given a desired confidence interval, 100(1− ρ)%,
a predicted variance, σ2 and an error margin, E:

N ≥

⌈
z2ρ/2σ

2

E2

⌉
, (5.14)

where zρ/2 is the commonly called z-score, which represents the number of standard
deviations required around the mean value of a variable to assure with a 100(1 − ρ)%
certainty that a variable sample is in the interval [µ−σzρ/2, µ+σzρ/2]. Fixing a confidence
interval of 99%, corresponding to a z-score of approximately 2.576, and a maximum
margin of error of 5%, and an upper bound for the variance equivalent to a LLW of
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1 MHz, we obtain, for our simulation scenario:

N ≥

⌈
2.5762(2πNSC

64e91e6)2

0.052

⌉
' 9 (5.15)

We would only need as little as 9 measurements of the LPN transitions to effectively
estimate their variance. It is also important to emphasize that on our LPN estimates, a
sample of the Gaussian variable corresponds to the difference between two consecutive
samples. Having established how to calculate the values for ∆fTX,LO, these were the
practical results of such calculus, for the scenario of Figure 5.12, using a N >> 9:

∆̂fTX ≈ 78 kHz ∆̂fLO ≈ 47 kHz

These values are obviously both very far from the real value, which, as we’ve men-
tioned, is 500 kHz for both lasers. Now, why does that happen? If the noise seems to
be well reconstructed, why would the theoretical expression for the mathematical model
not be directly applicable? The reason behind this mismatch is the low-pass filtering
to which the estimates of the LPN are subject to. This filtering is caused by the usage
of a number of taps and by the inter-symbolic spread caused by CD, which create an
error on the estimate of the variance of the Gaussian variable responsible for the LPN
evolution. To mitigate the error associated with this filtering, we have to slightly adapt
expression (5.12). So, if instead of considering an LPN transition between two consecu-
tive we consider the transition between a longer time interval, the effect of filtering will
be relatively smaller, because filtering only affects quick transitions, due to its low-pass
nature. Doing so will not affect the estimation of the LLW, thanks to the properties
of Wiener processes, being them a fractal process. All we have to do to maintain the
validity of expression (5.12) is to adjust Ts to the number of samples analyzed as one.
This gives origin to the new expression to estimate LLW, given by:

∆fTX,LO =
σ2tx,lo;n
2πnTs

(5.16)

in which n is a natural integer that corresponds to the number of samples considered
together as a unitary transition of the LPN and σ2tx,lo;n is the variance obtained from
the respective n-units transitions. This can be interpreted as a jump of n samples, in a
time interval of nTs. We have speculated on how, with longer samples jumps we would
eventually mitigate the effect of the LPN filtering, and build up a good estimate of the
LLW. Thus, let’s see, still for the same simulation scenario, how does the LLW estimate
evolve as a function of n. Figure 5.13 shows that same evolution. In the figure, we can
observe how, in fact, for small values of n we cannot perform anywhere near a good
estimate of the LLWs, however, any arbitrarily large value for n seems to lead to a good
estimate for the value of LLW.

One question that can arise from the analysis of Figure 5.13 is: if the only effects
that lead to a bad estimate of the value of the LLW are the number of taps and the
pulse broadening caused by CD, both dependent of the symbol period, why does the
estimate seem to start worsening again for higher values of n? Well, this has to do with
the minimum required sample size. Increasing n has an important impact on the value
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Figure 5.13: Estimation of ∆fTX,LO with the evolution of n, with NSC=32, L=2000 km,
SNR=19.5 dB, 5 taps on the DRS algorithm and ∆fTX,LO=500 kHz.

of N . On the one hand, it increases the variance of the LPN, because the variance is
a function of the period of time between LPN estimates. And, on the other hand, it
decreases the number of samples available, considering that n samples are taken as one.
Both these facts increase the value of N . This would not be a problem for practical
implementations, since LLW can be considered as quasi-invariant over time, thus we
would have virtually infinite samples to perform the assessment of the LLW. However,
it poses a problem for simulated environments, where it is not feasible to perform very
long simulations in a timely manner. Since we are working on a simulated environment,
it is thus important to define an intermediate value of n, one that assures the mitigation
of the impact caused by LPN filtering but simultaneously still fulfills the sampling size
condition seen on expression (5.14), because we want to achieve confident estimates with
minimal error.

Moreover, we need to analyze how does the minimum required n changes with NSC

and with the values of LLW. Figure 5.14 shows the same study but with the added results
for both 8 and 64 subcarriers. Note that in a simulation environment, an increase in the
number of subcarriers results in a decrease in the number of samples of the LPN, for a
fixed overall number of simulated symbols. Consequently, we observe some impact on
the precision of the estimate of the LLW, because, for the case of NSC=64, the sample
size required is only met for values of n at which the estimate of the value of LLW has
not yet converged.

Figure 5.14 also shows a dependence of NSC on the minimum value of n required,
higher values of NSC require smaller values of n. Just before we claimed that the bad
assessment of the value of the LLW for samples of LPN close to one another was simply
because of the filtering of the number of taps and of the pulse broadening caused by
CD. If this is true, we should be able to attain total independence of the results from
the number of subcarriers if we replace n by an n′, which would correspond to a jump
corresponding to the sampling period of the LPN, which is a function of the pilot-rate
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Figure 5.14: Estimation of ∆fTX,LO with the evolution of n, ∆fTX,LO=500 kHz.

on the reference subcarriers, (5.8),

n′ = n(1−RPref )

= n

(
NSC

2
· (1−RP)

)
,

(5.17)

by doing so, we can be sure that the misevaluation of the LLW is well solely attributed
to the existence of the filtering and not dependent on any other factor. Figure 5.15
shows the result of performing the transformation from a n dependent on the number
of subcarriers to an n′ and, just as suspected, now the required value of n′ overlaps
regardless of the number of subcarriers (notice the difference on the scale of the horizontal
axis).

Having achieved this independence of the number of subcarriers, it gives us a solid
base for only doing the performance assessment of this digital monitoring technique for
a single NSC case, with the certainty that equivalent results would be achieved with
any other possible NSC. For the following results, the elected number of subcarriers
will be 32, because it is the largest number of subcarriers for which the sampling size
requirements can be met with a feasible number of simulated symbols. The optimum
value of n′, given the simulation scenario with a limited number of symbols simulated
(224 symbols) can be calculated from expressions (5.14) and (5.16). All we have to do is
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Figure 5.15: Estimation of ∆fTX,LO with the evolution of n′, ∆fTX,LO=500 kHz.

calculate the highest value of n′ that still meets the sampling size requirement:

N =
224

nNSC

⇔
z2α/2σ

2

E2
=

224

nNSC

⇔
2.5762(2π nNSC

64e9 1e6)2

0.052
=

224

nNSC

⇔
2.5762(2π 1

64e91e6)2(nNSC)3

0.052
= 224

⇔ n =
28

NSC

3

√
0.052

2.5762(2π 1
64e91e6)2

⇔ n ≈ 272

which, using expression (5.17), gives an n′ of:

n′ = n

(
NSC

2
· (1−RP)

)
≈ 136

So far we have concluded that we can estimate the value of LLW without the impact
of filtering and without a dependency with the NSC. What we still need to evaluate,
however, is the impact of the transmission length (originating different values of accu-
mulated dispersion) and the impact of the ratio of how is the LLW distributed between
the transmitter and the LO, because so far (in all experiments) it has been assumed an
equally distributed LLW, that is, for the case of an overall LLW of 1 MHz, each of the
two lasers have a LLW of 500 kHz. Note that this is the scenario in which the digital
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monitoring really brings increased value, because if we always assumed the LLW to be
the same in both lasers, a separation of the effects would not be required to perform
digital monitoring of the respective LLW, it would be enough to monitor the LLW of
the sum of the two effects and simply divide by a factor of two.

One particular interesting scenario to analyze is the case for which the LLW of the
transmitter laser is much bigger than the one on the LO. In this scenario, the algorithm
is expected to have worse performance, because when trying to extract the difference
between the carrier phase estimations of the two reference subcarriers, they will be vastly
similar, since the synchronous φTX component dominates the LPN. Given this fact, and
considering that this algorithm is based on the accumulation of the differences between
the LPN estimates, low values of ∆fLO will lead to the differences between two reference
subcarriers being majorly caused by Gaussian noise, and we will thus overestimate φLO.
Let’s see how do these two factors at play interact with each other. Figure 5.16 shows the
result of the estimation of the LLWs of the transmitter and LO lasers as a function of n′.
For this scenario, the simulation parameters were similar to the ones on the last figure,
but now changing the values of LLWs to ∆fTX=50 kHz and ∆fLO=5 kHz. Analyzing
the results in Figure 5.16, we can see how there seems to be a huge error on the estimates
of the value of LLWs. The ∆fLO has been overestimated by a factor of over 600%, and
this error is dragged to the estimate of ∆fTX, also experiencing a big error of 60%. This
invalidates the digital monitoring technique. Errors should be kept at a low value, to
keep the interest in the digital monitoring.
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Figure 5.16: Estimation of ∆fTX,LO with the evolution of n′, with ∆fTX=50 kHz and
∆fLO=5 kHz.

At this stage, we know that, in some critical cases, the performance of the digital
monitoring technique is not anywhere near what would be desirable. This raises a
question: is there any way we can improve these estimates? Is there any information that
is not being used? In fact, there is. Let us look at Figure 5.17, where the block diagram
of the DRS algorithm is revisited. Up to this point, estimates for ∆fTX and ∆fLO have
been calculated from φ̂TX and φ̂LO, points 3 and 4 in the figure, respectively. It has
been shown that these estimates are worsened by the interplay between the cumulative
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nature of the DRS algorithm and the Gaussian noise. However, at points 1 and 2
of the figure we have very good estimates of the overall LPN affecting two different
subcarriers. And we know, from Section 2.2, that if we were to estimate the effective
LLW of the overall LPN, ∆fPN, it would equal the sum of ∆fTX and ∆fLO. Let us
do exactly that then, using φ̂PN,m, φ̂PN,n and expression (5.16) to estimate ∆fPN. In
Figure 5.18, the results of this estimate are displayed over the results of the previous
figure.
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Figure 5.17: Recall of the block diagram of the DRS algorithm, with four moments
labeled, moments in which LPN estimations are achieved.
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Figure 5.18: Estimation of ∆fTX,LO,PN with the evolution of n′, ∆fTX=50 kHz and
∆fLO=5 kHz, with the addition of the estimate of ∆fPN, having a theoretical value of
55 kHz.

Let us then focus our attention on the value of ∆̂fPN. We can see how it is numer-
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ically verified that ∆̂fPN is very close to the sum of the real values of the transmitter
and LO LLWs. Even though ∆fTX and ∆fLO are not properly measured due to the low
tolerance to Gaussian noise of the DRS algorithm, the estimate of the overall LPN is not
affected, having it been measured in a stage before the application of the DRS algorithm,
and it constitutes a good estimation of the sum of both values of ∆fTX and ∆fLO. This
is a very important conclusion. Because we now have established a common ground and
a solid base to build our LLW estimates, independent of this apparent weakness of the
DRS algorithm. Now we can build a measure to remove the overestimation of the LLW
values. If, for instance, ∆fLO is overestimated, and we know that ∆fPN has a fixed

value, we can now estimate
ˆ̂

∆fTX, given by:

ˆ̂
∆fTX = ∆̂fPN − ∆̂fLO (5.18)

this will result in a second estimate of the value of ∆fTX, but suffering an underestima-
tion of the same magnitude as the overestimation of ∆fLO. Similarly, we can do the same

for ∆fLO and obtain
ˆ̂

∆fTX. Figure 5.19 displays the addition of the lines of
ˆ̂

∆fTX and
ˆ̂

∆fLO over the results of the previous figure. Analyzing the entire panorama, we can take
an interesting conclusion. The quantity of LLW at play in these over/underestimations
is always the same value. This means that by averaging both pairs of estimates we will
obtain as a result a much better estimate of ∆fTX,LO. Furthermore, it is possible to
conclude that this quantity at play in the over/underestimations is a function of the
variance of the Gaussian noise affecting each of the LPN reconstructions.
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Figure 5.19: Estimation of ∆fTX,LO,PN with the evolution of n′, using two different
approaches for the estimation of ∆fTX,LO, ∆fTX=50 kHz and ∆fLO=5 kHz.

From this point on, our values for the LPN estimates will be obtained averaging
the values of the direct estimate of the LLW and the indirect estimate, through the
complement between the overall LLW and the remaining LLW, of the other laser. These
improved estimates can be seen in Figure 5.20. We can see on this figure how we were
able to immensely reduce the error on the LLW estimates of both lasers, the error on
∆̂fTX decreased from an error of over 60% to an error visibly below 10%. For ∆̂fLO the
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error is still relatively large, in the order of the 100%, however, while that represents a
major relative error, we must bear in mind that, in a context in which the transmitter
LLW is in the order of 50 kHz, an error of 5 kHz still represents a relative error below
10% taking into account the LLW of the overall LPN, still resulting in a fairly good
estimate of the laser whose contribution is the biggest to the overall LPN.
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Figure 5.20: Improved estimation of ∆fTX,LO with the evolution of n′, ∆fTX=50 kHz
and ∆fLO=5 kHz.

Now that we have understood how to obtain the best estimates, optimizing the value
of n′, given the simulation limitations, and removing the impact of Gaussian noise on
the estimate of the LLW, we are ready to test the performance of this digital monitoring
technique in a wider range of simulations. To that end, a subset of tests was defined,
encompassing all possible combinations of the parameters on Table 5.2, resulting in a
total of 343 tests, each with the non-varying parameters kept equal to the previous
simulations of this section.

Parameter Simulated Values

L (km) 500; 1000; 1500; 2000; 3000; 4000; 5000
∆fTX (kHz) 5; 50; 100; 150; 200; 350; 500
∆fLO (kHz) 5; 50; 100; 150; 200; 350; 500

Table 5.2: Varying parameters on the simulations executed for the estimation of the
system LLWs.

The results are assessed on Tables 5.3 and 5.4. Firstly, in Table 5.3 we evaluate how
each value of LLW was estimated, independently of it being the value of the transmitter
or receiver laser and independently of the transmission length. Then, in Table 5.4
we focus our attention on the dependency of the quality of the LLW estimation on the
transmission length. On these tables, both the average values of error and the maximum
are shown. Although it is obvious that in real applications only the maximum error
should be a valid criterion, in this simulated scenario the average value is also of interest,
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to serve as a validation of the good performance of the algorithm, and under the claim
that the maximum values for error were, in part, a consequence of the limitations we
have in the number of simulated symbols.

∆f (kHz) Average Error (kHz) % Max. Error (kHz) %

5 5.6 111.2 18.9 377.3

50 4.2 8.4 14.9 29.7

100 3.6 3.6 13.5 13.5

150 4.1 2.8 16.3 10.8

200 4.2 2.1 13.6 6.8

350 6.8 2.0 21.2 6.1

500 10.8 2.2 29.7 5.9

Table 5.3: Assessment of the estimates of each LLW in the several simulations in which
such LLW was used.

Table 5.3 shows successful results on the estimation of the values of LLW. Each line
corresponds to 98 different simulations, from the set of simulations performed. We see
that very low values of LLW result in big percentage errors, which can be attributed
to the higher relative weight of the Gaussian noise relative to the variance of the LPN
process. For any evaluated LLW above or equal to 50 kHz we obtained an average
percentage error of 10 percent, and even the extreme cases of the largest errors measured
do not present enormous errors, never crossing the 30 percent barrier. Concerning the
maximum values of error, we can see how they have a tendency to decrease with the
increase of the LLW, which is in agreement with our previous conclusion that Gaussian
noise may present more impact on the estimation of the LLW when it has a higher relative
weight. Now, moving to the analysis of Table 5.4, in which each line corresponds to a
total of 14 simulations, the LLW estimation does not show particular dependency on the
transmission length. This is true except for really low LLWs, where a slight improvement
was observed with the increase in the transmission length. This can be attributed to the
fact that the increase in the transmission length contributes to larger accumulated CD,
and consequently to a higher variance of the LPN, which increases the tolerance to the
Gaussian noise responsible for lowering the correctness of the estimates.

To finalize this assessment, one thing that is left to analyze is how well can we evaluate
what is the most impacting LLW between the contributions of the transmitter’s and the
receiver’s laser, as a function of the ratio between both of their LLW. In the end, this
is the most important aspect in which the digital monitoring technique must not fail,
because being able to evaluate correctly which laser makes the worst contribution to
LPN is what will allow a flexible system to adapt itself to a strategy that minimizes
the impact of EEPN. For that objective, a new metric is defined, a Percentage of the
Normalized Difference (PND) between the two estimates of the lasers of the same system.
Considering two lasers, with a ∆f ratio that corresponds to the smaller ∆f , ∆f−, over
the larger ∆f , ∆f+, (∆f−/∆f+), PND is calculated using these two values of ∆f and
their respective estimates:

PND =
∆̂f+ − ∆̂f−
∆f+ −∆f−

× 100(%) (5.19)
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L (km) ∆f (kHz) Average Error (kHz) % Max. Error (kHz) %

500
5 8.0 160.4 17.3 346.3

150 7.6 5.0 16.3 10.8
500 10.2 2.0 27.8 5.6

1000
5 8.4 169.0 18.9 377.3

150 4.5 3.0 11.0 7.4
500 10.4 2.1 29.7 5.9

1500
5 4.2 83.8 13.2 264.2

150 3.1 2.1 9.6 6.4
500 10.0 2.0 17.5 3.5

2000
5 4.2 83.5 14.2 284.4

150 3.6 2.4 11.2 7.5
500 12.9 2.6 20.6 4.1

3000
5 4.3 85.9 10.3 206.5

150 2.4 1.6 5.9 3.9
500 10.5 2.1 20.3 4.1

4000
5 4.6 92.7 12.2 244.9

150 3.8 2.5 8.8 5.9
500 10.8 2.2 19.9 4.0

5000
5 5.3 106.5 12.2 244.7

150 3.7 2.5 9.4 6.3
500 11.1 2.2 23.2 4.6

Table 5.4: Assessment of the LLW estimates as a function of L.

With this formulation, PND can be seen as a margin of confidence on the claim that
a given LLW is larger than the other. Its value is expected to be more critical for higher
∆f ratios. Table 5.5 shows the results of this evaluation, showing that, with success, we
can always with confidence identify the most impacting LLW, even with the not so ideal
margins of error seen on Table 5.3. The minimum measured value for PND was 80%,
which represents that, in the worse simulated scenario, we still had a gap between our
estimates that was equivalent to 80% of the real gap between them.

∆f ratio interval Average PND Min. PND Nr. of Sims.

[0; 1/40[ 106.6 104.1 28

[1/40; 1/10[ 107.3 100.3 42

[1/10; 1/4[ 106.5 99.0 56

[1/4; 1/3[ 106.2 99.4 42

[1/3; 1/2[ 105.7 94.6 42

[1/2; 2/3[ 106.5 90.2 42

[2/3; 1[ 107.8 82.6 42

Table 5.5: PND values for several ∆f−/∆f+ ratios.

This section ends with the validation that we can always estimate with a reasonable
amount of precision the LLWs of the transmitter and receiver lasers. This can be an in-
teresting premise to new advanced flexible transceivers, because it allows the transceiver
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to adapt to the impact of the LPN on the received signal. Possible adaptations include
simpler things, such as the adaptation of the required PR and of the number of taps,
given a certain impact of the LPN. But, a more interesting application can be the change
of the CD mitigation approach, to minimize the impact of EEPN. Note that, while we
have seen that the only contributor to EEPN was the LO LPN, that was only because
we opted for post-detection CDE techniques, at the receiver. However, if we employ
CD compensation based on the pre-distortion of the signal at the transmitter, the laser
whose LLW contributes to EEPN is the one in the transmitter. Thus, if we know which
laser has the highest LLW contribution, we could adapt our approach such that the
contribution of EEPN is minimized.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis the limitations concerning carrier phase estimation as the subcarrier
symbol rate decreases were evaluated and discussed, giving rise to alternative and more
viable approaches that allow very small symbol rates, which wouldn’t otherwise be pos-
sible with such low power requirements. This opens new doors to the full exploitation
of the advantages of small symbol rates on the nonlinear fiber impairments effects.

In Chapter 3 we analyzed how much of a penalty is there associated with the choice of
maintaining independent intra-subcarrier Carrier Phase Estimation (CPE). Considering
that Laser Phase Noise (LPN) is estimated at best as fast as the symbol rate, and
that the symbol rate is increasing inversely proportional to the number of subcarriers
of the system, an increasing penalty is measured for a respectively increasing number of
subcarriers, completely invalidating systems with a higher number of subcarriers even
for commercially low values of Laser Line Width (LLW). Still in the same chapter, and
being aware that Multi-Subcarrier (MSC) systems have a better tolerance to linear fiber
impairments, we analyzed how did the general relation between the number of subcarriers
and the performance behave when there is accumulated dispersion at play. The results
revealed the existence of a clear compromise, between the number of subcarriers chosen
and the time granularity of the LPN estimation, a compromise which was optimized for
a number of four subcarriers, corresponding to a transmission rate of 16 GBaud. This
left us with the hope that, once we could eliminate the impact of the low granularity
on the CPE, we would remove one of the two limitations. Turning this compromise into
a clear choice for a higher number of subcarriers. All we have to do is to increase the
frequency of LPN estimation in a system that is apparently limited by the increasing
symbol rate.

In Chapter 4 we introduced, implemented and assessed the performance of four
different approaches to inter-subcarrier jointly processed CPE algorithms, with the fun-
damental goal of matching the LPN estimation periodicity achieved with single-carrier
systems. In a Back-to-Back (B2B) simulation, these techniques could, in fact, remove
the limitation of MSC systems, and successfully match the performance of single-carrier
systems in the absence of accumulated dispersion. This was validated through simula-
tions. The main objective of this thesis was to develop key methods that would allow
MSC systems to match the performance of single-carrier systems, and it seemed to be
concluded with success. However, once the performance was assessed in the presence of
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Chromatic Dispersion (CD), the results did not match our expectations. The collabora-
tive estimation of LPN removed the tolerance to CD previously measured on Chapter 3,
in fact, any of the jointly processed schemes revealed a worse performance than the one
of single-carrier systems. It was concluded that this was due to the assumption that the
affecting LPN was the same on all subcarriers, and it demanded for another approach
to jointly processed CPE. This chapter ends with the conclusion that the best approach
so far was to simply use independently processed subcarriers, obeying the compromise
between CD tolerance and the performance of the CPE algorithm. Moreover, it was also
concluded that it must not be disregarded that nevertheless, these jointly processing
techniques still represent the best choice for scenarios in which the transmission medium
does not present significant dispersion. A particular case is free-space optical communi-
cation, which can still use these jointly processed techniques and possibly benefit from
the longer symbol period.

Finally, in Chapter 5 the impact of assuming all the LPN for all the subcarriers
was better understood, and, from that point, a novel approach was designed, the Dual-
Reference Subcarrier (DRS) CPE. This novel approach has as a base concept the ac-
knowledgment of two separable contributions to LPN, the transmitter laser’s LPN and
the Local Oscillator (LO)’s and uses two reference subcarriers to reconstruct them. We
concluded that the performance was closer to optimum when the two reference subcar-
riers are positioned in the first and third quarters of the subcarriers agglomerate, but
the ideal separation decreases as the transmission length increases. The achievable per-
formance did not seem significantly better than the independently processed schemes
for four and eight subcarriers, but it must be kept in mind that this was the first time
a viable and CD tolerant jointly processing scheme was achieved, one that has results
better than any other approach and at a smaller level of complexity, requiring only a
single stage of CPE. Moreover, it enables the use of much higher numbers of subcarriers,
without any significant measured impact with the change of the symbol rate, thus accom-
plishing the main objective of this thesis. Still in this chapter, a novel digital monitoring
technique is studied, one whose door was opened by the nature of the DRS CPE. We
have concluded that, with no significant additional complexity, the CPE can also serve
as a monitoring subsystem, to evaluate the contributions of each of the two lasers of the
system to the overall LPN, which opens a new research opportunity, allowing modern
flexible transceivers to adapt the CPE approach in accordance to the measured LLWs
to maximize performance, or even adapting systems parameters as required, such as the
Pilot rate or the number of taps.

6.2 Future Work

While there has already been some extensive and thorough assessment of the DRS
CPE, having been explored in several configurations and scenarios, it is now required
to evaluate its performance in an experimental setup, namely, to fully explore the ad-
vantages brought by the tolerance of fiber nonlinear impairments, which haven’t been
considered on the simulated environment. Future work encompasses the following steps:

• Development of offline simulation and performance assessment with real experi-
mental data and still resorting to the same simulator used on this thesis, for the
digital signal processing of the receiver;
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• Performing any necessary adjustment on the algorithm to be optimized for the
contributions of Non-Linear Phase Noise (NLPN) in MSC signals;

• Hardware implementation, resorting to a Field Programmable Gate Array (FPGA),
and experimental validation of the DRS algorithm, making use of the fiber trans-
mission testbed provided by Instituto de Telecomunicações;

• Writing of a conference/journal paper reporting the experimentally achieved re-
sults;
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