
 

 

Universidade de Aveiro 

2020 
Departamento de Eletrónica, Telecomunicações e 
Informática 

Flávio Miguel 
da Silva Jorge 
 

Medida e Modelação de Elevada Ordem do Canal de 
Propagação Terra-Satélite nas Bandas Ka e Q/V 
 
High-Order Earth-Satellite Propagation Channel 
Measurement and Modelling at Ka and Q/V-Bands 

 

 

   





 

 

Universidade de Aveiro 

2020  
Departamento de Eletrónica, Telecomunicações e 
Informática 

Flávio Miguel 
da Silva Jorge 
 

Medida e Modelação de Elevada Ordem do Canal de 
Propagação Terra-Satélite nas Bandas Ka e Q/V 
 
High-Order Earth-Satellite Propagation Channel 
Measurement and Modelling at Ka and Q/V-Bands 
 

 Tese apresentada à Universidade de Aveiro para cumprimento dos requisitos 
necessários à obtenção do grau de Doutor em Engenharia Eletrotécnica, 
realizada sob a orientação científica do Doutor Armando Carlos Domingues da 
Rocha, Professor Auxiliar do Departamento de Eletrónica, Telecomunicações e 
Informática da Universidade de Aveiro, e do Doutor Carlo Giuseppe Riva, 
Professor Catedrático do Dipartimento di Elettronica, Informazione e 
Bioingegneria do Politecnico di Milano. 
 

   
 





 

 

  

  
 

 

 
A todos aqueles poucos que acreditaram em mim. 

 

To all of those few who believed in me. 

 
 





 

 

  

 

  

o júri   
 

presidente Prof. Doutor Aníbal Guimarães da Costa 
professor catedrático da Universidade de Aveiro 

  

 Prof. Doutor José Manuel Riera Salís 
professor catedrático da Universidad Politécnica de Madrid 

  

 Prof. Doutor Custódio José De Oliveira Peixeiro 
professor auxiliar do Instituto Superior Técnico da Universidade de Lisboa 

  

 Prof. Doutor Sérgio Reis Cunha 
professor auxiliar da Faculdade de Engenharia da Universidade do Porto 

  

 Prof. Doutor João Nuno Pimentel da Silva Matos 
professor associado da Universidade de Aveiro 

  

 Prof. Doutor Armando Carlos Domingues da Rocha 
professor auxiliar da Universidade de Aveiro 

  
 

  





 

 

  

  

agradecimentos 

 
A primeira palavra de agradecimento é endereçada à minha família, a quem 
muito do tempo que lhe era devido, após o período laboral, ao fim de semana, 
durante as férias, foi negado em prol da realização deste trabalho pro bono. Não 
existem palavras suficientes que possam reconhecer adequadamente o apoio, 
a compreensão, a motivação e a inspiração fundamentais à resiliência 
necessária para enfrentar e ultrapassar as muitas e diferentes dificuldades 
inerentes ao desenvolvimento do trabalho aqui defendido. 
 
Ao Prof. Armando Rocha e ao Prof. Carlo Riva a minha gratidão por acreditarem 
em mim, pela paciência, pelas incontáveis e intensas discussões desafiantes no 
curso do desenvolvimento dos estudos, e pelo cuidado no detalhe das suas 
revisões. Na responsabilidade de orientadores, o seu precioso empenho, muito 
além do devido, visto e reconhecido pelas entidades patronais, foi 
absolutamente essencial à qualidade dos resultados aqui apresentados. 
 
Uma palavra é também devida à Universidade de Aveiro e ao Instituto de 
Telecomunicações por assegurarem as condições necessárias à obtenção 
destes resultados. Em particular as condições técnicas, asseguradas pelo 
esforço silencioso do Prof. Armando Rocha, que também assegurou parte das 
condições financeiras, por via da minha primeira contratação profissional, em 
conjunto com o Prof. José Neves. Ao ultimo uma nota especial de apreço pela 
amizade. Foi um privilégio leccionar sob a sua regência. 
 
Agradeço ainda o apoio obtido da European Association on Antennas and 
Propagation, que financiou duas missões de curta duração que foram 
instrumentais ao complemento da minha formação académica. Nesse âmbito, 
endereço uma palavra de agradecimento especial ao Politecnico di Milano e à 
Agência Espacial Europeia por me receberem como membro da equipa. Ao 
Doutor António Martellucci o meu reconhecimento pelo apoio nunca negado. 
 
Uma palavra especial é dirigida à Autoridade Nacional de Comunicações que, 
não só me permitiu levar a cabo uma das missões supracitadas, como também, 
na qualidade de representante do Estado Português na União Internacional de 
Telecomunicações, foi instrumental na transferência do conhecimento científico 
aqui desenvolvido para o plano regulatório internacional, tornando-o 
efetivamente consequente. Tal só foi possível graças ao espírito proactivo, 
inovador e de missão dos seus funcionários no compromisso sério para com o 
país e para com o dever público. 
 
Fruto da sorte, sempre tive o privilégio, a honra e o orgulho de servir ao lado de 
pessoas verdadeiramente excepcionais, às quais não posso deixar de fazer 
notar uma palavra de reconhecimento pelo companheirismo, pela paciência, 
pela compreensão e pelos preciosos tempo e empenho fundamentais à minha 
instrução pessoal e profissional, fazendo de mim seu produto. 
 
Sendo certo que estas palavras serão sempre insuficientes, a todos vós que 

acreditastes em mim, este sucesso também é vosso. 
 





 

 

  

  

palavras-chave 

 
Gestão e planeamento do espectro, sistemas e serviços de rádio espaciais, 
estrutura do canal rádio Terra-espaço, fenómenos de propagação Terra-espaço, 
variabilidade e dinâmica dos fenómenos, técnicas de mitigação das limitações 
de propagação, eficiência espectral, esquemas de reuso de frequência, 
diversidade de polarização, deteção, identificação e mitigação de interferência 
de rádio-frequência, despolarização atmosférica, polarização cruzada, rácio de 
despolarização, despolarização devido a gelo, despolarização devido a chuva, 
variabilidade da despolarização, mitigação da despolarização, dinâmica da 
despolarização, atenuação devido a chuva, variabilidade da atenuação, 
mitigação da atenuação, dinâmica da atenuação, cintilação troposférica. 

 

resumo 
 

 

 
Este trabalho foca-se em links de comunicação Terra-espaço em microondas 
espectralmente eficientes e de elevada capacidade, suportando o acesso a 
larguras de banda maiores e menos congestionadas e ofereçendo os avanços 
tecnológicos necessários em termos de propagação de ondas de rádio para o 
projeto e operação de tecnologias de sistema que visam o uso otimizado do 
espectro, propondo a operação de esquemas de reuso de frequência e de 
técnicas de diversidade de polarização nas bandas Ka e Q/V. 
 
Porque o adequado planeamento, a implementação bem sucedida, bem como 
a efetiva operação, espectralmente eficiente e livre de interferências, de todos 
os sistemas e serviços espaciais está necessariamente relacionada e 
diretamente dependente, ainda que não exclusivamente, das condições do 
canal de propagação, este trabalho oferece uma abordagem completa e 
sistemática pretendendo a caracterização, compreensão, modelação e 
mitigação dos fenómenos de propagação relevantes. 
 
É provado existir uma maior margem operacional para a operação das 
tecnologias acima mencionadas do que aquela que se acredita existir 
considerando os modelos internacionais recomendados. São previstos maiores 
desafios, especialmente no que concerne à despolarização causada por gelo 
que é mais persistente e que dura mais tempo do que os correspondentes 
efeitos causados por chuva. De qualquer forma, a sua mitigação é possível e 
para a qual a despolarização deverá ser a variável de controlo. O intervalo de 
tempo de 15 minutos é identificado como o melhor compromisso entre tempo 
acessível e ganho alcançável no contexto de um esquema de diversidade 
temporal. 
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abstract 

 

 
This work focuses on high-capacity spectral-efficient Earth-space microwave 
communication links, supporting the access to wider and less congested 
bandwidths and providing the required technological advances on radiowave 
propagation for the design and operation of system-technologies improving the 
spectral efficiency, proposing the operation of frequency-reuse schemes and 
polarization diversity techniques at Ka- and Q/V-bands. 
 
Because the suitable planning, successful deployment and effective, spectral-
efficient and interference-free, operation of all space-borne systems and services 
is necessarily related and directly dependent, although not exclusively, on the 
propagation channel conditions, this work provides a comprehensive and 
systematic approach intending the relevant propagation phenomena 
characterization and understanding, modelling and mitigation. 
 
It is proved that there is a bigger operational margin for the operation of the 
abovementioned system-technologies than what may be believed by considering 
the international recommended models. Major challenges are envisaged, 
specially in what concerns the ice-induced depolarization that is more persistent 
and takes longer than the corresponding rain-induced effects. Nevertheless, their 
mitigation is possible for which the depolarization shall be the controlling variable. 
The time lag of 15 minutes is identified as the best trade-off between affordable 
time and achievable gain in the framework of a time diversity scheme. 
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1.1 SPACE SERVICES, SPECTRUM NEEDS AND SPECTRAL EFFICIENCY 

In the heart of the United Nations 2030 agenda for sustainable development, there are 17 

goals (Figure 1-1) which are leveraged by the space infrastructure providing 

telecommunications, Earth observation, space science and exploration, among other 

applications. 

 

Figure 1-1 United Nations sustainable development goals (UN). 

The above mentioned applications and systems rely on Earth-space/space-Earth links 

operated in the framework of a number of services, generally referred to as space services, 

defined in the international Radio Regulations (RR) under Article 1. 

The space operation service is common to the different applications and it intends to 

operate the spacecraft, in particular in what concerns its telemetry, tracking and 

telecommand (TT&C). Depending on the payload, and thus on the type of application, 

different services may be operated. 

For telecommunications applications, there are the fixed-satellite service (FSS), the 

broadcasting-satellite service (BSS) and the mobile-satellite service (MSS), which may be 

classified as land, maritime or aeronautical mobile-satellite service according to the nature 

of the position of the mobile station on Earth. 

On its turn, if the spacecraft payload serves scientific or technological research applications, 

which deep-space missions are examples of, the space research service (SRS) is to be 

considered for data acquisition, but for data transfer as well. 
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Similarly, if the purpose is the self-training, the intercommunication and technical 

investigations carried out by amateurs, the space-borne service is known as amateur-

satellite service. 

In addition, the Earth exploration-satellite service (EESS) is defined under provision 1.51 of 

RR and intends to obtain information related to the characteristics of the Earth and its 

natural phenomena, including data related to the state of the environment by means of 

remote sensing techniques using active and/or passive sensors on-board of Earth-orbiting 

satellites. The meteorological-satellite service is an example of an EESS for the purpose of 

meteorology. These applications rely on the so-called science data links operated in the 

framework of EESS responsible for the transmission back to the ground of the (big) amount 

of data collected by the referred sensors. 

Driven by demanding user requirements in terms of services novelty, latency and content 

quality, a bigger channel capacity is necessary. Such capacity requirements can hardly be 

found at lower frequency-bands, such as the X- or the Ku-bands and have been addressed 

by accessing to wider and less congested bandwidths only available at higher frequency-

bands, as the Ka- and the Q/V-bands. This approach, however, if systematically followed, is 

not sustainable nor compatible with the fact that the spectral resources are limited and 

that need to be shared. Therefore, the future generation of space services need to align 

this approach with technological advances improving spectral efficiency, by using 

frequency-reuse schemes and polarization diversity techniques so the scarce spectral 

resources may be optimized. 

As a matter of regulations, all national administrations are obliged to protect and use the 

spectrum in the most efficient and effective way, in-line with the principles over which the 

RR have been founded, namely provision 0.2, saying that Member States “shall endeavour 

to limit the number of frequencies and the spectrum used to the minimum essential to 

provide in a satisfactory manner the necessary services”, for which “they shall endeavour 

to apply the latest technical advances as soon as possible”, in-line with the No 195 of the 

Constitution of the International Telecommunication Union (ITU). Provision 0.3 further 

states that “Members shall bear in mind that radio frequencies and any associated orbits, 

including the geostationary-satellite orbit are limited natural resources and that they must 

be used rationally, efficiently and economically” such that other nations may have 

equitable access to those orbits and frequencies, in-line with the No. 196 of the 

Constitution. 

The access to the radio spectrum is the key factor for the effective exploitation of the full 

technological capabilities of the system and it is considered a key factor for increasing the 

broadband capacity of the future generations of satellite communication systems [1], 

impacting directly the system complexity and cost [2]. 
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Figure 1-2 Frequency allocations in Portugal between 8 and 64 GHz (ANACOM). 



Chapter 1 

Introduction: Radiowave Propagation as Enabler of Space Services 

 

 

Page | 53 

 

1.2 FUTURE SPACE COMMUNICATION SYSTEMS AND THE ROLE OF 

RADIOWAVE PROPAGATION 

Not so long ago, a person generally could only be reached by a wire of copper, eventually 

when at home. The information was available at libraries, on digital encyclopaedias and, 

more recently, on the web, accessed through a fragile connection that would require giving 

up on the phone. At the same time, advances on the mobile services made easier the 

connection between people and, as the internet got massively accessible, the information 

got at the distance of a click. This need for being connected to people and things and for 

having immediate access to information has grown quickly, and so users’ expectations and 

demands in what to this regards. It is, therefore, secure to say that new information and 

communication technologies have enabled new social interactions between people and 

have revolutionized the way people learn, make business and manage their lives. 

The need and demand for being connected to everyone and everything, everywhere and 

anytime, for the most different reasons, has been growing and it is evident on our daily-

basis. For example, on the road it is not enough to receive the traditional radio 

broadcastings, as people want to hear something else different, or eventually watch an on-

demand high-definition (HD) movie, available on the web through their mobile phones. At 

home, many people subscribe packages of services, or have almost free of charges services 

they do not use. Instead, they access the contents they want through web streaming 

commercial services. These are only two examples of challenges ahead of two major 

telecommunications services (audio and video broadcasting). 

Having said that, one may expect the convergence of the different traditional 

telecommunication services onto few major physical enabling systems. This revolution, 

that already started, changed and will keep changing the way the telecommunications and 

content services were seen in the past and are seen today. At the same time, new emerging 

applications and markets are raising. For example, the IoT (internet of things) already 

arrived with different solutions for convenience of people business and lives [3]. 

The satellite communication systems already offer quality and capacity that may compete 

with the terrestrial wireless and cabled systems [4] but the so-called digital transformation 

may cause the congestion of the traditional networks already in place [5]. After considering 

the internet of space (IoS) as a satellite backbone for the IoT, it has been recognized that 

the only solution for a worldwide permanent connectivity is the integration of both the 

terrestrial and space networks in the framework of a future generation of mobile services, 

for example the International Mobile Telecommunications-2020 (IMT-2020), also known as 

5G [6], [7]. This challenging task, will require the introduction of new technologies and 

standards as they have developed separately [8] but, at the end, will hopefully enable a 

network of networks, connecting everyone and everything, and where the communication 

technology will be transparent to the user, being chosen accordingly to the location, type 
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of service and cost-efficiency relationship. To this technology is brought added value that 

only satellite systems can offer in terms of security, resilience, coverage, mobility and 

bandwidth [9]. 

On ther other hand, the unique opportunities leveraged by EESS, SRS and other services 

cause a special hunger for more and better data provided by an increased number of space 

missions that may cause the congestion of the limited bandwidths for data transfer. 

Applications of telecommunications, Earth observation, space science and exploration, 

among others, intending the transmission of information in a communications network, 

may benefit from this work as, for a given frequency-band, they share a common radio 

propagation channel. As a matter of fact, the suitable planning, the successful deployment 

and the effective operation of the abovementioned systems and services respectively, is 

necessarily related and directly dependent, although not exclusively, on the propagation 

conditions along the slant Earth-space path. 

For the Ku-band and above, among the different propagation phenomena encountered 

along the propagation channel, the atmospheric attenuation, depolarization and 

scintillation are those to be referred as the main causes impairing the desired quality of 

service (QoS). All of these are considered in this work, but a special effort has been made 

in what concerns to the atmospheric depolarization phenomenon given that recent 

developments on this regard are missing, especially considering higher frequency-bands, 

as the Ka-band and above, as most of the few published results are mainly obtained from 

old experiments carried out mainly at Ku-band. Such developments are important for the 

design, the operation and the performance assessment of current and future system-

technologies and services-reliability based on frequency-reuse schemes and polarization 

diversity techniques. 

1.3 PROPAGATION CHANNEL MEASUREMENT AND MODELLING 

REQUIREMENTS FOR SPACE SERVICES 

The propagation channel plays the very central role on the definition of the quality and 

reliability of the radio system. Several are the factors that can constrain the link availability, 

that whenever inoperable, not only causes severe injuries to the telecommunications 

operator, as also reduces the costumers’ quality of service, who expect to have delivered 

high quality services for the complete contracted period [1]. Once the propagation channel 

is strongly variable in both space and time, for sure guaranteeing a high QoS on such a 

system is a seriously challenging commitment. 

Given that our planet is a huge thermodynamic machine, approaching the propagation 

phenomena by means of the analytical electromagnetic classic theory would simply be 

impossible; instead, the propagation phenomena characterization shall be approached first 
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on a stochastic basis and, for that, a huge amount of high-quality data must be collected so 

propagation characteristics may be identified, stable results may be derived and firm 

conclusions may be drawn. 

In this sense, the propagation models development process is quite long, starting by a 

measurement campaign design and execution that shall collect relevant data. These raw 

data must be pre-processed in order to extract the channel parameters, to inspect and flag 

the data and to remove any remaining fictitious equipment-induced contributions that 

could reduce the accuracy or misleading propagation-related conclusions. If any technical 

problems took place during the experiment, for example power failure, this stage also 

repairs and/or flags the data, so providing final and validated propagation data. 

These data are then evaluated regarding their statistical properties, providing the patterns 

that shall be considered firstly on the statistical model development, and the tips regarding 

the required physical basis and the essential physical parameters enabling the physical or 

quasi-physical model prediction development. Whereas the first describes the propagation 

phenomena in terms of the statistical properties, the second is able to describe the 

propagation phenomena in terms of the underlying physical mechanisms. Therefore, the 

propagation phenomena characterization requires understanding in depth the propagation 

channel in what regards its structure and dynamics. 

The models must be tested in different climates using different link configurations for a 

complete assessment of their performance. Eventually they have to be refined whenever 

they prove to be incomplete or inadequate. Given that the propagation phenomena are 

characterized, the so-called propagation impairment mitigation techniques (PIMTs) can be 

designed in order to either avoid or overcome the channel impairments, so ensuring the 

link reliability in terms of both availability and quality. 

From this, it is understandable that, although the performance of a telecommunication 

system depends on several factors, and regardless the possibility for the development of 

great equipment, the ultimate criteria defining the feasibility or acceptability of the system 

relies on the propagation channel [1]. 

The first-order characterization of the phenomena provides the means for the long-term 

assessment of the propagation channel conditions and for establishing the static link 

parameters to be used as default. This has been a major focus of the propagation 

community, in-line with the needs of the telecommunications industry [1]. Also considering 

the variability of the propagation phenomena, closely related to the local climatology for 

the different places around the globe, the worst scenario has been studied in terms of 

worst month, by evaluating the phenomena superimposing the monthly first-order 

statistics and evaluating the worst scenario in terms of the magnitude of the phenomena. 

Thought this is enough when considering the operation of lower frequency-bands, such as 

the Ku-band, such is not true when operating higher frequency-bands, where the required 



Chapter 1 

Introduction: Radiowave Propagation as Enabler of Space Services 

 

 

Page | 56 

 

bandwidth is available but associated to stronger propagation impairments. Considering 

the high throughput satellites (HTS) systems operating the Ka-band and above, and aiming 

to reach the same targets in terms of QoS as those defined for the Ku-band and below, the 

traditional approaches fail and innovative ways for deploying the systems and exploiting 

the radio channel have to be found. 

On one hand, the spatial and temporal distributions of the statistical properties of the 

propagation phenomena are of great importance. For example, an expected availability for 

a given link configuration may be considered unacceptable if the unavailable period is 

continuous. However, if that unavailability target is distributed along time-periods during 

which the demand for such service is reduced, then it may be considered acceptable. This 

can be inspected by studying the variability of the phenomena at different levels: annual, 

seasonal and monthly and for each, on hourly basis. Such variability may be observed either 

longitudinally or transversally, within a given season or month. A complete assessment of 

the variability of the radio channel and of the propagation phenomena enable the link 

design according to the costumers’ needs, in a cost-efficient way and it may be determinant 

in the success of missions in geosynchronous orbit. 

Losing a goal on the soccer worldwide championship is a serious business for 

telecommunications operators and costumers’, who would expect to see the subscribed 

service delivered with total efficiency. To account for these occurrences, it is mandatory to 

characterize the dynamics of the propagation phenomena in what concerns their duration, 

inter-duration and rate of change. These informations feed the PIMTs, responsible for 

tracking and for compensating the impairments, with the proper rules in what concerns the 

required agility to track the phenomena, important on the definition of the most suitable 

technique to be deployed, the time-period during which its deployment is necessary, and 

the return period of the impairment, necessary to define whenever the deployed PIMT 

shall be or not turned-off. 

Some PIMTs, working together with the system resource management, have been well 

established, namely the adaptive modulation and coding, adaptive data transmission rates, 

uplink power control and site diversity, but others have been proposed, as for example 

downlink power control using beamforming, time diversity and orbital diversity. Whereas 

the power control aims to assign the signal level to keep the required C/N ratio, the 

diversity exploits the spatial and temporal decorrelation of the propagation channel to 

keep the service available through alternative links less impaired by the propagation 

channel at a given instant. These techniques are of especial importance in maintaining the 

most demanding targets of QoS at an affordable price to the costumer while ensuring the 

services operation within admissible interference margins as defined by the in-force 

international RR and recommendations. 



Chapter 1 

Introduction: Radiowave Propagation as Enabler of Space Services 

 

 

Page | 57 

 

1.4 OBJECTIVES AND DOCUMENT OVERVIEW 

Considering the channel capacity requirements, the spectrum needs and the necessary 

technological advances of future space services, this thesis is about High-capacity Spectral-

Efficient Earth-Space Microwave Communication Links supporting the frequency-scaling 

for the access to wider and less congested bandwidths and addressing the technological 

advances in the radiowave propagation domain required by system-technologies 

improving spectral efficiency, proposing to use frequency-reuse schemes and polarization 

diversity to be operated at Ka- and Q/V-bands. Further considering the propagation 

channel modelling requirements, a comprehensive approach is seen necessary, accounting 

for the main propagation impairments assessment, characterization and modelling so the 

phenomena mitigation may be duly considered. 

The propagation channel structure is first reviewed in Chapter 2, where the relevant 

climatic effects are stressed. The description of the propagation experiment supporting the 

developments of this thesis is then detailed in Chapter 3. The attenuation and scintillation 

theoretical backgrounds are addressed in Chapter 4 and the advances made in this regard 

are presented in Chapter 5. These advances cover the long-term modelling of rainfall rate 

and rain attenuation, for which the ITU recommended models are tested. Then, their inter-

annual, annual hourly, seasonal and seasonal hourly variabilities are characterized, the 

existing models are tested and those for which there are no models, a model feasibility is 

studied. 

Chapter 6 presents the atmospheric depolarization theory and the associated models, 

which are considered for improvement in Chapter 7. On this matter, the ITU has two 

recommended models, one for the prediction of the long-term cumulative distribution 

function of depolarization, and another only valid for the prediction of the long-term rain-

induced depolarization-attenuation joint distribution. If these models are to be duly tested 

and improved, the separation of effects to the phenomenon is first required. For that 

matter, two models are developed first, so the massive extraction of the contributions to 

depolarization may happen then. 

The ITU recommended model for the long-term cumulative distribution function of 

depolarization is then tested and improved using Ka-band data, being of particular 

relevance the ice-induced contribution that is, for the first time since the 80s, re-

parameterized. To note that this model is further referred in the framework of Annex 3 of 

Appendix 30A of RR. Because the ice contribution is empirically considered, a feasibility 

study is conducted intending to assesss the possibility for future developments towards a 

physical-based model. A new approach for combining the effects to depolarization is finally 

proposed. 
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For what concerns the depolarization-attenuation joint distribution, the rain-, ice-induced 

and integrated effects are studied and statistically characterized for the first time using a 

long-term reliable database. The existing rain-induced depolarization models are tested 

and their physical basis is studied. The principles underlying the ITU recommended model 

are assessed and a model improvement is proposed with further guidances with regard to 

the future needs on this matter. For the ice-induced depolarization, for the first time a 

feasibility study is conducted intending to assess the possibility for future developments 

towards a physical-based model. Finally, the contributions to the depolarization are 

massively extracted and modelled and a novel approach for their combination is proposed 

so the total depolarization-attenuation joint distribution may be predicted for the first 

time. Still in chapter 7, the inter-annual, annual hourly, seasonal and seasonal hourly 

variabilities of depolarization are characterized. 

Chapter 8 describes the data required for the phenomena mitigation and in Chapter 9 the 

dynamics of both attenuation and depolarization are addressed, together with their 

mitigation using time diversity. First the main fade duration models are tested and the ITU 

recommended one is improved. The performance of the improved version is further 

confirmed when tested against the ITU databank. The temporal statistical properties of the 

radio channel are then studied so the first method for distinguishing interfade and inter-

event interval may be proposed. The first interfade duration prediction model is then 

developed. 

For what concerns the depolarization dynamics, that is considered for the first time in this 

work, the depolarization events are first extracted and duly classified, so the depolarization 

duration may be characterized and modelled considering each effect individually and the 

integrated effects, further revealing new important features of the physical causes of 

atmospheric depolarization. Finally, the depolarization inter-duration is characterized and 

modelled. 

At last, the mitigation of attenuation using time diversity is considered by characterizing 

the fade diversity gain and by testing the existing models. The depolarization mitigation 

feasibility using time diversity is addressed for the first time and the first models for 

depolarization diversity gain are proposed. 

Finally, in Chapter 10 the major contributions and final remarks are drawn. 
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2. CHAPTER 2 

INTRODUCTION TO THE 

EARTH-SPACE RADIO 

CHANNEL STRUCTURE 

2.1 INTRODUCTION 

Before proceeding with more detailed descriptions regarding the propagation mechanisms 

and phenomena impairing the space-based services, it is important to understand the 

general structure of the (Earth-space) propagation path and the climatic variety affecting 

the physical phenomena of the atmosphere impairing the QoS. These topics are introduced 

in the subsequent sections. 
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2.2 ATMOSPHERIC GASES AND LAYERS 

The slant-path of an Earth-space link naturally comprehends the Earth’s atmosphere that 

can be defined as the set of gases surrounding the Earth and that do not escape due to the 

gravitational force. It comprises different layers, each one with different thermal 

characteristics, chemical compositions and densities and that are delimited by the so-called 

pauses, where the mentioned properties change significantly [10]. 

The different gases composing the 

Earth’s atmosphere present 

different distributions in space and 

time. Some are permanent, others 

are quite variable, depending either 

on the geographical location (either 

latitude or altitude), on the climate 

or on the weather conditions. 

The major part of the gases are 

uniformly distributed up to an 

altitude ranging from 15 to 20 km, 

being the most important ones the 

nitrogen (permanent gas representing about 78% of the atmospheric gases), the oxygen 

(permanently representing about 21%), the argon (permanent and about 1%) and the 

carbon dioxide (considered variable due to human actions and reaching about 0.03%). The 

minor gases are quite variable and have a residual weight, which depends on the 

geographical location, on the environment (either continental or maritime) and on the 

weather conditions. They are the neon, helium, methane and the hydrogen. 

The atmospheric layers, considering a classification according to the temperature variation, 

are thus the Exosphere, Thermosphere, Mesosphere, Stratosphere and Troposphere. The 

last, as it is going to be seen, is the most important for the purpose of this work. 

Regardless its composition, the Earth’s atmosphere becomes thinner as the altitude 

increases, its density and the air pressure decreases, but there is no defined boundary 

separating the Earth’s atmosphere from the outer space. In spite of sometimes be pointed 

as a reference for this boundary, the Earth’s atmosphere does not end at the Karman line 

located at 100 km above the Earth’s surface. 

The Exosphere is the outermost region of the Earth’s atmosphere and extends up to an 

altitude higher than the Earth’s radius. Due to the reduced gravitational force at this 

altitude, atoms and molecules can escape to the outer space [11]. The Thermosphere, also 

known as upper atmosphere, is the Earth’s atmospheric layer extending above the 

Mesosphere up to an altitude of 600 km. This layer, although sparse, comprises gases 

Figure 2-1 Atmospheric layers from space captured on 5th May 

2013 [12]. 
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absorbing ultraviolet and x-ray radiation and hence causing a temperature fluctuation from 

-120 oC at the bottom up to 2000 oC at the top [10]. 

The Mesosphere is the atmospheric layer reaching 90 km of altitude. Due to the increased 

gas density related to the lower altitude, the temperature in this atmospheric region 

increases towards the Earth’s surface reaching a value of -15 oC at the bottom [11]. 

The Ionosphere comprises part of the Mesosphere, the Thermosphere and part of the 

Exosphere and it is an ionized region, where charges, either positive or negative, can impair 

the radiowave propagation at frequency-bands below 10 GHz, causing, among other 

effects, the so-called ionospheric scintillation and the Faraday’s rotation [11]. The 

ionization occurs due to the well-known photoelectric effect, being consequently strongly 

dependent on the solar activity, the season, the hour of the day and the location [10]. This 

effect is also responsible for the so-called Aurora Australis and Aurora Borealis, taking place 

in the lower part of the Exosphere and for which Figure 2-2 depicts an example. 

 

Figure 2-2 Aurora Borealis captured on 28th March 2012 by the European Space Agency (ESA) astronaut 

Andre Kuipers [12]. 

The atmospheric layer under the Mesosphere is the so-called Stratosphere. Reaching an 

altitude of 50 km, comprises 19% of the atmospheric gases (but very few water vapour) 

and it is the region where the formation process of ozone takes place. Its concentration 

varies according to the season and to both the latitude and altitude, and it establishes a 

barrier where ultraviolet radiation is strongly absorbed, leading to an increase in the 

temperature as the altitude increases. The existence of warmer air above the cooler air 

leads to very stable atmospheric conditions and to the inexistence of upward vertical gases 

movement, therefore, in spite of being possible to find on its bottom the anvil-shaped tops 

of cumulonimbus clouds, it is almost completely free of weather phenomena [10]. 

At millimetre and microwave frequencies, the most important atmospheric layer is the 

Troposphere. Comprising 80% of the total mass of atoms and particles present in the 
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atmosphere, including almost the entire volume of water vapour present in the 

atmosphere, it is the place where almost all the weather phenomena take place (Figure 2-3 

and Figure 2-4). It is in direct contact with the Earth’s surface and it is characterized by a 

decrease in temperature with height (between 5 and 6oC/km). 

 

Figure 2-3 An example of weather phenomena in troposphere. It is possible to observe a cloud and rain. 

Several propagation phenomera are also present: the reflection on the water and the scattering in the 

atmosphere. 

 

Figure 2-4 Example of a cumulonimbus cloud over Peniche, Portugal. The anvil-shape top is clear and local 

heavy rain can be seen on the bottom. 

The Troposphere height varies according to the latitude (geographic location), the season 

and the weather conditions, but has an average height of 8 km in Polar Regions and of 18 

km in the equatorial ones. 

On top of this layer exists the Tropopause, which is responsible for slowing down the 

upward winds and imposing an upper limit for most of the clouds [11]. 



Chapter 2 

Introduction to the Earth-Space Radio Channel Structure 

 

 

Page | 63 

 

The Troposphere can also be divided into two other regions: the free atmosphere and the 

turbulent layer. The first is positioned above the latter and the effects of the surface 

temperature play no role in this region. The latter extends from the Earth’s surface up to 

1500 m over plains, but it can reach higher altitudes depending on the terrain profile and 

is the region where important interactions between the Earth’s surface and the 

atmosphere occur [11]. 

2.3 CLIMATIC VARIETY AND CLIMATE IN AVEIRO, PORTUGAL 

The weather phenomena strongly impair the radiowave propagation at higher frequencies 

(especially above 10 GHz) and, of course, depend on the local climate which, as seen from 

Figure 2-5 [13], [14], is quite variable around the world. 

In the case of Portugal, a Temperate Mediterranean Climate (Csb) with Oceanic Climate 

(Cfb) influences of the Atlantic Ocean [13], [14] is experienced, associated to dry warmer 

summer in the North (including Aveiro) and dry hot summer in the South. 

Aveiro is a humid place (see Figure 2-6), experiencing a relative humidity higher than 85% 

for half the time. The late afternoon and night are the most humid periods, whereas the 

driest period is observed from late morning until late afternoon (not shown). The observed 

hourly features do not change markedly from one season to another. 

The relative humidity does not present a big seasonal variability, but still the most humid 

seasons are autumn and summer. It is worth noting that the precipitation depends not only 

on the saturation of the air but also on the temperature, therefore, even if this season 

presents a comparatively high relative humidity, this is also the hottest season, preventing 

thus the occurrence of rain. On the other hand, an additional residual attenuation shall be 

introduced due to water vapour in the atmosphere, which is particularly important to be 

considered for experiments at higher frequency-bands. 

As it is possible to see in Figure 2-7 and Figure 2-8, Aveiro experiences a temperate climate, 

where surface temperatures ranging from 9 oC to 15 oC are more frequent. In fact, 50 % of 

the time the temperature is higher than 12.5 oC. The highest temperatures are reached by 

the end of the morning and early afternoon, but the probability of reaching a temperature 

higher than 37 oC is only 0.01 %. The coldest ones take place during the night and early 

morning (20 h - 8 h) and are not subject to significant variability from one hour to the next, 

as it happens, for example, in the remaining periods of the day. The widest amplitude of 

temperature is found in the period of 10-12 h and is of 38.5 oC. As abovementioned, 

summer is the hottest season, followed by spring. The coldest season is, of course, winter. 
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Figure 2-5 Climate world map for the Koppen-Geiger climate classification system. 
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Figure 2-6 Total and seasonal relative humidity CCDFs (2005-2012). 

 

Figure 2-7 Total and seasonal surface temperature histograms and CCDFs (2005-2012). 

 

Figure 2-8 Hourly surface temperature histograms and CCDFs normalized to the total time (2005-2012). 
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Aveiro is known for being a windy city, experiencing a wind speed of about 5 km/h 

frequently, as shown in Figure 2-9. It is interesting to see in Figure 2-10 a clear daily 

variation on the modal value of wind speed: during the night, the wind tends to be calm, 

around 4 km/h, but as the day runs, it increases reaching a maximum of about 13 km/h in 

the period 14-16 h. These hourly dissimilarities are especially evident during spring and 

summer, the hottest seasons in the year. Therefore, the biggest probability of exceeding a 

given wind speed is associated with the afternoon periods, but this trend is reversed for 

bigger wind speed values that seem to be reached during the late afternoon and evening. 

Nevertheless, the probability of reaching a wind speed higher than about 35 km/h is less 

than 1%, as can be observed in Figure 2-9 and Figure 2-10. Finally, winter is the windiest 

season, followed by autumn. 

Other climatic effects, important for characterizing the propagation phenomena, are 

detailed later together with the technical advances they are specifically related to. 

 

Figure 2-9 Total and seasonal wind speed histogram and CCDFs (2005-2012). 

 

 

Figure 2-10 Hourly wind speed histograms and CCDFs (2005-2012). 
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3. CHAPTER 3 

EXPERIMENTAL CAMPAIGN 

AND DATA PROCESSING  

3.1 INTRODUCTION 

After the overview of the general structure of the propagation channel and after a brief 

introduction to the local climate, this chapter intends to introduce the propagation 

campaign responsible for the data used in this work and to review the procedures followed 

in the framework of the campaign execution, including the extraction and validation of the 

propagation and meteorological data. 
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3.2 PROPAGATION EXPERIMENTS IN AVEIRO: AN OVERVIEW 

The Instituto de Telecomunicações and the Universidade de Aveiro have both a long 

experience on radiowave propagation experiments using radiometers and Earth stations 

for satellite beacon monitoring and tracking. The experience with satellite ground stations 

started with the Olympus satellite in the 90s (at 12.5, 19.77 and 29.66 GHz) [15]. An 

experiment using a microwave radiometer was also conducted at the same premises just 

after the Olympus satellite failure from 1993 to 1996. The radiometer could measure the 

sky noise temperature at 21.3, 23.6 (around the water vapor absorption peak) and 31.6 

GHz, enabling the estimation of the atmospheric integrated water vapor content and of the 

integrated liquid water content [16]. 

Since then, other experiments have been carried out with the Eutelsat Hotbird 6 [17] (Ka-

band), renamed later as Eutelsat 13A, Eutelsat Ka-Sat (Ka-band) and, since March 2016, 

with the Alphasat satellite [18], [19] (Q-band). The Alphasat Q-band beacon at 39.4 GHz 

has been measured in Aveiro by the satellite ground station presented in Figure 3-1. 

 

Figure 3-1 Alphasat satellite ground station in Aveiro. 

The Alphasat presents a further challenge with respect to the previous satellites whose 

orbits were geo-stationary: since the Alphasat satellite is on a geosynchronous inclined 

orbit, a pointing system is required, so it can be tracked accurately. The antenna pointing 

system is based on linear actuators acting in the so-called rotation and inclination axes that 

do not match elevation and azimuth (the inclination coincides with the elevation if the 

rotation is 0o). A conversion routine between azimuth and elevation is executed by the Q-

band receiver data acquisition system that also performs the pointing manoeuvres. 

These experiments have been executed at the Departamento de Eletrónica, 

Telecomunicações e Informática of the Universidade de Aveiro (Figure 3-2), Portugal. 
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Figure 3-2 Satellite ground stations for satellite monitoring and tracking at Universidade de Aveiro. 

3.3 EUTELSAT HB6/13A PROPAGATION CAMPAIGN EXECUTION 

The former Eutelsat HotBird-6 (HB6) satellite beacon at 19.7 GHz was measured during 8 

years and 10 months (hereinafter referred as 9 years for simplicity), from September 2004 

to June 2013. This satellite was renamed later on to Eutelsat 13A until it has been moved 

to another orbital position putting an end to the experiment. The satellite ground station 

was located on the roof and received both the horizontal (co-polar) and vertical (cross-

polar) polarizations allowing the measurement of both in-excess attenuation up to 25 dB 

and depolarization (from 40 dB of cross-polarization discrimination - XPD). 

The 1.5 m offset antenna was able to receive two frequencies and two orthogonal linear 

polarizations for each frequency, one for 20 and another for 30 GHz. The four outputs of 

the orthomode transducer were routed to an outdoor frontend by means of flexible 

waveguides, which introduced a loss of no more than 1 dB. In order to prevent the water 

accumulation in the feed window, a feed blower, triggered by a Thies Clima rain detector, 

was installed: whenever it rained, the blower started creating an airflow screen across the 

feed window, sweeping any already deposited raindrops and preventing their 

accumulation. Field trials, using a kitchen sprayer, demonstrated that the accumulation of 

water could introduce up to 1.5 dB of attenuation and, when big drops grow up and rolled 

down the feed window, noticeable depolarization with fast changes. 

Periodically, after or before the expected collection of rain attenuation events, the co-polar 

and cross-polar chains were subject to both amplitude and phase calibration using the 

McEwan method, consisting in rotating the feed around its nominal orientation a few 

degrees (we have been using 6o) such that a negligible part of the co-polar signal was 

injected on the cross-polar one. After this manoeuvre, made without interrupting the 

beacon receiver operation, the data were loaded and the RF chains differential gain and 
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phase shift calculated. The values were then used in the data pre-processing stage for 

performing the software phase/amplitude balancing. 

Further maintenance procedures of the ground station included the weekly data inspection 

together with hardware calibration whenever it would be needed (due to replacement of 

any part of an RF chain or just routinely), always during clear-sky conditions. Therefore, no 

propagation events were lost, ensuring the statistical reliability of the recorded data that 

is important when deriving reliable longer inter-events statistics. The propagation 

campaign technical details are summarised in Table 3-1 and the Eutelsat HB6 satellite 

footprint is depicted in Figure 3-3. 

 

Figure 3-3 Eutelsat HB6/13A downlink beam footprint [20]. 

Concurrently, a radio meteorological station recorded rainfall rate by means of two rain 

gauges (a tipping bucket and a drop counter), wind speed, ambient temperature, relative 

humidity and, most recently, atmospheric pressure (the latter not included in the 

framework of this propagation campaign). Further maintenance procedures included the 

rain gauges cleaning and the weekly data verification for consistency and integrity. The 

technical characteristics of these equipments are summarized in Table 3-2. 

In Figure 3-4 is possible to observe on the left the anemometer and the shelter that 

contains the humidity and ambient temperature sensors, and on the right the two rain 

gauges. The recording of the rain sensors is made by registering the number of tips or drop 

counts per second and this original information is kept after pre-processing. The 

atmospheric pressure sensor is installed indoor. 

Finally, the Eutelsat 13 A satellite Earth station in Aveiro is depicted in Figure 3-5. 
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Table 3-1 Eutelsat HB6/13A propagation campaign technical specifications. 

Satellite Name EUTELSAT HB6/13A 

Satellite Orbital Position (oE) 13.0 

EIRP (dBW) 15.0 

Frequency (GHz) 19.701 

Elevation Angle (o) 38.01 

Polarization Linear Horizontal 

Polarization Tilt Angle (o) 23.27 

Azimuth (oN) 148.62 

Free Space Loss (dB) 209.8 

Antenna Type Diamond shape off-set antenna 

Antenna Diameter (m) 1.5 

Antenna Gain (dB) 47.0 

Antenna Efficiency (%) 60.0 

Antenna HPBW (o) 0.7 

G/T (dB/K) 19.5 

CNR (dB/Hz) 52.0 

Dynamic Range (dB) 25.0 

Earth Station Latitude (oN) 40.63 

Earth Station Longitude (oW) 8.66 

Earth Station Altitude a.m.s.l. (m) 18 

  

Measurements 
Co-polar at 1S/s and 8S/s 

Cross-polar at 1S/s and 8S/s 

Data Availability (%) > 99.9 

In-Excess Attenuation Dynamics Range (dB) ≤25 

Cross-polarization Discrimination Dynamic 

Range (dB) 
≤40 
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Table 3-2 Radio meteorological station specifications. 

Radio Meteorological Station 

Rain Gauge: Tipping Bucket 

(mm/h) 

0 to 120 +/-3 

1S/min (integration time of 1min in compliance with the ITU requirements), but 

stored at 1S/s 

Rain Gauge: Drop Counter 

(mm/h) 

0 to 120 +/-0.6 

1S/min (integration time of 1min in compliance with the ITU requirements), but 

stored at 1S/s 

Humidity (%) 10 to 90 +/-2 

Temperature (oC) -35 to 70 +/-0.3 

Wind Speed (m/s) 0.5 to 55 +/-0.3 

Atmospheric Pressure (mbar) 600 to 1100 
 

 

 

Figure 3-4 Radio meteorological station in Aveiro. 

 

Figure 3-5 Eutelsat 13A satellite ground station in Aveiro.  
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3.4 DATA EXTRACTION, VALIDATION AND ANALYSIS 

3.4.1 Data Pre-Processing Tools and Procedures 

In order to validate the measured (raw) data and to derive the corresponding propagation 

data, the collected data time series (sampled at a rate of 1 and 8 S/s) were routinely pre-

processed offline to remove or minimize measurement errors caused by non-ideal 

equipment or sporadic malfunctions. For that, a tool was used as it is described in [20]. 

The first stage consisted in the data loading, calibration and flagging so the data (usually 

signal levels) were carefully inspected and classified according to their quality [21], either 

by visual inspection (perceived malfunctions) or automatically (out of range values or loss-

of-lock, power supply failures, etc.). Spikes and outliers were also identified and removed. 

The second processing stage intends to remove any effect caused by the measurement 

equipment and consists in deriving the so-called templates to get the clear-sky signal levels 

and thus the clean propagation data time series. The co-polar templates (obtained in dB, 

see Figure 3-9) intended to remove slow amplitude variations (caused by temperature-

induced gain variations, beacon amplitude variations, etc.), while the cross-polar templates 

(linear Cartesian components of depolarization ratio, see Figure 3-10 for the Qu 

component) intends to remove the effects of the residual depolarization due to the satellite 

and beacon receiver antennas in clear-sky conditions. In other words, the attenuation and 

the complex depolarization ratio are de-biased from equipment effects, by subtracting 

their linear interpolation between the start and the end of each event. This procedure has 

also proved to significantly improve the accuracy of the XPD measurements [22]. 

The Eutelsat receiver channels were phase and amplitude balanced to guarantee, 

respectively, the measurement of the relative phase between the cross-polar and co-polar 

components and the same gain for the two receiver chains. The bias removal and phase 

correction is mandatory, especially considering the link geometry presenting a relatively 

small polarization tilt angle of 23o and a relatively high elevation angle, both contributing 

to the measurement of low cross-polar levels during the occurrence of events w.r.t. to 

system residuals, impairing the perception regarding the channel-induced depolarization 

[23]. 

According to [24] the residual antennas cross-polarized signal phase is in quadrature with 

the co-polar. From Figure 3-6 [25] we can observe the system depolarization ratio for one 

full day. It varies probably due to the slight change of the satellite position. Moreover, it 

seems, indeed, that the residuals are close to the quadrature after applying the required 

phase rotation of 35o due to differential phase shifts along the receiver chains. 

Moreover, as it is possible to see, the worst value is 28 dB (the most penalizing one) and 

the best is a little bit better than 33 dB. The worst value is almost constant along the year. 
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The best one may become even lower (better) during some months of the year (probably 

due to satellite movements and or antenna/satellite residuals combination). A propagation 

channel XPD better than 28 dB would be severely hampered in amplitude and phase by the 

receiver residual. 

 

Figure 3-6 Clear-sky XPD, without atmospheric depolarization, along a typical day and before any bias 

removal and phase correction of 35o performed at the pre-processing stage. 

At the same time the measured cross-polar level is also contaminated by the satellite 

radiated cross-polar level, whose contribution is eventually modified by the propagation 

medium, and by the receiver antenna contribution: a set of square matrixes can be used to 

describe the received signal. The problem of removing these biases has been addressed in 

the Olympus experimental campaign working groups [22]. For the particular case of the 

dual-polarized B1 (20 GHz) beacon of the Olympus satellite, that allowed the estimation of 

the full transmission matrix, either the satellite contribution or the receiver contribution 

could be removed efficiently. This is not the case in the framework of experiments using 

single-polarized beacon signals, as it is only possible to measure one real quantity –the co-

polar- and a complex one –the cross-polar (or the attenuation and the complex 

depolarization ratio). Therefore, the bias removal due to equipment and system effects is 

done on the linear real and imaginary components of the depolarization ratio. 

Naming the complex depolarization ratio introduced by the satellite antenna with �b and 

the one by the ground antenna (for each one of the orthogonal polarizations) with �H,c/F, 

and the complex propagation medium transmission matrix with �, the received beacon 

signal (co-polar Wand cross-polar d for the quasi-horizontal polarization), assuming a 

reference co-polar level of 1, is given by: 

edWf = e 1 �H,c
�H,F 1 f e�cc �cF�Fc �FFf h�b1 i Equation 3-1 
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In clear-sky conditions �cF and �Fc are 0 and �FF = �cc = 1 so: 

edWf = e �b + �H,c1 + �b�H,Ff Equation 3-2 

and the clear-sky depolarization ratio measured by the receiver in clear-sky conditions is 

approximately given by: �S]X = �X + �H,c Equation 3-3 

The amplitude will depend on the amplitudes and relative phases of each contribution but 

maybe -28 dB per each contribution is a reasonable and a worst estimation, attending to 

the worst value of the combination of both contributions (that is when they are aligned). 

Assuming now a propagation medium, we can derive easily the co-polar and cross-polar as: 

edWf = e�cF + �cc�X + �FF�H,c + �Fc�X�H,c�FF + �Fc�X + �cF�H,F + �X�H,c�ccf Equation 3-4 

We are pursuing to obtain an estimation of the quasi-horizontal depolarization ratio: 

� = �cF�FF Equation 3-5 

The cross-polar levels created by the propagation medium are always much smaller than 

the co-polar ones in this scenario (the XPD-CPA ITU-R model could be used to estimate the 

cross-polar level w.r.t. to co-polar level) so a very good approximation for the co-polar level 

is: W = �FF Equation 3-6 

However, the small cross-polar level �cF can be eventually contaminated by a same order 

magnitude by the satellite and antenna residual depolarization ratios as �FF and �cc can 

have a comparatively higher order of magnitude (we can, however, disregard �cF�X�H,c). 

Therefore, a reasonable estimation of the (biased) cross-polar level is: d = �cF + �cc�X + �FF�H,c Equation 3-7 

So the measured depolarization ratio, also biased, is given by: 

�k = �cF�FF + �cc�FF �X + �H,c Equation 3-8 

Subtracting, from the measured depolarization ratio, the clear sky one: 

�k = �cF�FF + l�cc�FF − 1n �X Equation 3-9 

Therefore, the beacon receiver contribution is efficiently cancelled (under the underlying 

approaches) and the satellite one depends on the “unbalance” propagation channel 

transmission along the two orthogonal polarizations. 
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The XPD error in dB is given by: 

���oGGWG = 20.∗ ��q_[ r �cF�FF + s�cc�FF − 1t �X�cF�FF
r Equation 3-10 

and the depolarization ratio phase error is given by: 

���oGGWG = 
�q�� u �cF�FF + s�cc�FF − 1t �X�cF�FF
v Equation 3-11 

Additionally, for a medium with principal planes, the results are not dependent on the 

medium characteristics, when the hydrometeors are considered aligned with the vertical: �cF�FF + s�cc�FF − 1t �X�cF�FF
= 1 − 2 ���2 ���2 �X Equation 3-12 

with   the medium canting angle. The equations were computed for an ice anisotropy 

ranging from 0 to 20o using the theoretical medium transmission matrix and hypothetical 

�X = 0.04 (-28 dB) with phases of -90o, 0o, 90o and 180o and the following figures were 

obtained. As expected, they are not dependent on the ice anisotropy. 

It can be shown that: 

 For a 6 dB degraded XPD residual, the phase error could be up 8o and the amplitude 

error up to 0.9 dB; 

 For a 6 dB better XPD residual, the phase error could be up 2o and the amplitude 

error up to 0.3 dB. 

Considering the case of rain, similar results were obtained and are obviously independent 

of the propagation medium. As it was mathematically derived, in these conditions, the 

error only depends on the satellite residual and on the tilt angle. 

The error was computed also for a rather unlikely condition: the phase of the residual XPD 

being orthogonal to the anisotropy (+90o) and having the same phase of the anisotropy. 

The error is shared between the phase and amplitude. 

As a conclusion it seems that the errors could affect the amplitude of the XPD up to almost 

0.7 dB (residuals in-phase with co-polar) and the phase up to 5 degrees (residuals in-

quadrature with co-polar) but not occurring simultaneously. 
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�X = −x0.04 �X = 0.04 

�X = +x0.04 �X = −0.04 

Figure 3-7 XPD measurement error and depolarization ratio phase error for ice depolarization measured 

with a system having a 28 dB (|�X |=0.04) residual. 

 

�X = x0.040.∗ exp (x.∗ 
�q��(�����+	�>A)) �X = 0.040.*exp(j.*angle(Anisotropy)) 

Figure 3-8 XPD measurement error and depolarization ratio phase error when the residual XPD is 

orthogonal and in-phase with the anisotropy. 
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Of course, in practice, an accurate identification of the start and the end of the XPD event 

to get the residual for the interpolation is needed, and the assumption that the clear-sky 

residual does not depart from the interpolation between the two instants defining the start 

and the end of the event. 

At the Instituto de Telecomunicações, Aveiro, two main tools were developed to perform 

the data pre-processing: one that is depicted bellow and a more recent one oriented for 

two beacons. The tools improve the efficiency of the execution of the pre-processing. 

The example below, Figure 3-9, shows a first event with up to 10 dB attenuation and 

immediately another one with attenuation above 25 dB (the receiver dynamic range) and 

few other minor events. The first events have an important contribution of ice 

depolarization as can be observed by the Qu-component in Figure 3-10. As well, there is 

some ice contribution in the event at 14 h. This is going to get clearer later in the text. 

 

Figure 3-9 Aspect of the template extraction for attenuation. 

To obtain the templates often the observation of the rain rate Figure 3-11 can provide an 

indication of the start and end instants of the attenuation and depolarization events. 

Sometimes the correlation between the rain rate, measured co-located to the beacon 

receiver, and the measured slant-path attenuation and depolarization is poor, but 

nevertheless it is not difficult to estimate the start and end instants both for attenuation 

and depolarization if it is possible to distinguish between the dynamics of the signals and 

of the equipment-induced effects or, in other words, if the equipment-induced effects vary 

slowly w.r.t. the propagation data. 
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Figure 3-10 Aspect of the template extraction for XPD-Qu. 

A logbook also supports the campaign execution as it helps the operator to remember how 

the weather was that day. Recently the data acquisition software has been upgraded to 

estimate the noise spectral density (NSD) of the beacon signal. This resource has proved to 

be very useful: working like a radiometer, an increase of the NSD is an indication of 

rain/clouds aloft helping, this way, to determine the attenuation event boundaries. 

After the bias removal and further data classification (if required), the time series are stored 

on a daily basis together with the classification flags time series for the statistical analysis. 

The data type and structure is as follows, where yy refers to the last two digits of the year, 

mm refers to the month number and dd refers to the day of the month: 

 

 yymmddPro.mat 

o dados_atn(1,1:86400) ->Attenuation 

o dados_desp(1,1:86400) -> In-phase depolarization ratio 

o dados_desp(2,1:86400) -> In-quadrature depolarization ratio 

o dados_out(9,1:86400) -> Temperature 

o dados_out(10,1:86400) -> Relative humidity 

o dados_out(11,1:86400) -> Rainfall rate (tipping bucket) 

o dados_out(12,1:86400) -> Rainfall rate (drop counter) 

o dados_out(13,1:86400) -> Wind speed 
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Figure 3-11 Rainfall rate time series. 

On the other hand, the scintillation data have been retrieved from the raw data time series 

sampled at 8 Hz using a raised-cosine high-pass filter with a cut-off frequency of 0.025 Hz. 

The developed tool for the scintillation data pre-processing is depicted in Figure 3-12. 

 

Figure 3-12 Scintillation pre-processing tool. 

The data were pre-processed manually to remove and flag spikes and other eventual effect 

not related to the phenomenon. Also the wet scintillation was identified and separated 
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automatically from the dry component by using a 0.5 dB threshold as the criterion on the 

measured in-excess attenuation, a procedure which was refined with the subsequent 

manual inspection and control of the classification and flagging, for which the time series 

of in-excess attenuation and rainfall rate provided support. 

3.4.2 Data Processing Tool and Procedures 

An integrated software was developed to process statistically the propagation and related 

data time series in an easy way. At the same time, it also intended to be a first tool to 

explore the data, by displaying plots, before any specific or particular data analysis, and so 

the initial development conditions were the simplicity and the versatility. The approach 

was oriented to include easily new data, new features and improvements in the future, 

therefore it was developed to be scalable (both in time and in functionalities), easy to use 

and intuitive, i.e. not requiring much knowledge of internal structure and intermediate data 

flow. 

The targets are the calculation of complementary cumulative distributions (CCDFs), 

cumulative distributions (CDFs) and some joint distributions of the several relevant 

parameters which are also provided on demand from diurnal to multi-year time basis, 

considering that usually, for modelling purposes, concurrent yearly statistics are needed 

[26] but others, such as the worst month, are of interest [27]. Smaller time scale analysis 

such as seasonal, monthly and diurnal variability can be interesting to evaluate the QoS for 

some services and also for the planning and design of such links [28]. 

The software, from now on called PropiT, was developed in Matlab and it was built around 

a file system with three main folders: database, functions and analysis. The first one holds 

the daily files data and flags time series in monthly folders within the corresponding year 

folder and the second folder contains the functions and the necessary constants, as the 

histograms statistical classes and bins. The last folder holds the statistical data arrays 

(histograms, CCDFs and CDFs) organized in a directory tree similar to the original database, 

as can be observed in Figure 3-13. 

The processed data are stored according to the duration of the processing performed. 

Monthly data are stored within a month directory within the correspondent year directory, 

while annual data are stored within two directories both within the correspondent year 

directory: AnnualAnalysis and SeasonalAnalysis, the last one for the data that is annual but 

seasonal data. 

The multiyear data is managed following the same approach while the data that the user 

intends to extract from the analysis are stored inside the directory OutputData. 

The type of statistics, whose structure is similar for other time basis -seasonal, year and 

multi-year- can be seen in Figure 3-14 and each is performed for each variable of interest. 



Chapter 3 

Experimental Campaign and Data Processing 

 

 

Page | 82 

 

 

Figure 3-13 Diagram of data analysis folder. 

 

Figure 3-14 Types of statistics (example of a month). 

The user interface should be simple to be scalable, but intuitive and effective. The entry 

point is depicted in Figure 3-15. The interface is oriented for any user requirement: from 

getting only the plots of already processed data, to repeat the processing due to any input 

data change or perform the statistical processing for a new month and the following ones. 

The graphical interface depicts the following possibilities each one offering a new window 

in a close-up approach: 

 Process Data: calculation of statistics -histograms or cumulative distributions- either 

with new or older data; 

 Explore Data: permits to plot existing statistical processed data; 

 Extract Data: retrieves the statistical data arrays files of any selected time period 

and deposits this file in an output data folder; 
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 Other Functionalities: integrates several other functionalities to be added in the 

future and some that are already implemented, like cumulative rain rate for each 

year against the ITU-R model, accumulated rain rate and worst month statistics; 

 Format PropiT: allows the user to reboot the software, returning it to its initial state; 

 Help: every PropiT window has a Help button that offers guidance to the user. 

 

Figure 3-15 PropIT entry screen. 

The processing block is the most important one, since the re-processing of a month, or a 

new month, must trigger the calculation of the next top-level statistics such as seasonal, 

annual or multi-annual. So the required steps must be clearly presented and the Figure 

3-16 shows the approach used. 

Upon the update of the statistics of one depicted box, that triggers another window to 

perform the calculation of either histograms or cumulative statistics, the user must follow 

the arrows to update those that depend on the previous calculation. The solution clearly 

provides a roadmap that avoids cumbersome files digging and updating through the 

directory tree. 

As it can be seen, all processing starts with the development of the monthly statistics. 

Having these ones, it is possible to obtain either the annual or the seasonal statistics, or 

even reorganize the entire year in order to get all the months together to compare them. 

Having the annual statistics, is possible to perform either an accumulation to get the same 

statistics but to a set of years or reorganize the several years to get and compare them all. 

On the other hand, having the seasonal statistics is possible also accumulate the data and 
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perform total statistics for the several years, or reorganize the seasonal data to evaluate 

how the seasonal or monthly statistics evolve along the years. 

 

Figure 3-16 Data-processing block details. 

In Figure 3-17 is possible to get an overview over the data flux along the several functions 

developed to the processing block. 

Meanwhile, an explorer block, that is presented in Figure 3-18, was developed in order to 

explore the several obtained statistics. In order to get the exploitation facility intuitive, and 

as it can be seen, each button has a colour, which is presented in one or more buttons of 

the processing block. Indeed, pressing a button in the explorer block, it'll trigger the already 

derived statistics by the correspondent button in the processing block. 

Finally, a brief structure of how the graphical interface is linked to some developed function 

is presented in Figure 3-19, where the monthly processing is taken as example, with “HCM” 

standing for the user-graphic interface related to the histogram and cumulative monthly 

statistics processing. The full software structure is in Annex 1. 

The statistical classes assumed for deriving the statistics are depicted in Table 3-3, except 

if otherwise clearly indicated in the text. The period of one year is, if not otherwise 

specified, from January to December. The seasons are groups of three months such that 

winter comprises January, February and March, spring comprises April, May and June, 

summer the months of July August and September whereas autumn comprises the last 

three months of the year, October, November and December. 
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Figure 3-17 Data flux along the several developed processing modules. ‘M’ is a reference for “Month” level, 

‘A’ for Annual, ‘MY’ for “Multiple Years”. 

 

 

Figure 3-18 Data-explorer block details. 
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Figure 3-19 Links between graphical user interface and some developed modules. HCM is a coordinating 

function. 

 

Table 3-3 Statistical classes used on data processing. 

Parameter Minimum Maximum Step 

Attenuation (dB) 0 25.5 0.5 

Depolarization Ratio (real component) -0.255 0.255 0.005 

Depolarization Ratio (imaginary component) -0.255 0.255 0.005 

Cross Polar Discrimination (dB) 5 40.5 0.5 

Rainfall rate (mm/h) 0 120.5 0.5 

Temperature (oC) -10 40 0.5 

Humidity (%) 0 100 1 

Wind Speed (m/s) 0 50 0.1 
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4. CHAPTER 4 

ATTENUATION AND 

SCINTILLATION FOR SPACE 

COMMUNICATION LINKS 

4.1 INTRODUCTION 

Different agents contribute to the extinction of the wave-front, directly impairing the 

services availability, defined as the time percentage in a year with bit error rate (BER) lower 

than the threshold causing system outage [29]. These are the atmospheric gases, clouds, 

fog and rain. Additionally, fluctuations of the atmospheric refractive index along the 

propagation channel, causing the so-called tropospheric scintillation, impair the 

performance of systems with low fade margins. 

In this chapter, the propagation phenomena of attenuation and scintillation are studied. 
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4.2 MOLECULAR RESONANCE AND ATTENUATION DUE TO 

ATMOSPHERIC GASES 

The gases-induced attenuation is entirely caused by absorption due to molecular resonance 

and depends essentially on the frequency, elevation angle, altitude above the sea level of 

the ground station and the water vapor density (absolute humidity). At frequencies below 

10 GHz, it may normally be neglected, however its importance increases with increasing 

frequency and decreasing elevation angle. 

Among other gases, oxygen and water vapour are the major absorbing gases in the 

atmosphere at the radiowave frequencies (above 10 GHz) used for satellite 

communications. 

The oxygen molecule is a paramagnetic molecule with a permanent magnetic moment. The 

water on the other hand is a polar molecule. Both gases exhibit absorption at specific 

resonance frequencies. In addition to the peak absorption lines of each gas, the gases-

induced attenuation exhibits an increase with the frequency, between the resonant 

frequencies (called atmospheric windows for presenting lower attenuation). 

The oxygen-induced attenuation is, for a given frequency, quite stable along the time and 

among the considered geographic area and presents, for what the communication systems 

are concerned, several absorption peaks around 60 GHz that merge on a single continuum 

wider peak of absorption at low atmosphere pressure levels. 

The water vapour, on the other hand, presents, for what the communication systems are 

concerned, an absorption peak at 22.3 GHz. Its relative concentration depends on the 

altitude, but it is particularly variable both in time and space, depending on both geographic 

and climatic factors [11], [30]. An example illustrating the integrated atmospheric water 

vapour content is depicted in Figure 4-1 from data collected by the NASA satellite Aqua 

[31]. 

The atmospheric absorption spectrum can be observed in Figure 4-2 from 0 to 1000 GHz at 

1 GHz intervals, for a pressure of 1013 hPa, temperature of 15 C considering a water vapor 

density of 7.5 g/m3 (Standard) and for a dry atmosphere (Dry). A detail is observed in Figure 

4-3, where it is shown the specific attenuation from 1 to 350 GHz. 

The ITU model, ITU-R P.676 [32], adopted the Liebe’s model [33],[34], which has been 

refined and tested along the years by several authors [35]–[38], [39], [40]. This model is 

accurate but computationally demanding and requires the knowledge of the atmospheric 

vertical profile of the pressure, temperature and relative humidity whose accuracy shall be 

carefully verified as the model performance is quite sensitive to these input parameters. 
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Figure 4-1 Water vapour for August 2010 [31]. 

In the absence of local measurements, the reference standard atmospheres, based on the 

US standard atmosphere of 1976 [41] and described in the ITU-R P.835 [42], can be used. 

The model is valid for any value of temperature, pressure and humidity and it is based on 

the summation of the contribution of each absorption/resonance line from both oxygen 

and water vapour, together with some additional factors for the non-resonant Debye 

spectrum of oxygen below 10 GHz, pressure-induced nitrogen attenuation above 100 GHz 

and a wet continuum in order to take into account the in-excess absorption caused by 

water vapour as found experimentally. 

A software using the Liebe’s Millimetre-wave Propagation Model (MPM) to calculate the 

complex refractivity according to the atmospheric conditions is also available on the web 

[43]. 

The approach adopted by the ITU is general and physically based; therefore, it provides a 

quite accurate estimation. Aiming to study the geographical and seasonal variability of 

gases-induced attenuation, instead of using mean annual global reference values, 

experimental data, available in ITU-R P.835, can be used. Alternatively, considering the 

reference atmospheres, the same recommendation also provides expressions for the 

atmospheric vertical profile, considering different seasons and latitudes. Nevertheless, all 

the recommended vertical profiles shall be avoided if data that are more reliable are 

available on site. 
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Figure 4-2 Atmospheric gases specific attenuation at surface level [32]. 

Finally, for a quick reference, the ITU-R P.676 also provides simplified algorithms to 

approximate the gases-induced attenuation (from 1 GHz up to 350 GHz) for a limited range 

of meteorological conditions and for a limited variety of geometrical configurations. 

Nevertheless, the approach based on the summation of absorption lines is exact [44] and 

so, it is preferable. A discussion on the accuracy of the proposed methods described on the 

ITU-R P.676 recommendation is presented by Luini et al in [45]. 

4.3 ATTENUATION DUE TO HYDROMETEORS 

4.3.1 Absorption and Scattering 

The attenuation due to hydrometeors, as droplets in clouds or fog and raindrops, is the 

result of important interactions with the wave-front in the framework of the 

electromagnetic wave transmission through the atmosphere. The presence of such 

particles causes absorption and scattering, whose severity increases with the frequency, 

impairing this way the links performance. For most of the attenuation and depolarization 

models the scattering theory for a single particle is enough; the propagation effects can 

then be modelled by integrating the scattering effects of a single particle and using the 

theory of the first order multiple scattering. 
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Figure 4-3 Specific attenuation due to atmospheric gases (detail) [32] considering a pressure of 1013 hPa, 

temperature of 15oC and water vapour density of 7.5 g/m3. 

The scattering theory is well established in the literature and complete approaches were 

presented by Bohren and Huffman in [46], Van de Hulst in [47], Ishimaru in [48], 

Mishchenko et al in [49], Tsang et al in [50] among many other authors. A further discussion 

on multiple scattering is also presented in [51]. The usual basic assumption on the 

scattering models for radiowave propagation is that the medium surrounding the particles 

is non-conducting and the particles are spheroidal, which is a quite inaccurate assumption 

as seen further in the text. Nevertheless, this assumption is valid for smaller droplets and 

raindrops and is reasonable for moderate rain. Scattering by other more complex obstacle 

shapes are discussed in depth in [52]. 

The emphasis in this text is on the forward scattering of a plane wave by atmospheric 

particles, whereas backscattering problems are of most interest, for example, for remote 

sensing, interference levels assessment, among others. 

4.3.1.1 Scattering by a Single Particle 

Without loss of generality, let us assume a plane monochromatic linearly polarized wave 

with amplitude �I in the origin of the axis and propagating in the #|!!!" direction. If #T!!!!" is the 

unit vector defining the wave polarization, $[ (rad/m) is the wavenumber in the medium 
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with dielectric constant �[ (F/m) and permeability &[ (H/m) and 	" is the vector from the 

origin to the observation point (see Figure 4-4). The electric field, �|!!!", is given by: �|!!!"(	") = �I#T!!!!"�}~���!!!!"∙G" Equation 4-1 

The time-dependency was omitted for sake of clarity. 

When the incident wave encounters a homogeneous particle with a complex relative 

electric permittivity �G and relative magnetic permeability &G of 1, electromagnetic fields 

are created inside the particle. These fields give rise to radiation (scattering) and power 

dissipation inside the particle (absorption). At any point of the space, the field become the 

superposition of the original incident field and the scattered field. For sake of clarity, only 

the electric field is discussed. 

 

Figure 4-4 Single-particle scattering. 

The scattered field, �X!!!!"(	"), is a spherical wave at a large distance from the particle and it 

can be described by: 

�X!!!!"(	") = �I'"(#X!!!!", #|!!!") �}~�G	  Equation 4-2 

where 	 is the distance between the particle and the observation point, '" (m) is the 

complex vector scattering amplitude that is a function of the direction of the incident wave #|!!!" and the scattering direction #X!!!!". Equation 4-2 holds in the far-field region that can be 

assumed when: 

	 � 2�`(  Equation 4-3 

where the particle diameter is � and ( is the wavelength. In these conditions, it is possible 

to assume the spherical wave as equivalent to a plane wave. 

The scattered field reflects all the particle properties since the boundary conditions hold at 

interface between the particle and the propagation medium. Basically, the original plane 

wave is slightly perturbed by the scattered field. In the forward direction, the original 

power flux density is depleted due to the particle power absorption and the particle power 

scattering. 
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It can be shown that the power loss of the incident wave due to both absorption and 

scattering is proportional to the imaginary component of the forward scattering amplitude 

in the direction of the incident electric field and is given by: 

�X + �H = 2�$[)[ �Ì D��#T!!!!" ∙ '"(#|!!!", #|!!!")� Equation 4-4 

where )[ is the medium intrinsic impedance (&[/�[)_/` (Ω). Furthermore, it can then be 

computed by multiplying the incident power flux density by the particle extinction cross-

section. Thus the cross-section, *V, is defined as the ratio between the sum of the scattered 

and the dissipated power and the incident wave power flux density, ,I, according to: 

*V = *X + *H = �X,I + �H,I = 4�$[ D��#T!!!!" ∙ '"(#|!!!", #|!!!")� Equation 4-5 

The referred cross-section can be viewed as the physical equivalent particle cross-section 

that would cause either that amount of scattering (scattering cross-section), absorption 

(absorption cross-section) or power loss (total cross-section). 

The interesting fact is that the total cross-section can be obtained from the forward 

scattering amplitude coefficient; therefore this relationship is usually called forward 

scattering theorem. This is an exact relation used to calculate the total cross-section when 

the scattering amplitude is known and so the attenuation of the coherent field [53]. 

In some cases, it is possible to derive solutions for the scattering amplitude and cross-

sections. For instance the Mie theory [54] gives an analytical and exact solution for the 

scattering of a plane wave by a dielectric homogeneous non-magnetic spherical particle of 

any diameter and composition placed in a homogeneous non-conducting non-magnetic 

and isotropic medium. This theory was extended to arbitrary shapes [55], [56]. On its 

formulation, the adimensional scattering parameter �(�), rather than the scattering 

amplitude '"(#X!!!!", #|!!!"), is used and they are related according to: �(�) = x$['"(#X!!!!", #|!!!") Equation 4-6 

In this formulation, �(0) represents the forward scattering parameter as � is the angle 

between the scattering direction and the direction of propagation of the incident wave. 

In spite of the apparent complex mathematical formulation (described in the above 

referred texts), either improved computational algorithms, or computational codes were 

developed to provide solutions [57] and some of them are directly available on the web 

[58] under open-source license. 

Several approximations, simpler but yet of much interest, can be derived, like the Rayleigh 

and Born approximations. The first assumes that the dielectric particle is electrically smaller 

than the wavelength ($[�/2 < 1): according to Kerker [59], [60] the maximum diameter 
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of a single particle is of 0.1( for an error less than 4%. The field inside a small particle is 

uniform (as in an electrostatic case) and is given by: 

�!" = 3�G + 2 �|!!!" Equation 4-7 

The scattering amplitude is, in this case, given by: 

'"(#X!!!!", #|!!!") = 3$[̀4� �−#X!!!!" × (#X!!!!" × #T!!!!")� (�G − 1)�G + 2 � Equation 4-8 

where � is the volume of the spherical particle. 

The scattering radiation pattern is similar to a Hertz dipole aligned with the incident electric 

field as it can be seen in Figure 4-5 for an incident electric field along the y axis (spherical 

coordinates are assumed with � the angle from z and � the angle from x; xOz is the vertical 

plane, whereas xOy is the horizontal plane). Another property of the Rayleigh scattering is 

that the intensity of the scattered wave decreases with the fourth power of the wavelength 

and increases with the square of the particle volume [48]. 

 

Figure 4-5 Normalized radiation intensity for Rayleigh scattering for incidence along the x-axis and electric 

field aligned with y-axis. � is the angle from z and � is the angle from x. 

The Rayleigh scattering explains the blue colour of the sky (the wavelength of the blue 

colour is more scattered than other colours) and the panoply of shades during the sunset 

(the light from the Sun is depleted of the shorter wavelengths components due to the 

increased extinction when crossing very long atmospheric distances) as in Figure 4-6. 
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The scattering cross-section is given by: 

*X = 128���� 2� ��
3([� ��G − 1�G + 2�`

 Equation 4-9 

and the absorption cross-section according to: 

*H = $[�G�� � 3�G + 2�`
 Equation 4-10 

with �G�� the imaginary part of �G. The Rayleigh cross-sections for water and ice are in Annex 

2. 

 

Figure 4-6 Sunset from space allowing the observation of the Troposphere and the upper limit of clouds 

[61]. 

The range of applicability of the Rayleigh approximation as a function of the frequency and 

particle size is depicted in Figure 4-7 [62]. The exact theory of Mie, of course, must be used 

if the pair frequency/particle size lies above Rayleigh. The Rayleigh scattering can be 

applied to water droplets in clouds and fog and even for a wide number of raindrops and 

ice particles up to 30 GHz. 

The Born approximation can be applied either if the particle is small compared to the 

wavelength or the particle relative electric permittivity is close to the unit ((�G − 1)$[�/2 ≪ 1). Either the case, the field inside the particle is approximated by the incident field 

(including the phase delay). The WKB interior wavenumber technique is yet an approximate 

and complementary solution to the ones previously presented [48]. 

Finally, other types of methods or analytical expressions exist and rely on numerical 

techniques. For instance, the point-matching method is based on the expansion of the field 

inside the particle and of the scattered external field so that they match on the particle 
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surface. It is mostly used for axially symmetrical particles and it is limited by the Rayleigh 

conditions (so valid for frequencies up to 60 GHz). Alternatively, the Fredholm integral 

equation method has no limits regarding either the numerical stability or the particles 

shape [53]. Both methods are nevertheless flexible and applicable for different particles 

shape. 

 

Figure 4-7 Applicability of scattering methods according to the frequency and the particle size. 

4.3.1.2 Scattering by a Population of Particles 

The above description has been focused on the wave interaction with a single particle. In 

the atmosphere, however, the wave front encounters different kinds of particles, randomly 

distributed, in constant motion and with different shapes, orientations and sizes. Thus, the 

scattered field is neither uniform nor constant in phase and amplitude and the electric field 

is a real function of both time and space. It can be described according to: �!"(	", +) = 4���(	", +)��}��V� Equation 4-11 �(	", +) = �(	", +)�}�(G",V) Equation 4-12 

The field � can be written as the sum of an average field and an oscillating field according 

to: �(	", +) = 〈�(	", +)〉 + �WXS(	", +), 〈�WXS(	", +)〉 = 0 Equation 4-13 

The average field is the so-called coherent field, whereas the oscillating component is the 

incoherent field. Multiple scattering effects, for instance the scattered field of one particle 

can be seen as an incident field component on another one (and so on), can contribute to 

either one of them. The field scattered out from the main propagation path is the 

incoherent field and it is also scattered from all the remaining propagation paths; therefore, 

as the wave travels across the medium, the coherent intensity decreases but the 
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incoherent component increases until a point at which the scattering overcomes the 

absorption. For SatComs however, where directive antennas are used, the received 

scattered field is reduced when compared to the direct coherent component, so the 

received field is predominantly coherent. This is the case of the microwave transmission 

through rain. Moreover, for many applications the field � can be assumed stationary during 

a certain limited period of time, as in the case of a wave in the turbulent atmosphere and 

in presence of hydrometeors (in this case a few minutes) [53]. 

Finally, let us consider a radiowave perpendicularly intercepting a thin slab with thickness � in the x direction and transverse dimensions infinite or large compared to the size of the 

antenna illumination region (the first Fresnel zone), containing hydrometeors randomly 

positioned, moving independently, having the same physical shape, orientation and a size 

distribution described by -(�). 

In this case, the presence of particles along the propagation path with size distribution -(�) (mm-1 m-3) can be modelled as a small change of the vacuum refractive index. It is 

then possible to introduce an equivalent refractive index for the medium, valid in the 

forward direction, according to: 

�� = 1 + 2�$[̀ � '"(#|!!!", #|!!!", �)-(�)U��
[  Equation 4-14 

The wavenumber is then defined to be $ according to: 

$ = $[�� = $[ + 2�$[ � '"(#|!!!", #|!!!", �)-(�)U��
[  Equation 4-15 

Considering the complex transmission coefficient � (m-1) of the electric field in the medium 

given according to: � = �∆d Equation 4-16 

with � is the path length, it is possible to find the electric field in the medium according to: 

�!"(�) = �I#T!!!!"�}~�d�∆d = �I#T!!!!"�}s∆}¡~�td
 Equation 4-17 

leading to the wavenumber $: 

$ = ∆x + $[ Equation 4-18 

and ∆ given as: 

∆= x($ − $[) = x([ � '"(#|!!!", #|!!!", �)-(�)U��
[  Equation 4-19 

The medium propagation constant / (m-1) in: �!"(�) = �#T!!!!"�¢d Equation 4-20 
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is related to $ according to: / = x$ = 0 + x1 Equation 4-21 

and therefore ∆ can be written as: ∆ = (/ − x$[) Equation 4-22 

which means that the propagation constant is obtained by adding the complex offset ∆ to 

the original propagation constant x$[. 

The wave amplitude at the receiver is reduced by ��£], where 0 is the attenuation constant 

(Np/m) given as: 

0 = −([D� ¤� '"(#|!!!", #|!!!", �)-(�)U��
[ ¥ Equation 4-23 

and � is the propagation path length. 

The phase also changes with ��}¦], where 1 is the phase constant (rad/m) given by: 

1 = $[ + ([4� ¤� '"(#|!!!", #|!!!", �)-(�)U��
[ ¥ Equation 4-24 

A more common formulation for Equation 4-23 is given as a function of the extinction cross-

section from the extinction theorem: 

0 = 4.343 � *V(�)-(�)U��
[  Equation 4-25 

(dB/m) in terms of the total cross-section. 

4.3.2 Attenuation due to Clouds and Fog 

Both fog and clouds consist of water droplets or ice crystals of small diameter (less than 

100 µm) suspended in the atmosphere. The first occurs in the lower layers of the 

atmosphere and the second over the Earth’s surface extending in altitude in the 

Troposphere [11], [63]. 

The size distribution for clouds and fog water droplets was studied, among others, by 

Eldridge in [64] and [65] and by Deirmendjian in [66]. The droplets originate in the 

atmosphere from the water vapour condensation when the air becomes saturated, i.e. the 

relative humidity equal to 100%. The saturation can occur either due to the increase of the 

water vapour density in the atmosphere due to evaporation or due to a cooling of the air, 

which can occur by contact either with a colder surface or with colder air masses. The latter 

occurs at fronts, i.e. at the boundary of two air masses with different temperatures and 

humidities, by orographic lift due to the terrain profile, or by convection [11]. 

Thought of reduced interest, both clouds and fog are important meteorological 

phenomena as they can introduce additional attenuation, which increases with frequency. 
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Moreover, despite their impact on the radiowave propagation be small when compared to 

the rain one, it should however be noted that the persistence of clouds is much greater 

than the rain one. This is also a major constraint on Earth observation applications in the 

visible-spectrum or even on free-space optical links. 

Several types of fog exist. For instance, radiation fog originates when the surface radiates 

at night the energy accumulated during the day, becoming colder (a type of fog typically 

found on valleys). The advection fog, on the other hand, originates from the movement of 

warmer air masses over colder surfaces and the upslope fog has its origin on the airlift due 

to the terrain profile, which lead its temperature to decrease. Finally, the evaporation fog 

occurs usually in the form of column and it is due to the increase of water vapour by 

evaporation in the context of cold air. 

Whereas the cooling by convection due to the contact with colder air masses originates 

heavy clouds, the condensation due to the increment of the water vapour in the 

atmosphere originates fog and clouds of limited extension. The contact with colder 

surfaces is also common in coastal areas, where humid air from the ocean advances over 

the frozen continental surface originating fog and rain, a phenomenon known as advection 

and which is a type of cooling caused by surface contact [11]. The advection is, however, a 

broaden term as it describes the horizontal flow of air masses of different properties, 

therefore the abovementioned case is just an example of advection. Moreover, whereas 

colder fronts moving over warmer air originates strong convection currents and heavy rain, 

warmer fronts moving over colder air originates light rain events. As it can be inferred, 

given their nature, the described phenomena lead to quite different propagation 

characteristics at microwave wavelengths at locations not distant from each other [63]. 

Clouds are classified depending on their shape, composition and altitude. Regarding their 

shape, they can be either stratiform, which have horizontal development, covering large 

areas, usually originating continuous light rain, cumuliform, of vertical development and of 

anvil-shaped tops composed by ice, covering a relatively small geographical area and 

originating heavy time-limited rain, or cirriform which, because they are composed by ice 

crystals, do not originate rain [67]. The cumuliform clouds are of major importance as they 

cause strong attenuation and depolarization on a radiowave link. A summary can be found 

in Table 4-1. Further information regarding their variability and optical-related phenomena 

can be found in [68]. 

Depending on the temperature, wind and altitude, clouds evolve at each instant. Being 

transported by wind, when they gain in altitude, the temperature decreases and the water 

drops can freeze. On the other hand, they also can lose altitude increasing the temperature 

that can lead to their disappearance due to the evaporation of their constituents [63]. 
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Table 4-1 Clouds classification [69]. 

Altitude High Medium Low 

Region Trop Temp Polar Trop Temp Polar Trop Temp Polar 

Altitude 

(km) 
6-18 5-14 3-8 2-8 2-7 2-4 0-2 0-2 0-2 

Composition Ice crystals 

Water drops and eventually 

ice crystals if temperature 

low enough 

Water drops 

Examples 

Cirrus (Ci) 

Cirrostratus (Cs) 

Cirrocumulus (Cc) 

Altostratus (As) 

Altocumulus (Ac) 

Nimbostratus (Ns) 

Cumulus (Cu) 

Cumulonimbus (Cb) 

Stratus (St) 

Stratocumulus (Sc) 
 

An index of cloudiness is the cloud fraction, depicted in Figure 4-8 using data collected by 

the NASA satellite Aqua from July 2002 to April 2015. As it can be seen, about 67% of the 

Earth’s surface is covered by clouds [70] and they tend to form preferably over the oceans 

(cloud fraction of about 72%) than over continents (cloud fraction of about 55%), where a 

considerable seasonality is observed. Finally, and on a global scale, three major regions can 

be identified as the ones where the incidence of clouds is prominent: the strip at the 

equatorial region and two other strips at mid-latitudes. 
 

 

Figure 4-8 Cloud coverage from July 2002 to April 2015 [74]. 
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The attenuation due to fog and clouds is important especially for low margin systems, high-

latitude ground stations operating geosynchronous equatorial orbit (GEO) satellites or 

ground stations operating low-Earth orbit (LEO) satellites and for frequencies higher than 

50 GHz. A first model was earlier proposed by Altshuler [71] considering that fog 

attenuation depends on its density, extension and on the wavelength. The empirical model 

provides the fog specific attenuation (dB/km) for wavelengths ( (mm) lying between 3 cm 

(10 GHz) and 3 mm (100 GHz) and for temperatures � (oC) between -8 oC and 25 oC. The 

model seems however to underestimate the fog attenuation with droplet sizes larger than 

10 &� [72]. 

In order to extend the frequency range above 100 GHz and to obtain a more accurate 

solution, the water droplets of clouds and fog can be described as Rayleigh scatterers for 

frequencies up to 200 GHz, given that fog and clouds are composed by particles smaller 

than 0.1 mm, and so their presence is assumed to be equivalent to a slab of dielectric 

material. The ITU-R P.840 [73] model makes use of the Rayleigh scattering together with a 

double-Debye model for the water dielectric permittivity �(') to compute the cloud 

specific attenuation coefficient using the liquid water density (g/m2) in the cloud or fog . In 

a previous version of this recommendation, the specific attenuation coefficient was usually 

provided as presented in Figure 4-9. 

 

 

Figure 4-9 Specific attenuation caused by water droplets for several temperatures. For clouds attenuation 

consider the temperature of 0oC [75]. 
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As can be seen, the clouds and fog attenuation present an inverse relationship with 

temperature and increase with frequency, being more important at frequencies higher 

than 100 GHz. Fog layers are usually thin and cause a limited attenuation on an Earth-space 

link. Clouds, however, can have a considerable extent so their contribution is important 

and cannot be overlooked given their persistence (40-80 % of yearly probability of 

occurring clouds in Europe). 

The Salonen-Uppala [76] model was adopted by the ITU-R given its physical basis. On its 

original formulation, the vertical profiles of temperature, relative humidity and pressure 

were required for cloud detection and to estimate both the specific attenuation coefficient 

and the liquid water content for each cloud layer to be integrated along the various cloud 

layers. In this model, for sake of simplicity, the concept of columnar liquid water content 

reduced to a fixed temperature was introduced to calculate the path attenuation due to 

clouds instead of requiring the integration of the complete vertical profile. Annual and 

monthly values of total columnar content of reduced cloud liquid water exceeded for 

several time percentages P are available in the form of global maps provided by the ITU-R 

P.840. 

The Dissanayake-Allnutt-Haidara [77] model (DAH) of cloud attenuation, also based on the 

Rayleigh scattering, was derived using average cloud properties (vertical and horizontal 

extension and liquid water or ice content for unit volume) of four types of clouds 

(Cumulonimbus, Cumulus, Nimbostratus e Stratus) whose shape was assumed cylindrical 

together with the assumption that clouds attenuation follows a log-normal statistical 

distribution. The DAH model is fully described in [33] and [72]. 

The Salonen-Uppala and the DHA model were compared, proving to be in good agreement 

with the measured data over the annual time percentage range from 3% to 50%. They 

underestimate, however, the path attenuation at the lower time percentage range [78], 

probably due to the fact that they do not separate cloud, melting layer and rain effects on 

attenuation [72]. 

A cloud identification method has also been developed by Mattioli et al [79] after Salonen 

and Uppala [76], [33] and Decker [80]. Moreover, a model for the prediction of clouds-

induced attenuation using the Salonen-Uppala cloud detection method, was recently 

proposed by Luini and Capsoni in [81], [82], [83], the Stochastic Model of Clouds (SMOC). 

The model relies on the synthesis of three-dimensional distributions of liquid water content 

as described in [81] and computes the attenuation due to clouds using the liquid water 

mass absorption coefficient (for frequencies between 20 and 200 GHz) together with the 

integrated liquid water content retrieved from the Salonen-Uppala method applied to the 

vertical profiles from the ERA40 database [82]. This new approach proved to be more 

accurate than the ITU reference model for frequencies higher than 50 GHz [83]. The 

apparent limitation relies on the limited validity of the reduced liquid water content 
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approximation. Moreover, the spatial distribution of clouds shall play an important role 

that is considered by Luini and Capsoni model, taking into account the spatial variability of 

the liquid water content, allowing a more realistic and accurate prediction of clouds-

induced attenuation. 

Other models also exist, such as the Dintelmann-Ortgies [84] that, like the Altshuler-Marr, 

is an semi-empirical model. Both did not perform well when tested by Luini against data 

[85], strongly overestimating the clouds attenuation and even predicting the existence of 

clouds for 100% of the yearly time. Their applicability in other sites still needs to be verified. 

On the other hand the ITU, DAH and the SMOC models are applicable worldwide, they 

provided the same cloud probability and performed generally well against the data. The 

most accurate model proved to be the SMOC, followed by the ITU and finally the DAH one, 

whose inaccuracy significantly increases with the time percentage, probably due to the 

coarse spatial resolution of the required input data and to the simplifications of the clouds 

structure and physical properties (like their average liquid water content). Other semi-

empirical models can be found in [53] and further details regarding this subject can be 

retrieved from [86], [87], [88] or [89]. 

4.3.3 Attenuation due to Rain 

As condensation intensifies, the clouds water droplets size increase either by coalescence 

or by absorption of the water vapour surrounding them. Eventually, the size is large enough 

to increase their fall speed and cause precipitation in the form of rain. 

4.3.3.1 Raindrops Terminal Falling Speed 

The most cited and widely accepted model for the raindrops terminal falling speed (m/s), 

function of the diameter of the equivolumetric sphere, is the one proposed by Gunn and 

Kinzer in 1949 [90] that was analytically fitted by Atlas [91]: ��(�) = 9.65 − 10.3��[.�ª Equation 4-26 

with � (mm), from 0.11 mm to 5.8 mm. Larger speeds may eventually be found for partially 

frozen hydrometeors [92]. 

According to Gunn and Kinzer, the raindrops terminal falling speed increases with their size, 

whereas their terminal falling speed gradient gradually decreases until zero at about 9 m/s. 

The existence of this limit is a consequence of the deformation to which the raindrops are 

subject; indeed, if they were perfectly spherical their speed would exceed 9 m/s for radii 

larger than 2.5 mm [11]. Also a significant amount of collisions prevent the raindrops from 

reaching their terminal falling speeds [93]. 

Thought the abovementioned expression is a function of the raindrops size, the terminal 

falling speed, when both the gravitational and frictional forces reach the equilibrium, is also 

impaired by the atmospheric pressure, humidity and temperature [94]–[96]. The 
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abovementioned expression was derived based on measurements at a pressure of 1013 

mbar, 20 oC temperature and 50% relative humidity. 

Foote and du Toit in 1969 [97], taking the U.S. Standard Atmosphere conditions [41], 

developed an equation to take into account the atmospheric pressure on the drops falling 

speed. The increment of the terminal falling speed, i.e. the height-dependent correction of 

the terminal falling speed, is then given by: �(ℎ) = 1 + 3.68 × 10��ℎ + 1.71 × 10�¬ℎ` Equation 4-27 

where ℎ (m) is given above the sea level. The generalized form of the original model, 

enabling the determination of the raindrops terminal falling speed from both their 

diameter and the height above the sea level, is then given by: ��(�, ℎ) = ��(�)�(ℎ) Equation 4-28 

and has provided accurate and reliable results [98]. The generalized Gunn and Kinzer model 

is presented for several altitudes ranging 0 up to 2000 m in Figure 4-10. 

 

Figure 4-10 Raindrops terminal falling speed according to their size and altitude. 

As it is possible to see, the terminal falling speed depends on the particle size and it exceeds 

9.73 m/s for diameters larger than 6 mm at an altitude of 1000 m. The maximum difference 

on the terminal falling speed is of 0.77 m/s between 2000 and 0 m of altitude for a diameter 

of 8 mm. 

Nonetheless other models for the terminal velocity have been proposed such as the 

Brandes et al in [99]: ��(�) = −0.1021 + 4.932� − 0.9551�` + 0.07934�− 0.002362�� 
Equation 4-29 
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Another general model has also been proposed in literature according to: ��(�) = ��^ Equation 4-30 

for which different parameterizations have been presented as summarized in Table 4-2. 

Table 4-2 Parameters for the ADb raindrops terminal falling speed model. 

Authors A b 

Spilhaus 4.49 0.5 

Sekhon et al 4.25 0.6 

Liu et al 3.35 0.8 

Atlas et al 3.78 0.67 
 

The abovementioned models are presented in Figure 4-11. As it is possible to observe, for 

raindrops of diameter up to 4 mm, the models are relatively concordant, but significant 

differences arise for larger diameters, except the one proposed by Brandes et al, which 

follows closely the one proposed by Gunn and Kinzer. Considering that raindrops of 

diameter larger than 4 mm are usually unstable, it is possible to conclude that all the 

presented models perform quite well. 

 

Figure 4-11 Raindrops terminal falling speed according to their size and several authors. 

The process of drop growth in the atmosphere (for instance breakup and coalescence) 

determines not only the drop size distribution (DSD) evolution but it also affects the 

raindrops falling speed. The coalescence of two raindrops results on a single bigger drop 

falling at nearly the same speed as the larger drop on its origin, so at a falling speed slightly 

slower than that it could be expected. The breakup process, on the other hand, gives rise 
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to two or more new smaller droplets, all moving at the same speed, so at a higher speed 

than that it could be expected, an evidence as much pronounced as the rainfall intensity 

[93]. In other words, for each diameter considered, the amount of super-terminal drops is 

proportional to the rainfall intensity, which is intuitive considering that higher rainfall rate 

shall present bigger raindrops, susceptible to the breakup process. 

Moreover, the atmospheric turbulence, which is stronger and weaker in the context of 

convective and stratiform rain respectively [98], also plays an important role on modifying 

the raindrops falling speed [100], so putting in evidence the raindrops falling speed 

dependence with the rain type, an observation made by several authors. For instance, Niu 

et al [98] found in the western continental region of China that the raindrops falling speed 

in the case of stratiform rain is concentrated between 2 and 4 m/s, showing a significant 

dispersion depending on raindrops sizes. On the other hand, raindrops falling speed for 

convective rain is concentrated between 4 and 6 m/s, further evidencing a wider dispersion 

depending on the raindrops size. 

4.3.3.2 Rain-type Classification 

Rain is a highly complex and dynamic weather phenomenon, depending on the climate, on 

the season and, for each climate and season, on both time and space. Depending on the 

criteria, several types of rain exist but two main categories are of special relevance: 

stratiform and convective rain. The first is usually associated with reduced up or downward 

winds, so it is horizontally stratified up to the melting layer altitude, a region around the 0 
oC isotherm height comprising either ice particles or fusing ice particles and presenting high 

reflectivity in RADAR measurements. Therefore, this layer is also known as bright band and 

presents propagation conditions different from the mediums composed by either only rain 

or only ice. On its top, the so known transition region (closely related to the 0 oC isotherm 

height) defines the altitude above which only ice crystals exist. 

The presence of the melting layer is often used to distinguish the stratiform rain structures 

from the convective ones [101], even if this classification can underestimate the stratiform 

type and overestimate the convective one; a further improved classification technique is 

described in [102], which was merged and adapted with the first method in [98]. 

A vertical profile of a stratiform rain event retrieved from RADAR measurements carried 

out by Fornasiero et al in Italy is presented in Figure 4-12 [103], where both the horizontal 

stratification and the bright band are evident. This kind of rain presents low intensity (a 

characteristic which has also been exploited in the classification of the rain structures), 

takes place for long time and originates from horizontally developed clouds, covering large 

geographical areas, as also can be accessed through Figure 4-12. Similar conclusions can be 

drawn from spatial cross-correlation analysis retrieved from rainfall measurements using a 

mesh of rain gauges [104]. 
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Figure 4-12 Range Height Indicator of Reflectivity factor (dBZ) [103]. 

Another example of a stratiform rain event is depicted in Figure 4-13 collected by Saurabh 

Das and Animesh Maitra using a Ka-band Micro Rain RADAR (MRR) in Ahmedabad [105]. 

The stratiform rain seems to be roughly uniform in time and in altitude, up to the bright 

band height observed at around 4.6 km. Its duration is also evident: for instance, a higher 

reflectivity can be seen from about 22:00 up to the end of the day. 

 

Figure 4-13 A stratiform rain event from RADAR measurements [105]. 

On the other hand, convective rain is characterized by the presence of strong convection 

and subsidence which mix the atmospheric components, so the bright band is replaced by 

an almost vertical column-shaped reflectivity on radar measurements [94]. Moreover, it 

has usually high intensity, takes place for short time periods leading to a temporal non-

uniformity reflectivity on RADAR measurements and has origin in vertical developed 

clouds, covering a limited geographical area. 

An example of a convective rain event recorded in Ahmedabad is presented in Figure 4-14 

[105], where neither a bright band nor a uniform vertical or temporal profile can be 

identified, unlike what was observed in Figure 4-13, turning clear the dissimilarity between 

the two types of rain. Furthermore, there are very localized time instants where higher 

reflectivity is noticed to be immediately dimmed, an evidence which is not found in Figure 

4-13, where the same reflectivity value is almost constant during a time period. Similar 
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evidences have also been seen using rainfall measurements from meshes of rain gauges 

[104]. 

 

Figure 4-14 A convective rain event from RADAR measurements [105]. 

Although different types of rain exist, it is not uncommon to find several types occurring 

during the same rain event, because there was a combination or a series of different types 

of rain, for example, convective regions inside wider extensions of stratiform rain, or a 

stratiform rain-event giving place to a convective one. 

So classifying a rain event as being part of a well-defined category is not easy, given that 

the rain process is highly complex and evolves from one minute to another. For instance it 

decays, grows, splits into other minor rain events and merges with others [106]. However, 

several attempts to classify and model the rain process have been conducted. Seasonal 

effects on both stratiform and convective rain kinds, separated having as basis the drop size 

distribution [107], have also been studied [108]. 

Regardless the type of rain in consideration, the rain vertical profile is neither uniform nor 

symmetric, either in space or in time. Nonetheless, the simplest model consists on 

assuming a cylindrical and vertically homogeneous rain cell from the ground up to the 0 oC 

isotherm height. Of course, this approach fails due to the non-uniformity and asymmetry 

of the rain structure and especially considering the movement of the rain structures, or its 

grow or decay. Indeed, assuming a rain structure moving at 10 m/s, a rain altitude of 2400 

m and a drop falling speed of 8 m/s, a raindrop takes 5 minutes to fall; so applying the 

referred model to the rain vertical profile can lead to an overestimation of the amount of 

rain, and therefore the rain attenuation. 

As is the case of its vertical profile, also the horizontal rain profile is neither uniform nor 

isotropic. The usual way to characterize the rain intensity horizontal profile consists on 

applying the concept of rain cell. Although different definitions exist, the most usual one is 

considering the rain cell as the continuous region where the rain intensity exceeds a given 

threshold and two major rain cell types are usually considered: stratiform cells, 

characterized by a slow decay of rain intensity from a maximum of about 10 mm/h, and 

convective rain cells, characterized by rain intensities higher than 10 mm/h and surrounded 

by a region of stratiform rain, where weaker rain intensity is observed. An argument for 
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this classification could be the fact that not all the rain cells have a single peak of rain 

intensity, but the majority of rain cells (71%) have a single peak [109], [110]. 

The rain cell is thus characterized by its size, shape, orientation, maximum rain intensity, 

direction and speed of movement and several models attempt to provide values for the 

referred parameters.  

Probably the most well-known model, able of describe the horizontal rain intensity profile 

within cells, is the EXCELL model [111], [112]. This model defines elliptical-shaped cells and 

assumes an exponential distribution for the rain intensity (4) inside the cell around a single 

maximum (4o) according to: 

4(�, A) = 4o��®d¯H°̄¡±¯^°̄ , 4 ≥ 4V³G 
Equation 4-31 

where 4V³G is the rain intensity threshold and 
o and 3o are the distances along the axes x 

and y respectively for which the rain intensity decay by a factor of 1/e relatively to 4o [113], 

[114]. The model parameters 4o, 
o and 3o are obtained by solving a set of equations for 

which RADAR measurements of covered area, average rainfall rate and ellipticity (or axial 

ratio) are necessary. A general example of an EXCELL rain cell is depicted in Figure 4-15. 

 

Figure 4-15 EXCELL model for a rain cell of 75mm/h and ellipticity 0.5. 

Assuming that the EXCELL model overestimates the rain intensity peak and finding the 

decay of the rain intensity better described by using a Gaussian function, Féral et al [109], 

[115], proposed an alternative physical model defining elliptical cells as proposed by 

Capsoni et al [111], [112], but combining both a Gaussian function, to represent the rain 

intensity around its peak value (the convective rain component), and an exponential one, 

to account for the surrounding stratiform rain component. 
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Given its hybrid structure it was called HYCELL and its mathematical formulation is 

described as: 

4(�, A) = µ́¶
µ· 4\��¸d¯H¹̄¡±¯^¹̄º 4 ≥ 4_

4o��®¸d¯H°̄¡±¯^°̄º 4V³G ≤ 4 < 4_
 Equation 4-32 

where all the 4\ , 
\ and 3\ (Gaussian components) and 4o, 
o and 3o (exponential 

components) are defined in the same way as the corresponding parameters for the EXCELL 

model. The 4_ parameter is the rain intensity separating the stratiform rain component 

from the convective one and 4V³G (1mm/h) is the rain intensity threshold used to identify 

the rain event. 

Compared to the EXCELL model, which required the estimation of only three parameters, 

the HYCELL model is quite more complex to implement, requiring the estimation of seven 

parameters but it offers increased flexibility to model different kinds of rain structures 

regardless the climatology. This feature may be more important in some continental 

climates, where the atmospheric convection seems to be more pronounced, than in coastal 

areas (and over sea), where stratiform rain is usual [109]. 

A general example of a HYCELL rain cell, considering both the model extreme cases 

(exponential and Gaussian forms) and an intermediate (hybrid) solution is depicted in 

Figure 4-16. As it can be seen, the exponential component is the same as the one presented 

in Figure 4-15; a strong decay is observed for the convective rain component and, when 

necessary, a wider surrounding area of reduced rainfall rate is obtained, accounting for the 

stratiform rain component. Some results comparing the performance of these models can 

be found in [116]. 

The rain cell size distribution (RCSD) was studied by Goldhirsh and Musiani [117], Crane 

[118], Konrad [119] and Mesnard and Sauvageot [110], who developed empirical or 

statistical models of RCSD based on radar measurements [115]. The distributions shall be 

restricted to the diameter interval from 2 km (clouds smaller than about 1 km are not seen 

to precipitate [120]) up to 20 km (higher equivalent diameters lead to rain structures whose 

dynamics is controlled at a scale larger than the rain cell, once they no more are rain cells 

but clusters of rain cells). 

Finally, Féral et al [115], [121] [122] developed a methodology to simulate two-dimensional 

rain rate structures or rain fields, reproducing the local climatology (by means of 

reproducing the rain rate cumulative distribution function - CDF) and spatially correlated 

at small, middle and large scale (thousands of square kilometres). 
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Figure 4-16 HYCELL model for a rain cell of 75mm/h and ellipticity 0.5. On the left the pure exponential 

form, equal to the EXCELL rain cell, on the right the pure Gaussian form and on the bottom a hybrid 

solution. 

In order to find a consensus regarding the actual spatial distribution of the rain intensity 

within cells, Luini and Capsoni in [123] reformulated the EXCELL model mathematical 

description. Based on 20379 rain cells identified using threshold of 5mm/h (the lowest 

value for which the rain cells are single peaked in the considered database), the authors 

assumed three main hypotheses for the actual rain horizontal profile: gaussian, exponential 

or hyper-exponential, whose differences can be assessed through Figure 4-17, where N is 

the distance (km) to the cell centre. The conclusion was that the exponential character 

fitted better their experimental data than the remaining ones, in line with RADAR 

observations of convective rain cells in both western Pacific and tropical eastern Atlantic 

[124]. From these developments a new, global and conciliator model was finally presented 

by Luini and Capsoni in [123] named MultiEXCELL. 

−5

0

5

−5

0

5

10

20

30

40

50

60

70

x (km)y (km)

R
a
in

fa
ll
 R

a
te

 (
m

m
/h

)

−5

0

5

−5

0

5

10

20

30

40

50

60

70

x (km)y (km)

R
a
in

fa
ll
 R

a
te

 (
m

m
/h

)

−5

0

5

−5

0

5

10

20

30

40

50

60

70

x (km)y (km)

R
a

in
fa

ll 
R

a
te

 (
m

m
/h

)



Chapter 4 

Attenuation and Scintillation for Space Communication Links 

 

 

Page | 112 

 

 

Figure 4-17 Comparison between the three main assumptions made by Luini and Capsoni for the rain cell 

shape. 

Rain gauges measurements are also a way to characterize the spatial structure of the 

rainfall events, as for example in [106], [125], [126] and [127]. The concept is based on the 

so-called Synthetic Storm Technique (SST), which consists on the conversion of the rainfall 

time series into rainfall space series, assuming that the average advection speed is known, 

for which radar scans provides useful measurements. 

The average advection speed has as first reference the wind speed at 700 mb (about 3 km 

above the sea level) [106], but actually, convective rain cells seem to move faster than the 

ones associated to lower rainfall intensities [126]–[128]. It is thus evident that several error 

sources must be considered when applying this methodology. On one hand, rain gauges 

can underestimate the rainfall rate when comparing their measurements to the radar ones 

[129] for which the evaporation process and the atmospheric turbulence can offer an 

explanation [130]. On the other hand, due to the extension of the rain field, nothing can be 

inferred, just from rain gauges measurements, about the actual rainfall peak of the rain 

field that produced the measured rainfall event. For instance, and in the extreme case, the 

rain gauge can only measure the peripheral rainfall of a much larger rain cell, which in this 

case would lead to the incorrect estimation of the actual size of the cell. If no solution can 

be found for the evaporation process, the misleading size of the rain cells can, however, be 

managed and minimized by considering a proper net of rain gauges that would also allow 

the determination of the advection speed and direction, which could also be conditioned 

to the type of the rain cells [104]. 

4.3.3.3 Raindrops Size and Shape 

The size and shape of raindrops cannot be dissociated, as they are intrinsically related one 

to another, and these are two very important parameters to characterize the 
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depolarization of a wave crossing a rain population. The shape of raindrops, falling at the 

terminal speed, is determined by the balance between the forces of surface tension, 

hydrostatic pressure gradient inside the droplet, aerodynamic pressure due to the air flow 

around the droplet and even electrostatic pressure due to the eventual presence of electric 

fields [131], [132]. 

The raindrops size varies from a radius of 100 µm up to about 3.5 mm, a limit upon which 

the raindrop becomes hydrodynamically unstable and breaks. On the other hand, the 

evaporation process, whose speed depends on the drop size, relative humidity, 

temperature and wind speed, shall also not be disregarded, as it leads the raindrops to lose 

volume as they fall [133], therefore imposing a lower limit to the raindrops size at the 

ground level [53]. Nevertheless, water droplets of smaller sizes can exist at higher altitudes, 

some with falling speeds of just few centimetres per second and eventually small enough 

to not be considered raindrops. On the other hand, raindrops with ice cores, supressing 

their oscillation and increasing their stability, can also grow bigger than what would be 

expected. 

The parameterization of the geometric shape of raindrops is made by means of the radius 

of the equivolumetric sphere 
[ and the axial ratio b/a, where 2a and 2b are the raindrop 

width and height respectively. By knowing the raindrop terminal falling speed, it is possible 

to figure out its shape by solving the equation that describes the balance of both the 

internal and external pressure on the droplet surface as done by Pruppacher and Pitter 

[131]. 

These authors proposed a physical model which predicts quite satisfactorily the shape of 

raindrops falling at terminal speed, except for the very large droplets (
[>3.25 mm) 

considered in their experiment using wind tunnels, in which case the deformation was 

underestimated. The raindrops shape from 0.25 mm up to 3.25 mm, according to the 

theoretical relationship between the axial ratio and the equivolumetric radius as proposed 

by Pruppacher and Pitter, is depicted in Figure 4-18. 

As it is possible to see, the raindrops shape depends on their size, and evolves from very 

small spheres up to flattened and elongated oblate spheroids and to asymmetric spheroids 

in the case of greater radii. For 
[<0.2 cm it was seen that the droplet is very resistant to 

breakup, even in turbulent medium. A flattened base is noticed then for 
[ around 0.2 cm 

and a concave depression (a necessary requirement for the drop breakup according to 

Pruppacher and Pitter) on its base is developed for higher radii so, as their size increases, 

more distortion with respect to the spherical shape occurs. 

Other models have also been proposed, as for instance that of Thurai et al in [134] which 

expects the raindrops to grow more flattened in their base, but no depression is predicted, 

in contradiction to what Pruppacher and Pitter observed, an evidence supported also by 

Beard and Chuang in [135]. 
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Figure 4-18 Raindrops shape for several radii of the equivolumetric sphere according to Pruppacher and 

Pitter [136]. 

Several authors have also proposed models for the axial ratio of raindrops as a function of 

the diameter of the equivolumetric sphere. A summary is presented in Table 4-3 and their 

predictions are depicted in Figure 4-19. 

 

Figure 4-19 Raindrop axial ratio function of the equivolumetric sphere radius for several models. 

The simulation considers radii from 0 up to 4 mm, but not all the proposed models are valid 

for this entire range. It is possible, nonetheless, to evaluate their behaviour when 

extrapolated outside their applicability range. 

All the proposed models seem to be relatively concordant, which means that, given the 

simplicity, Pruppacher and Beard proposed actually a fair model, which even nowadays is 

still used and considered a reference around the globe. Nevertheless, and of course 
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depending on the application, other models, eventually more accurate, may be considered. 

For example, Beard and Chuang (which appears to be the best compromise among all the 

proposed models) among many other authors, predict more spherical raindrops for lower 

radii than Pruppacher and Beard, an evidence that have been found by many other authors. 

Table 4-3 Models for the relationship between axial ratio of raindrops and diameter of the equivolumetric 

sphere. 

Authors Axial Ratio (b/a) 
Validity 

Range (mm) 
Equation 

Pruppacher and 

Beard [137], [138] 

1.03 − 0.062� 

1 

D>0.5 

D≤0.5 

Equation 

4-33 

Beard and Chuang 

[135], [139], [140], 

[141] 

1.0048 + 5.7 × 10��� − 2.628× 10�`�` + 3.682× 10�� − 1.677× 10���� 

1.0≤D≤9 
Equation 

4-34 

Thurai et al [134] 

1.065 − 6.25 × 10�`� − 3.99× 10��` + 7.66× 10��� − 4.095× 10���� 

1.5<D≤9.0 
Equation 

4-35 

Andsager et al [142], 

[139], [143] 

1.012 − 0.0144� − 1.03× 10�`�` 
1.0<D≤4.0 

Equation 

4-36 

Keenan et al [144] 

0.9939 + 0.00736� − 1.8485× 10�`�`+ 1.4560× 10�� 

0.0≤D≤8.0 
Equation 

4-37 

Goddard et al [145], 

[146] 

1.075 − 0.65 × 10�_� − 0.36× 10�`�` + 0.4× 10�� 

1.0≤D≤6.0 
Equation 

4-38 

Brandes et al [99], 

[146] 

0.9951 + 0.02510� − 3.644× 10�`�` + 5.030× 10�� − 2.492× 10���� 

0.1≤D≤8.0 
Equation 

4-39 

 

Nevertheless, for higher radii, the Pruppacher and Beard predictions seem to be consistent 

with the new observations except that Keenan defends a less oblate shape for higher radii, 

but the authors also assume that some uncertainty regarding higher radii shall be expected. 

In fact, Brandes proposes the opposite for higher diameters. Considering radii smaller than 

0.25mm, whereas Pruppacher and Beard points an axial ratio of 1, Andsager et al and Beard 

and Chuang seem to predict a slightly more prolate shape due to the atmospheric 

turbulence impact on the smallest droplets. 
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The abovementioned models were also tested by Gorgucci et al in [147] using polarimetric 

RADAR measurements, concluding that the drop shape is different in different climates, 

stressing the need for taking into account climatic factors ruling the type of rain and thus 

the raindrops shape. 

An additional deformation on the raindrops shape can arise under either atmospheric 

turbulence or strong electric fields, for instance in the context of thunderstorms, which 

elongate the drop along its direction, eventually leading to a smoother or even reverse 

trend of the axial ratio with the increase of 
[. [141], [148]–[150]. The vertical electric field 

contributes to a reduction in the oblateness, improving the water droplet stability (up to 

an intensity value over which it turns prolate and unstable in shape). Under their effect, 

the smaller water drops tend to become prolate, whereas the larger ones tend to assume 

first a more spherical shape before they become prolate [132], if not assuming even a 

conical shape [151]. 

The vertical electric fields also increase the water droplet falling speed, and leads to a wider 

drop size distribution, an evidence that can be used on remote sensing techniques locating 

cloud regions having different electric field directions [152]. Furthermore, wider DSDs and 

larger drop sizes in maritime clouds suggest that they grow faster in this environment than 

in continental ones, where the highest value for their size is quite smaller and the DSD is 

narrower [153]. Therefore, it is possible to conclude that drops grow faster in those regions 

where vertical electric fields are present. 

The horizontal electric field, on its turn, increases the oblateness, decreasing the raindrops 

axial ratio and, thus, even smaller drops can become unstable under the effect of horizontal 

electrostatic forces. This leads to the conclusion that horizontal electric fields are of 

especial relevance, playing a major role on both the deformation and instability when 

compared to the vertical ones, a role that is as much important as the size of the water 

droplets increases. The axial ratio of 0.5 has been pointed as the one under which the water 

drops become unstable and breakup. Whatever the additional induced deformation, it 

increases with the electric field amplitude and it naturally disappears once the electric field 

had vanished [154]. 

A world map of lightning, based on data recorded by the Lightning Imaging Sensor (LIS) on 

board of the NASA’s Tropical Rainfall Measuring Mission (TRMM) satellite from 1998 to 

2013 and by the Optical Transient Detector (OTD) on board of the OrbView-1 satellite from 

1995 to 2000, is depicted in Figure 4-20 [155]. As it is possible to see, lightning occurs more 

often in the equatorial regions and preferably over land than over the oceans. 

The DSD is a function of the rain rate R; -(�, 4), represents, for a given rainfall intensity R 

(mm/h), the number of raindrops of diameter (of the equivolumetric sphere) � per unit of 

volume and per unit of size interval (� to � + U�). Several distributions have been 

proposed in the literature but the oldest study on this subject is perhaps that of Laws and 
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Parsons in 1943 [156]. Although their measurements are old, they are still used today for 

stratiform rain. Their distributions were found for raindrops of diameter larger than 1 mm 

and were based on rainfall intensities up to 50 mm/h (but they can be extrapolated to 

higher intensities), therefore, they are not adequate for smaller drops. Thought these 

would not be important due to their size, they are actually the ones that exist in greater 

quantity, so actively contributing to the rain attenuation of radiowaves at millimetre bands. 
 

 

Figure 4-20 World map of lightning based on data from May 1995 to December 2013 [155]. 
 

Marshall and Palmer in 1948 [157], aiming to adjust the Laws and Parsons data to their 

own, proposed an exponential distribution, function of the rainfall intensity, according to 

the following expressions to be applied from sizes of 1.5 mm: -(�, 4) = -[��»(Q)ª Equation 4-40 -[ = 8000 �����_ Equation 4-41 ¼(4) = 4.14�[.`_ ���_ Equation 4-42 

This distribution is today a reference and a good trade-off between all different types of 

raindrop diameters found on rain events. It may be suitable for modelling the long-term 

DSD in some regions (continental temperate climates [158]), however, it cannot, by itself, 

describe either the dynamic of the DSD in the context of single rain events or even the 

average DSD of single rain events. Therefore, Joss et al in [159], [160] proposed an 

expression similar to Marshall and Palmer, but followed an approach based on three types 

of rain: drizzle, widespread (very close to the Marshall and Palmer distribution) and 

thunderstorm. The distribution parameters can be found in Table 4-4.  
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Table 4-4 Joss et al distribution parameters. 

Rain Drizzle Widespread Thunderstorm ½¾ (¿�À¿¿�Á) 30000 7000 1400 Â(Ã) (¿¿�Á) 5.74�[.`_ 4.14�[.`_ 3.04�[.`_ 
 

The first parameter of the distribution was assumed constant by Marshall and Palmer, but 

actually, it can present sudden and strong variations within a rainfall type. These variations 

were found independent of those that occur on the second parameter by Atlas and Ulbrich 

who proposed in 1974 [161], [162] a single gamma distribution to the DSD: -(�, 4) = -[(4)�`��»(Q)ª Equation 4-43 -[(4) = 645004�[.� �����_ Equation 4-44 ¼(4) = 7.094�[.`Ä ���_ Equation 4-45 

They also showed that the DSD naturally changes due to known physical processes ruling 

the size of water droplets (condensation, collision-coalescence, evaporation, collision-

breakup and aerodynamic breakup). These variations, not only occur from one rainfall type 

to another, but they also occur from one moment to another, within the same rainfall type. 

Experimental data collected in different regions, experiencing different climates and rain 

types [98], [163]–[165] and using different measurement equipment and techniques, 

support the use of a gamma distribution to better describe the DSD. 

A gamma distribution was also proposed by Wolf in [158] when fitting the Laws and Parsons 

data, which consists on an alternative distribution to the one proposed by Marshall and 

Palmer. The use of a gamma distribution had been, however, already proposed for the 

distribution of droplets in clouds by Khrgian et al in 1952 [166], of aerosols by Levin in 1961 

[167], and of precipitation particles by Sulakvelidze in 1969 [168]. 

Sekine and Lind in 1982, aiming to explain the coalescence, raindrop breakup and the 

subsequent chain reaction process, proposed a Weibull distribution [169] which has been 

applied for different types of rain and in a wide range of frequency bands by several 

authors[170]–[173]: 

-(�, 4) = -[ �(4)3(4) l �3(4)nS(Q)�_ ��l ª^(Q)nÅ(Æ)
 

Equation 4-46 

-[ = 1000 �� Equation 4-47 3(4) = 0.264[.�� �� Equation 4-48 �(4) = 0.954[._� Equation 4-49 

From the Figure 4-21 it is possible to compare the predictions provided by each of the 

described distributions for rainfall intensities up to 100 mm/h. The Marshall and Palmer 

and Joss et al distributions have the same shape and, as expected, the Joss et al distribution 
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for widespread rain (JW) follows closely the Marshall and Palmer (MP) one, consisting on a 

middle term between the two extreme rain cases. 

The Joss et al [159], [160] distribution for drizzle rain (JD) expects a greater number of 

smaller raindrops, whereas the one for thunderstorm rain (JT) gives more importance to 

the bigger ones, as confirmed experimentally by Niu et al in [98], who also found the mean 

diameter of the raindrops of stratiform rain-events smaller than that of raindrops of 

convective rain events. 

For reduced rainfall intensities, the Sekine and Lind distribution follows closely the one of 

JT but, as the rainfall intensity increases, it gets closer to the Atlas and Ulbrich one, which 

assumes a maximum number of raindrops at diameters between 0.3 and 1 mm. 

The Atlas and Ulbrich distribution has a very interesting behaviour as their model starts by 

following the Joss et al distribution for drizzle rain and, as the rainfall intensity increases, it 

goes from a distribution of one type of rain to another. Therefore, by using a single 

expression, the authors can model different types of rain. The main difference between 

this model and the one proposed by Joss et al consists on the fact that the former predicts 

a smaller number of very small raindrops than the latter and accounts for a smaller number 

of very big raindrops for higher rainfall rates (usually associated to thunderstorm rain 

events). 

Finally, as the rainfall intensity increases all the models tend to become widen, an 

observation supported by Niu et al regardless the rain type [98]. On the other hand, 

regardless the rainfall intensity, the stratiform rain presents a much narrower DSD than the 

one observed for the convective rain, which proved to be broadened. Similar conclusions 

using radar measurements were also drawn by Steiner et al in [102]. 

Even if the size, shape and orientation of raindrops changes within the same rain event, it 

can be assumed that the DSD is relatively stable, essentially varying according to the rainfall 

intensity, an assumption that underlies all the approaches described. The underlying 

physical processes, like evaporation and condensation, the local climatology, the season, 

hour and even the orography play here a non-negligible effect and shall also be considered 

when studying the DSD [108], [174]–[177]. For example, this variability may be less 

pronounced in coastal areas than inland [178], [179]. 

It should be noted that the DSD is measured at ground level, whereas the growing or 

breaking up processes take place as the raindrops fall, implying that the DSD can be a 

function of the altitude [105]. 

The drop breakup process seems to be dominant over the coalescence for smaller rainfall 

intensities, generally associated to stratiform rain, whereas under strong rainfall rate, 

generally associated to convective rain, the coalescence process dominates. Nevertheless, 

the DSD seems to be roughly uniform in altitude for moderate rainfall intensities. 
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Figure 4-21 Drop size distributions according to several authors and for several rainfall intensities. 
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4.3.3.4 Raindrops Alignment 

It was seen that the electrostatic forces can align the raindrops along their direction. The 

aerodynamic and gravitational forces also play an important role on this matter. It is 

assumed that the raindrops symmetry axis, falling at their terminal speed, is aligned with 

the vertical direction, exhibiting, however, a distribution. The wind shear and atmospheric 

turbulence can modify this alignment, especially when the altitude decreases [53] due to 

the decrease of the wind gradient in altitude (although its speed increases) and due to the 

movements of different air masses in opposite directions in both the vertical and horizontal 

planes [96]. 

Under convective rain events, the vertical air motion is not only stronger as its distribution 

along the altitude is also wider than it is in the context of the stratiform rain conditions, 

where the vertical motions are less intense and more uniform [102]. In fact, the air motion, 

due to the pressure distribution in the atmosphere, is fully characterized by means of its 

two components: wind and atmospheric turbulence. Whereas the term wind is usually 

applied to describe the horizontal air movement, the term turbulence is usually applied to 

describe the wind vertical component. 

This irregular motion of the air due to vertical air currents can be grouped according to 

several types. For instance, wind shears in cloudless air surrounding convective clouds at 

altitudes lying between 7 and 12 km originate clear air turbulence. On the other hand, the 

friction between the air and the ground originate what is called mechanical turbulence, a 

phenomenon that gets more pronounced as the wind speed increases and depends on the 

ground roughness. The convective turbulence develops from the ground in the form of a 

vertical column and in the context of warm unstable air. There is also a special case 

resulting from a combination of both the previous two: it is the upslope turbulence, which 

results from both strong vertical currents and friction turbulence originated in slopes and 

mountains. Finally, the orographic turbulence is similar to the mechanical one but has its 

origin on hills and mountains, being more pronounced in extension and severity according 

to the terrain height, shape and wind speed. 

A physical model describing the raindrops canting angle 0 (the angular deviation of the 

symmetry axis of the rain drop from the local vertical) due to gravitational and aerodynamic 

forces was proposed by Brussaard in 1976 [180] and it is described by: tan 0 = ���q�_ Equation 4-50 

where � is the vertical wind shear, ��, is the terminal falling speed and q the gravitational 

acceleration. 

The model assumes that the symmetry axis is parallel to the airflow around the drop, which 

can be described by means of two components: a vertical one, due to the fall of the 

raindrop, and a horizontal one due to the wind shear resultant from the friction of the wind 
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with the ground. Therefore, the vertical wind gradient depends on the mean wind speed, 

height above the ground and terrain profile, and thus the raindrops average orientation is 

tilted by some degrees depending on the above mentioned variables [181]. The canting 

angle depends not only on the altitude, but also on the raindrops size, increasing with it up 

to a size of about 2 mm, as it is possible to see from Figure 4-22. Larger drops, falling at 

roughly constant falling speed assume, for a given altitude, a nearly constant canting angle 

[182]. 

 

Figure 4-22 Raindrops canting angle according to the Brussaard's model. 

The Brussaard’s model, however, only accounts for the average canting angle and not its 

distribution. It is usually assumed that the canting angle distribution is Gaussian in the 

polarization plane with zero mean and standard deviation lying between 5o and 20o, as 

confirmed by Bringi et al [183] and Huang et al [184]. Huang also found the latter 

decreasing with the droplets size increment, which supports the evidence that larger 

droplets are more stable than the smaller ones [182]. Furthermore, a deviation from the 

zero mean shall be expected in those open locations where a preferred wind direction can 

be identified. 

4.3.3.5 Rain Attenuation Models 

It is usually assumed that ice exists above the 0 oC isotherm, whereas below either rain, 

snow or hail, but this consideration is actually inaccurate. Indeed, especially in the context 

of convective rain, ice particles can lose altitude due to downward winds and fuse, 

contributing to the aggregation process of water droplets. Eventually, their size is big 

enough to fall in the form of rain. Moreover, water droplets on their side can also gain 

altitude above the 0 °C isotherm due to upward winds and still keep the liquid state. This 

state, known as superfused or undercooled, allows the existence of water droplets at 
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temperatures down to several tens of degrees below 0 oC in both clouds and fog [11], [63] 

and, for this reason, in spite of being related to, the upper limit to the existence of rain is 

not the altitude of the 0 oC isotherm. 

The ITU, by means of the recommendation P.839 [185], provides global maps of the 

average 0°C isotherm height (km), above the mean sea level (Figure 4-23), with a resolution 

of 1.5o in both latitude (+/-90o) and longitude (0o to 360oE). According to [185], the average 

rain altitude (ℎQ) above the mean sea level is given by adding 0.36 km to the 0 oC isotherm 

height (ℎ[). Nevertheless, there is a seasonal variability of rain height, melting layer length 

and 0 oC isotherm altitude, which shall be taken into account when considering variability 

studies of either radio meteorological or propagation phenomena [186]. 

 
Figure 4-23 Yearly average 0oC isotherm height above the mean sea level (km) [185]. 

The determination of the rain height, ℎQ, is the first step required for the prediction of the 

long-term statistics of the slant-path rain attenuation at a given location when applying the 

ITU-R P.618-13 model [187]. It assumes the propagation channel structure composed by 

two atmospheric layers: one comprising liquid precipitation and another above of frozen 

precipitation as presented in Figure 4-24. 

Then the slant-path length (km) below the rain height is obtained according to: 

6b = µ́¶
µ· ℎQ−ℎbsin � , � ≥ 5W2(ℎQ−ℎb)Ìsin` �  + 2(ℎQ−ℎb)4T + sin � , � < 5W Equation 4-51 



Chapter 4 

Attenuation and Scintillation for Space Communication Links 

 

 

Page | 124 

 

where 4T is the effective radius of the Earth (8500 km), � is the elevation angle (degrees) 

and ℎb the height above the mean sea level of the ground station (km). In the absence of 

local data for the Earth station height above mean sea level, it can be retrieved from the 

maps of topographic altitude given in Recommendation ITU-R P.1511 [188]. 

 

Figure 4-24 Earth-Space link geometry. 

The following step is to find out the horizontal projection of the propagation path length 6\  (km) by means of: 6\ = 6b cos � Equation 4-52 

The rainfall rate exceeded for 0.01%, 4[.[_, of an average year (using an integration time of 

1 minute) shall then be retrieved from reliable local data sources or, alternatively, using 

the digital maps of rainfall rate provided together with the ITU recommendation P.837 

[189] (Figure 4-25). This recommendation gives digital global maps of rainfall rate, with 1 

minute integration time, exceeded for a given percentage of an average year, retrieved 

from the ERA40 database comprising more than 40 years of data of the European Centre 

for Medium Range Weather Forecasts (ECMWF) [190]. 

In the coastal areas, the map seems to overestimate the rain rate due to the interpolation 

procedure using grid points over the sea. Very recently, the latest version of this 

recommendation expects to supersede this drawback by updating the databases and the 

procedure for the rainfall rate retrieval. Nevertheless, the values provided by the former 

digital maps were reported accurate in several sites, even in tropical climates [191]. For 

example, good results were obtained in Ottawa and Madrid, [192] where no significant 

variability from year to year was observed. However, it overestimates the rainfall for 

Aveiro, especially for lower time percentages (and above 17 mm/h) and where a strong 
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variability from year to year is observed, underestimating however the rainfall rate lower 

than 17 mm/h. 

Other models for the prediction of long-term rainfall rate statistics on yearly or monthly 

basis exist, for instance the MORSE model proposed by Luini and Capsoni in [193], [194]. 

 

Figure 4-25 Rainfall rate (mm/h) exceeded for 0.01% of an average year retrieved from ERA40 database 

which comprises 40 years of data of ECMWF [189]. 

A model to convert local measurements with an integration time up to 1 hour (usually 

available from meteorological offices) to the corresponding integration time of 1 minute, 

as required for the prediction of rain attenuation, is also provided in the form of a software 

package [187], but other models exist as reported in [195]. This conversion proved to offer 

an improved accuracy in those cases where it is applied to reliable local data. When and 

where long-term data (longer than 3 years to ensure statistical stability) are locally 

available, they shall preferably be used and, if necessary, converted to the required 

integration time by means of the above-mentioned conversion model. 

The specific attenuation, /Q (dB/km), due to rain at 0.01% of the time, 4[.[_, can be 

computed using the coefficients provided in the ITU recommendation P.838 [196]: /Q = $4[.[_£  Equation 4-53 
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The ITU model make use of the concept of an equivalent rain cell and accounts for the 

heterogeneity of the medium by including two correction factors, one horizontal reduction 

factor 	[.[_ and a vertical adjustment ;[.[_, both for 0.01% of the time: 

	[.[_ = 11 + 0.78Ì6\/Q' − 0.38(1 − ��`Ï¹) 
Equation 4-54 

;[.[_ = 1
1 + √sin � ¸31 ¸1 − ��l Ñ_¡Ònº Ó6Q/Q'` − 0.45º 

Equation 4-55 

First is, however, necessary to compute the C parameter (degrees) according to: 

C = tan�_ lℎQ − ℎb6\	[.[_ n Equation 4-56 

If this value is higher than the elevation angle, then 6Q (km) shall be obtained by means of: 

6Q = 6\	[.[_cos �  Equation 4-57 

otherwise it will come as: 

6Q = ℎQ − ℎbsin �  Equation 4-58 

Moreover, B (degrees) is retrieved using the expression below if the modulus of the latitude < is less than 36o, otherwise it shall assume the value of zero degrees. B = 36 − |<| Equation 4-59 

The effective path length 6o (km) is finally obtained employing: 6o = 6Q;[.[_ Equation 4-60 

The predicted attenuation exceeded for 0.01% of an average year �[.[_ (dB) can then be 

retrieved from: �[.[_ = /Q6o Equation 4-61 

The estimated attenuation, exceeded for other time percentages in the range of 0.001% to 

5%, can be computed from the attenuation exceeded for 0.01% of the time by means of:  

�Q = �[.[_ s >0.01t�([.���¡[.[ ÕÖ(×)�[.[�� ÕÖ(Ø�.�Ù)�¦(_�×) ÚÛÖ Ñ)
 Equation 4-62 

with 1: 

1 = Ü 0, > ≥ 1% �	 |<| ≥ 36W−0.005(|<| − 36), > < 1% 
�U |<| < 36W 
�U � ≥ 25W−0.005(|<| − 36) + 1.8 − 4.25 sin � , �+ℎ�	@���  Equation 4-63 
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This way, long-term statistics of rain-induced attenuation can be derived up to 5% of the 

year. Nevertheless, some allowance shall be given when comparing the estimated statistics 

against the measured data, given the large variability from year-to-year on the rainfall rate 

statistics and consequently on the attenuation ones. Some decorrelation can also be 

observed given the slant nature of the propagation path. 

Rain-induced attenuation is the most important propagation phenomenon on SatComs 

above 10 GHz and depends on the temperature and size distribution and shape of the 

hydrometeors. The ITU model, reported in recommendation P.618 [187], was originally 

proposed by Dissanayake, Allnutt and Haidara [77] and it is worldwide accepted thanks to 

its accuracy [191], [197]–[200]. Others models, however, exist [201]–[211]; among them 

we can cite Karasawa, Leitão-Watson, Misme-Waldteufel [212], Simple Attenuation Model 

(SAM) [213]. 

Given the physical nature of the propagation mechanisms underlying the rain attenuation, 

a strong variability shall be expected not only from site to site but also in time for a given 

site, especially at those time percentages associated to the higher availabilities [214]–[217]. 

This variability may compromise the proper operation of the designed link for a long-term 

period and thus it needs to be properly considered. 

The variability from one year to another, from one season to another (each one grouping 

the data conceptually related of the entire database) or from one month to another, is here 

defined as longitudinal variability (red rows in Figure 4-26). On the other hand, the 

variability from one year to another of a given season, or a given month, is considered as 

transversal variability (green rows in Figure 4-26). 

An example is in Figure 4-26, where a database of two years is exemplified. The time levels 

are defined as being annual (in this case only of the longitudinal kind), seasonal, or monthly 

and, for each of these, it is possible to consider the hourly variability. Nevertheless, as the 

time scale moves from the annual basis towards the seasonal, monthly and hourly levels 

the variability seems to significantly increase [218], [195]. 

The reliability of the fixed margin can then be accessed by means of the annual longitudinal 

variability. On the other hand, it would be important to address a more specific attenuation 

margin in function of the actual channel needs, for instance by employing an attenuation 

margin according to the season, or the month. This can be addressed by means of the 

season or monthly longitudinal variability. Complementary, the reliability of the fixed 

attenuation margin for a given season or month can be addressed by means of the seasonal 

or monthly transversal variabilities. 

For a certain probability of exceedance >, it would be intuitive to either evaluate the 

variability in terms of rain attenuation in dB or rainfall rate in mm/h. Equivalently, for a 

certain rain attenuation or rainfall rate threshold, it would also be intuitive to evaluate the 
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variability in terms of the probability of exceedance. Both approaches offer similar 

information in a complementar way [219]. 
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Figure 4-26 Variability concepts summary. 

The annual longitudinal variability is significant in different climates and frequency bands 

[220]. The first model was proposed by Crane [221] but, given its empirical formulation 

based on a limited dataset, Jeannin et al in [222] and [223] and Boulanger et al in [224] 

proposed a new model. This model considers two contributions to the total variability of 

the measured rainfall rate and rain attenuation. One is the natural climatic variations, 

traditionally accepted as the major contribution, and the other is the climatically 

independent statistical estimator used to compute the statistics, which has a significant 

variance (especially at lower time percentages) due to the finite duration of the 

measurements, to the low number of samples for lower probabilities and to the correlation 

of successive samples. The model was tested against several tens of years of rainfall rate 

collected worldwide and against seven years of rain attenuation measurements collected 

in Spino d’Adda, Italy. The model should then be more accurate predicting the rainfall rate 

variability, but further verifications should be carried out regarding the rain attenuation. 

The ITU recommendation P.678 [225] provides as a reference model for the 

abovementioned one, which is worldwide applicable and physically supported. For an 

yearly probability of exceedance > (between 0 and 1) of a certain attenuation or rainfall 

rate value, the variability is defined in terms of the variance of p (assumed to be normally 

distributed) around its average value >. 
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The  parameter is the sum of the correlation function and it can be computed from: 

 = Þ ��(�∆+, >)ß�_
Ià�ß¡_  Equation 4-64 

where - is the number of samples (the constant value of 525960: number of minutes of 

one year), ∆+ is the sampling time (60 seconds) and the correlation function �� is computed 

using: ��(�∆+, >) = ��H|I∆V|á
 Equation 4-65 

with:  3 = 3_ ln > + 3` Equation 4-66 

and assuming 
 = 0.0265 ��_, 3_ = −0.0396 and 3` = 0.286. The variance of estimation 

is then retrieved from: 

*ò (>) =  × >(1 − >)-  Equation 4-67 

The climatic ratio 	S (in absolute value) must be retrieved for the desired location from the 

digital map of the recommendation, which is based on 50 years of monthly rain statistical 

data collected worldwide and available from the Global Precipitation Climatology Centre 

(GPCC). This map is depicted (in %) in Figure 4-27. Alternatively, it can be computed from 

local measurements using: 

where ãP  is the yearly amount of rain (in mm), �
	�� the variance and ��� the expected 

value. 

The climatic variance is then computed from: *ä̀ = (	S × >)` Equation 4-69 

Finally, the total variance *` (%2) of the yearly probability of exceedance, >I, observed 

around a mean probability > of the long-term complementary cumulative distribution 

function, is computed as follows: *`(>) = *ä̀ (>) + *ò (>) Equation 4-70 

It must be stressed that the model uses probability and not time percentages so the 

standard deviations, *o and *ä, must be converted first to percentage. The procedure is 

applicable for time percentages from 2% to 0.01% (i.e. 0.0001 ≤ p ≤ 0.02) and for the 

frequency range from 12 to 50 GHz. 

Given that the yearly CCDF is normally distributed around the average long-term one, for a 

given fixed rain-induced attenuation margin �G retrieved from Equation 4-62 for a given 

	S = Ó�
	�ãP���ãP�  Equation 4-68 
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probability > such that �(� � �G) = >, the risk ℛ or the probability that the yearly 

probability >ℛ is exceeded (or equivalently that the yearly guaranteed availability is not 

fulfilled) can be computed from: 

ℛ = � 1*(>)√2� ��(d�×)¯`å¯(×) U��
×ℛ = 12 �	'� ¸ >ℛ − >Ó2*`(>)º

= æ l>ℛ − >*(>) n 

Equation 4-71 

>ℛ = Ó2*`(>)�	'��_(2ℛ) + > = *(>)æ�_(ℛ) + > Equation 4-72 
 

 

Figure 4-27 Climatic ratio (%). 

When assigning >ℛ = > the risk is 50%, which can be reduced at the cost of an increased 

unavailability target for a given attenuation margin or, alternatively, for a given 

unavailability, by increasing the attenuation margin. 

Concerning the seasonal variability, either of longitudinal or transversal type, no reference 

models exist. There are however some studies characterizing these variabilities, but only a 

few are reliable and of enough impact to be mentioned (the same is valid also for the 

variability at other time levels). Pan and Allnutt [226], using four years of measurements 

carried out at Ku-band in Papua New Guinea, identified two seasons: the stratiform season 

(which may comprise some convective rain events) and the convective season (during which 

only the convective type of rain is observed). The convective rain induces stronger 
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attenuation than the stratiform but 57% of the annual accumulated rainfall belonged to 

the stratiform season. 

Amaya et al [192] also reported a strong seasonal longitudinal variability for rain 

attenuation in Ottawa. Summer dominates the distribution (as the months of June, July and 

August are the ones responsible for producing higher attenuation given the occurrence of 

convective rain cells), followed by Autumn, Spring and finally Winter (where mostly of the 

precipitation occurs in the form of dry-snow introducing less absorption than rain). 

Using beacon measurements carried out with the ACTS satellite at Ka-band in Ottawa and 

Vancouver, Amaya and Rogers in [220] could also observe similar trends for Ottawa as 

those above described, but for Vancouver more attenuation was found during winter for 

attenuations up to 12 dB, followed by summer and autumn. Spring attenuation is 

somewhat in the middle, crossing these two seasons at different attenuation thresholds. 

For attenuations higher than 12 dB the distribution is then dominated by summer, spring, 

autumn and winter. 

Also Garcia-Rubia et al in [219], [218] reported seven years of rainfall rate and rain 

attenuation data collected in Madrid using the Eutelsat 13A satellite beacon at 19.7 GHz. 

The seasonal longitudinal variability of both rainfall rate and rain attenuation was studied. 

Spring (April, May and June) and autumn (October, November and December) are the 

rainiest seasons, followed by summer (July, August and September) and winter (January, 

February and March). Correspondently, similar conclusions are drawn regarding rain 

attenuation. The seasonal transversal variability was also evaluated allowing the conclusion 

that Autumn is the most stable season followed by Spring, Winter and Summer, a 

conclusion retrieved from the rainfall rate variability but which can be extended to the rain 

attenuation seasonal transversal variability for higher time percentages. For the lower ones 

the most stable season continues to be autumn, but now it is followed by summer, spring 

and winter. 

Different conclusions are, however, drawn for other climates and geographical locations. 

For instance, Ojo and Owolawi in South Africa [227] using 10 years of data found Summer 

(January) the rainiest season, in contrast with winter, where a minimum rainfall amount 

was noticed. The orography can also play non-negligible effects as reported in [195], [228] 

using measurements also carried out in South Africa, a country characterized for a wide 

range of different climates across the territory. Nevertheless, even considering only 

tropical locations a significant variability is found from site to site [229]. 

The monthly variability was also evaluated by Garcia-Rubia, who observed a strong 

longitudinal variability on the above-mentioned data. June presented the highest values of 

rainfall rate and rain attenuation for the smaller time percentages due to the more 

frequent occurrence of convective rain cells, whereas the higher time percentages are 

dominated by October and May. Regarding the transversal variability, the most stable 
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month observed was April, followed by November, May and January, March, October, 

February, December, September, June, August and July in the case of rainfall rate. 

Regarding the rain attenuation, the most stable month was April, followed by October, May 

and February, November, January, March, December, June and September, August and 

July, leading to the conclusion that the most stable (less variable) months correspond to 

the ones where there was a higher rainfall. The monthly variability (regardless its type) also 

proved to be greater than the annual. 

The concept of worst-month has been traditionally used to complement the information 

on the system performance and reliability along the year so, from the system point of view, 

it provides a reference regarding the monthly longitudinal variability in terms of the worst 

case (of either rainfall rate or rain attenuation, or even other propagation phenomena). 

This concept is of especial relevance on temperate climates, where a strong monthly 

variability takes place, rather than in tropical locations where the rain is more spread along 

the year and so, the average annual statistics come closer to the worst-month ones. 

This concept is defined by the ITU as stated: “the worst month of a year for a preselected 

threshold for any performance degrading mechanism “ is “that month in a period of twelve 

consecutive calendar months, during which the threshold is exceeded for the longest time” 

[230], meaning that the worst month is not necessarily the same month for all threshold 

levels. 

The ITU recommendation P.841 [231] presents a model for the conversion of the average 

annual time percentage of excess to the worst-month time percentage of excess (defined 

as “the fraction of time during which a preselected threshold is exceeded in the worst 

month of a year”) together with global values for the parameters to be used on this model. 

The average annual worst-month time percentage of excess, >ç, is obtained from the 

average annual time percentage of excess > by employing a conversion factor æ according 

to: >ç = æ> Equation 4-73 

where Q is between 1 and 12, and both > and >ç refer to the same threshold levels. The 

conversion factor is a function of the time percentage > and is obtained by means of: 

æ(>) =
µ́µµ
¶
µµµ
· 12, > < læ_12n_¦ (%)

æ_>�¦ , læ_12n_¦ < > ≤ 3%æ_3�¦ , 3 < > ≤ 30%
æ_3�¦ s >30tÕèé�êÙëì�Õèé([.) , > � 30%

 Equation 4-74 
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The values of 2.85 and 0.13 are recommended for the parameters æ_ and 1 respectively 

for global planning purposes. Regarding global rainfall rate statistics, the following values 

for the same parameters respectively should be used: 2.82 and 0.15 for tropical, subtropical 

and temperate climate regions with frequent rain and 4.48 and 0.11 for dry temperate, 

polar and desert regions. If more accurate values are necessary, according to the climate 

and the propagation phenomena, the values provided in the single table presented in this 

recommendation shall be used. 

The worst-month variability is considered in the ITU recommendation P.678 but it was also 

evaluated by Garcia-Rubia et al in [218] who obtained an outstanding correlation between 

predictions and average worst-month distributions obtained from the yearly measured 

worst-month distributions, further concluding that the worst-month variability of rain 

attenuation is higher than the one of rainfall rate. Nevertheless, their variability values are 

closer to the variability of the annual distributions than to the variability of either the 

monthly or the seasonal ones. 

For tropical locations it was observed that the convective rain usually occurs in the early 

morning and late evening [226], whereas the stratiform kind is more distributed over the 

day, a pattern that can be influenced by the local orography. The hourly variability at the 

annual time level was also studied in Ottawa [220], where a higher attenuation is observed 

in the afternoon (12-18 h). In Vancouver, it is observed during the evening (18-24 h). The 

hourly variability was also studied in [218] where the rain occurs mostly between 20 and 

24 h, followed by 16-20 h, 00-04 h, 12-16 h, 08-12 h and 04-08 h. On the other hand, a 

higher attenuation was found in the period of 20-24h as in the case of the rainfall rate, but 

then it is followed by the 00-04 h, 12-16 h and 16-20 h, 8-12 h and finally 04-08 h. 

In Indonesia [177], where a huge amount of rainfall along the year takes place due to the 

convective-type clouds, it was observed, like in equatorial Malaysia [176], that rain occurs 

mostly during the afternoon (12-18 h) under both climatic and orographic effects. The 06-

12 h period appeared as the driest one in the context of a strong hourly variability. 

The diurnal variability of rainfall rate in Nigeria and South Africa were also studied, 

revealing the periods between 00-06 h and 18-24 h as the rainiest ones [227], [232]. On the 

opposite side is the period of 06-12 h, which seemed to be the driest one. The authors also 

validated the SST comparing the rain attenuation results provided by this technique with 

those measured at Ku (Earth-satellite link) and Ka (terrestrial link) bands. The SST provided 

an improved accuracy comparatively to the ITU recommended model in both cases, 

stressing the importance of this technique for those locations where no propagation 

campaigns are running [233]. The storm speed value employed on this technique showed 

a limited impact on long-term statistics of attenuation, as reported also by other 

experimenters [234], [235]. Further details regarding the SST can be found in [236], [237] 
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and [238] and other variability studies exploiting the features of this technique can for 

example be found for Athens in [239] and for India in [240]. 

This information is of especial interest as the morning and the afternoon periods (08–16 h) 

are of great interest for professional services, whereas the evening hours correspond to 

the prime period of time for TV services and so of greater importance for broadcasters [1]. 

Making use of this information, a dynamic assignment of a propagation margin can be 

employed, ensuring a user-oriented QoS according to the type of service. 

4.4 SCINTILLATION 

When the atmosphere is still, the refractive index along the propagation path varies 

smoothly. The atmospheric turbulence, however, mixes air masses with different 

temperature and humidity leading to quick fluctuations of the refractive index, causing fast 

fluctuations on both the amplitude and phase of the wave front that are translated to signal 

amplitude fluctuations by the receiving antenna aperture. These fast fluctuations around 

the average signal level are called scintillation. 

Although generally much less severe than rain-induced attenuation, scintillation has been 

important for reduced fade margin systems employing lower elevation links, given that its 

effects increase with the decrease of the elevation angle. These links are generally 

associated to ground stations positioned at higher latitudes. It is also a key issue for the 

operation of low-Earth orbit satellites, as the range of the elevation angle during a visit can 

go from 5-10o to 90o. The development of further studies regarding this phenomenon is 

also motivated by the emerging markets for new space technologies associated to the 

operation of nano and pico satellites at inclined orbits. 

Scintillation can also impair the fade slope prediction, thus degrading the performance of 

fade mitigation techniques. Indeed, at Ka-band and higher, and for elevation angles lower 

than 15o scintillation can be as much as or even more important than rain-induced 

attenuation for time percentages higher than 1% [241]. 

Scintillation is generally a non-absorptive propagation phenomenon in clear-sky conditions 

(the so-called dry scintillation) but it can also have a wet contribution, which is more 

intense than the dry one. The wet scintillation results from the turbulent mixing within the 

clouds and at the clouds edges, where the saturated air mixes together with the dry one 

surrounding the weather event. In this case an absorptive component is present 

contributing to the sky noise temperature [242] that proved to be independent of 

polarization and tilt angle of the link geometry [243]. 

Scintillation is more intense when the frequency increases and, given the different 

mechanisms underlying the two types of scintillation, present different frequency 

dependences associated to remarkable dissimilarities from site to site [241]. The 
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separation of dry and wet scintillations is thus of interest [244], [245] even if most of the 

scintillation studies have been focused on the dry contribution [241]. On the other hand, 

scintillation also reduces with the increase of the receiving antenna diameter due to the 

aperture averaging, which means that the receiving systems has a non-negligible impact on 

the measured scintillation for the same propagation conditions and link geometry. 

If scintillation is to be studied, it must be removed from attenuation time series by filtering 

the data. High-pass filtering the signal with a cut-off frequency 0.04 Hz proved to be 

effective [246] in separating scintillation from rain-induced attenuation. This value is in 

agreement with the cut-off frequency range proposed by OPEX of 0.02-0.05 Hz, but one 

order of magnitude larger than the result obtained by Karasawa and Matsudo [247] at Ku-

band at a much more reduced elevation angle. Indeed, the frequency threshold, above 

which scintillation is present, is lower for lower elevation angles due to the averaging effect 

integrated along the path, even if the amplitude of scintillation becomes stronger, i.e. the 

bulk of atmospheric effects integrated along the propagation path turn the scintillation to 

vary more slowly. Experimental assessment of the cut-off frequency have been done on an 

event-basis by finding the corner frequency between the -20 dB/decade roll-off, quite 

invariant [248], associated to rain-induced attenuation and the flat spectrum component 

at lower frequencies associated to scintillation [249], [250], but other techniques have 

been used [246]. 

As the scintillation is closely related to structure turbulence index J̀ , which is related to 

the wet refractivity -çTV (that by its turn is related with other physical parameters like 

temperature, humidity and atmospheric pressure) it is expected to be worst during wet 

periods such as early afternoon, and wet seasons. Moreover, the width of the scintillation 

spectrum increases with the transverse wind speed since the same atmospheric 

inhomogeneity crosses the link faster [271]. 

In order to characterize the scintillation, the deviation in dB from the average value is 

usually studied by considering both the fades and the enhancements together with their 

standard deviation during few minutes (usually 1-5 minutes). Though only fades are of 

interest, the enhancements can also play an important role on the system performance 

degradation as they increase the received power level on the transponder to a higher value 

than it would be expected, leading to the increase of third-order intermodulation products 

and to the potential increase of system-induced interference. 

Several models have been proposed in the literature [249], [251]–[259], [260], and even 

simulation methods have been designed or considered [261], [262]. A good review of the 

scintillation models is carried out in [263]–[266]. The ITU [187] model is partially based on 

the Karasawa et al model [267] and it is based considering three scenarios. 

A radiowave from a satellite and propagating through the atmosphere is bent towards a 

ground station due to refraction on the successive atmospheric layers [268], which results 
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in an elevation angle apparently higher than that observed in the absence of atmosphere. 

If the free-space elevation angle � is equal or greater than 5o, then the difference between 

the apparent and free-space elevation angles can be neglected and therefore the model 

proposed on ITU-R P.618 §2.4.1 is sufficient. It allows the prediction of the cumulative 

distribution function of tropospheric scintillation fading and it is based on monthly or 

longer averages of surface temperature and relative humidity, reflecting both the specific 

local average climatology and its monthly, seasonal and yearly variability. 

This approach has performed well when tested together with other proposed models and 

against measurements carried out in different climates [263], [269], being recommended 

to be employed for frequencies between 4 and 20 GHz [77]. Nevertheless, it appears to 

overestimate the actually measured data at higher latitudes [248] on one hand, but seems 

to underestimate scintillation on the average annual basis on the other hand. Therefore, a 

further improved model was proposed in [256] by adding the average water content of 

heavy clouds after Marzano and Riva have found a significant correlation between 

scintillation amplitude and both cloud liquid water and cloud columnar water vapour 

content [270]. In this work, a nonlinear prediction model was also presented to estimate 

monthly amplitude scintillation in cloudy conditions from surface meteorological 

parameters, columnar water vapour and cloud liquid water contents. The introduction of 

this new radio meteorological parameter shall also allow the prediction of the scintillation 

diurnal longitudinal variability [271]. Finally, a modified version of this procedure was 

presented in [272] for space optical communication systems. 

On the other hand, if the free-space elevation angle is smaller than 5o, then the above 

described procedure cannot be employed and the one reported on ITU-R P.618 §2.4.2 shall 

be used [187]. It estimates the scintillation fading for fades greater or equal than 25 dB due 

to the combination of beam spreading, scintillation and multipath fading in the average 

year and average annual worst-month, being applicable for frequencies between 1 and 45 

GHz and elevation angles between 0.5o and 5o. For fading depths lower than 25 dB and 

free-space elevation angles lower than 5o, the ITU further recommends the use of the 

procedure reported on ITU-R P.618 §2.4.3. Further comments and alternative ways to study 

low angle fading can be found in [72]. 

The predictions provided by the abovementioned procedures are very sensitive to the input 

parameters accuracy [273]. 

4.5 COMBINATION OF THE ATTENUATION AND SCINTILLATION 

EFFECTS 

In order to combine the different attenuation phenomena, the study of their correlation is 

fundamental, as by directly adding on an equiprobable basis the individual contributions 

would lead to an overestimated fade margin. 
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Therefore, a root-sum-squared approach is usually employed, reflecting the 

interdependence of various attenuation contributions. This is true for elevation angles 

higher than 5o, while for lower elevation angles the effects become more interrelated, 

becoming thus difficult to separate them and so making it difficult to decide how to 

combine them correctly. Nevertheless, at elevation angles below 5o the clear-sky 

impairment variability is so high that it is essentially useless attempting to calculate a mean 

value for practical communication links. For this reason, most commercial systems impose 

a minimum elevation angle for standard operations. 

Several models have been proposed [33], [77], [274], [275]. Nevertheless, the ITU [187] 

recommended approach is widely accepted as the reference combining model, especially 

for those systems operating at Ka-band and above and employing lower elevation angles 

and/or reduced attenuation margins. In this model, the total attenuation �P(>) (dB) is a 

combination of rain �Q(>) [187], gases �\(>) [32], clouds �ä(>) [73] and scintillation �b(>) [187] and is valid for the probability > of the attenuation being exceeded in the range 

of 0.001% up to 50% according to: 

�P(>) = �\(>) + Ì��Q(>) + �ä(>)�` + �b̀(>) Equation 4-75 

�ä(>) and �\(>) are set to their corresponding values at 1% of the time for > values lower 

than 1% because a large component of both cloud and gaseous attenuation is already 

included in rain attenuation predictions for this range of time percentages. This subject is 

currently under study in the ITU-R SG3. 
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5. CHAPTER 5 

RAIN ATTENUATION MODELS 

TESTING AND STATISTICAL 

ASSESSMENT OF DRY 

SCINTILLATION 

5.1 INTRODUCTION 

The design of space missions, for either space exploration, Earth observation or the delivery 

of telecommunication services, rely on the Earth-space links for data transfer. For the 

operation of these links the atmospheric effects in the propagated signal, that for the 

frequency allocations at microwave frequency-bands include attenuation due to gases, 

clouds and rain and tropospheric scintillation due to the atmospheric turbulence [276], 

need to be taken into account. 

The rain attenuation, in particular at frequencies higher than 10 GHz, plays a major role on 

limiting the availability and the quality of service of the space communication systems and 

it is traditionally compensated by a long-term static margin that is considered suitable for 

the corresponding services [277]. 
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In order to mitigate the physical processes variability [221], it is necessary to access the 

statistical properties of the variability of the propagation phenomena, so flexible, channel- 

and services-oriented links can be designed according to needs [276], thus enabling the 

improvement of the systems in what concerns the interference prevention and resources 

optimization. 

5.2 RAINFALL RATE AND RAIN ATTENUATION 

5.2.1 Long-term Characterization 

The first reference for defining an attenuation margin due to rain in a link-budget design is 

obtained from the long-term CCDF of rain attenuation. The ITU-R P.618 model described in 

§4.3.3 is the reference for the industry, being thus continuously under test. 

As seen in Chapter 4, this model needs as input the rainfall rate exceeded for 0.01% of the 

average year, R0.01. Using the digital maps provided with the recommendation ITU-R P.837-

6, a value of 51.7 mm/h is found for Aveiro, a value closer to the one observed during 

autumn rather than on a long-term basis, as shown in Figure 5-1. The measured long-term 

value in Aveiro is of 41 mm/h and it is closer to the value of 38 mm/h as provided by the 

new maps of the ITU-R recommendation P.837-7. The data used in this chapter is from 

January 2005 to December 2012. 

 

Figure 5-1 Total and seasonal rainfall rate CCDFs against the predictions provided by the ITU-R P.837-6 

recommendation. 

In order to estimate the path length through rain, it is also required to retrieve the value of 

the rain height, which is provided by the recommendation ITU-R P.839-3, as described in 
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4.3.3. The long-term rain height in Aveiro, according to the ITU-R recommendation, is 2.7 

km. 

Finally, the rain attenuation CCDF from 0.001 % to 5 % of the average year is predicted 

according to the prediction model described in the recommendation ITU-R P.618-13, 

considering the value of R0.01 provided by both the former maps and the new ones. The 

R0.01 measured value is also used, as recommended when available. As it is possible to see 

in Figure 5-2, the recommendation provides accurate predictions in Aveiro either by using 

local measured data or the new maps. 

 

Figure 5-2 Long-term CCDF of rain attenuation and predictions according to ITU-R P.618-13. 

The value from the previous maps would lead to an overestimation of the attenuation, 

margin as expected. In fact, an attenuation margin of 19 dB is predicted for a system 

availability of 99.9 % of the time by considering the rainfall rate of 51.7 mm/h, whereas the 

38 mm/h of the new maps assures a prediction of 15.5 dB for the same availability target. 

On the other hand, the measured value of 41 mm/h, provides a rain attenuation of 16.3 

dB, quite closer to measured value of 16.4 dB. 

5.2.2 Annual Variability 

The long-term CCDF of rain attenuation above presented exhibits, however, a significant 

variability from one year to the other [215], [219], [221]–[224] as it can be observed in 

Figure 5-3. For example, an availability of 99.9 % could be expected, in principle, by using 

an attenuation margin of only 9 dB in 2007, whereas in 2006 24 dB are needed to keep the 

same availability target. 

The variability of the exceeded probability around the average value (the long-term 

probability) proved to follow a Gaussian distribution [222], [224], which means that by 
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assuming the long-term attenuation margin on the link design, the operators are assuming 

a risk of 50 % of not complying with the availability targets. In order to minimize this risk, 

the inter-annual variability must be considered. 

 

Figure 5-3 Annual rain attenuation CCDFs. 

The ITU-R P.678 model, fully described in 4.3.3, is tested below. As it is possible to observe, 

the statistical estimator contribution, *ò , is the most important one for lower time 

percentages, and less important for higher ones, where the inter-annual climatic variance, *ä̀ , is predominant. For Aveiro *ä̀  is equal to 22.2 % according to the digital maps and the 

model slightly under predicts the data. 

 

Figure 5-4 Inter-annual variability of rain attenuation against the ITU-R P.678-3. 
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The climatic ratio can also be obtained from local data according to Equation 4-68. The 

accumulated rainfall rate is depicted in Figure 5-5 and, as it is possible to see, 2005 was by 

far the driest year, followed by 2007 and 2012. The rainiest one was 2006, when an 

accumulation of 1047 mm was observed, followed by 2009 and 2010. 

 

Figure 5-5 Accumulated rainfall rate. 

Using the local measurements of accumulated rainfall rate, the value of 29.9 % is retrieved 

and used as input in the recommended model. Better results are obtained, but there is still 

room for improvement, especially considering the prediction of the variability around the 

lower time percentages that are of interest for the most demanding availability targets. 

The inter-annual variability of rainfall rate is also significant as it can be seen in Figure 5-6. 

For example, the rainfall exceeded in 0.01 % of the time is 23.5 mm/h in 2007 and 55.8 

mm/h in 2006. 

 

Figure 5-6 Annual rainfall rate CCDFs. 
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This variability was proved to be essentially coincident to the rain attenuation one, as seen 

in Figure 5-7, as expected given their physical connection. The strong correlation can also 

be assessed by comparing Figure 5-6 and Figure 5-3, which reveal similar trends. This 

justifies a single prediction model for the prediction of both variabilities. 

 

Figure 5-7 Inter-annual variability of rain rate against the ITU-R P.678-3. 

The deviation of the model predictions were quantified by means of the relative error and 

root mean square (RMS) of the error defined as the difference between the model 

predictions and the measured variance. As it is possible to see in Figure 5-8, it is better to 

use the local data for smaller time percentages: up to 0.8 % for attenuation and 0.2 % for 

rain rate. It must be anyway considered that more data are required to ensure the 

statistical stability. 

 

Figure 5-8 ITU-R P.678-3 model testing. 
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The RMS error is 0.022 in the case of rain attenuation and 0.01 in the case of rainfall rate, 

thus proving the better accuracy of rainfall rate variability prediction. 

The inter-annual variability of rain rate and rain attenuation has been studied by several 

authors [219], [222], [224], [278]. The model reported in [222], [224] proves to be adequate 

when estimating the risk of assuming a long-term static margin [278]. At the same time, 

the assessment of the rain attenuation variability along the year has to be considered, 

especially for high availability services [1]. 

The exceeded attenuation conditioned to the hour of the day is also important for 

particular services. Several efforts have been also made to characterize the variability of 

the rain rate and rain attenuation statistics conditioned to the hour of the day as reported 

in 4.3.3, [226], [220], [218], [177], [176], [227]. 

The variability of the long-term CCDF conditioned to a given hour or period around the long 

term unconditioned CCDF is here referred to as longitudinal or long-term annual hourly 

variability. On the other hand, the variability of the statistics among different years is here 

referred to as transversal annual hourly variability. 

The long-term CCDFs of rain rate and rain attenuation conditioned to pairs of hours in a 

day are presented in Figure 5-9 and Figure 5-10, respectively. For reference, also the long-

term total CCDF of rain attenuation and rain rate are depicted. As it is possible to see, a 

significant variability from one hour to the other is evident, considering either the rain rate 

or the rain attenuation. 

 

Figure 5-9 Long-term total and annual hourly complementary cumulative distribution function of rain rate. 
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percentages up to 1 %. The period 10-14 h seems to be drier than other periods for time 

percentages higher than 1 %, the typical outage probability of space exploration missions 

[276]. At the same time, the 02-04h is the rainiest period up to 0.04 % of the time. From 

0.04 % up to 0.2 % of the time, this interval, together with that of 16-18 h, is the rainiest 

period and, for time percentages higher than 0.2 % the highest rain rates are between 06-

08 h. 

The period 10-12 h is characterized by the lowest rain attenuation values for probabilities 

up to 1 % of the time; on the other hand, the period 22-24 h is the one with smaller rain 

attenuation for probabilities larger than 1 %. At the same time, the highest rain attenuation 

is found up to 0.01 % in the period 02-04 h, being superseded by the period 16-20 h from 

0.01 %. The period 06-08 h is also important for bigger time percentages. 

Considering that the most relevant time percentages for the satellite communication 

services design are between 0.01 % and 0.1 %, the period 14-20 h (the afternoon) seems 

to be the most critical. On the other hand, the Earth observation systems, for which the 

most important time percentages are between 0.1 % and 1 %, can be affected not only 

during the afternoon, but also in the early morning, in the period 06-08 h. 

 

Figure 5-10 Long-term total and annual hourly complementary cumulative distribution function of rain 

attenuation. 

The long-term annual hourly variability of both rain rate and rain attenuation are depicted 

in Figure 5-11. The approach of [225] was followed: the variability of the hourly CCDFs 
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Figure 5-11 Long-term annual hourly variability of rain rate and rain attenuation and ITU-R P.678-3 

predictions for the corresponding inter-annual variability. 

As it is possible to see, the annual hourly variability of rain attenuation follows 

approximately the one of rain rate, as it was observed in the case of the inter-annual 

variability [278] and both may be modelled by a single expression. For time percentages 

smaller than 0.4 % the rain attenuation presents a larger variability than rain rate, whereas 

the opposite is observed for larger time percentages. 

For reference, the ITU-R P.678 model [225] predictions are also depicted in Figure 5-11. 
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Figure 5-12 Long-term and annual complementary cumulative distribution functions for the period 10-12h 

(top) and 02-04h (bottom) of rain rate. 

Concerning the rain attenuation, it is possible to see that its transversal annual hourly 

variability is also considerable. The period with lower attenuation margin is 10-12 h for the 

availability targets of satellite communication and Earth observation services. In this 

period, 2007 and 2012 were the years with the smallest margins. On the other hand, the 

period 18-20 h was characterized by the larger attenuation margin for the satellite services. 

From the point of view of attenuation margin, in this period, 2006 was the most demanding 

year followed by 2010. 
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Figure 5-13 Long-term and annual complementary cumulative distribution functions for the period 10-12h 

(top) and 18-20h (bottom) of rain attenuation. 

The transversal annual hourly variability is depicted in Figure 5-14 and Figure 5-15. For 

reference, also the ITU-R P.678 model predictions are presented. 

The transversal variability is larger than the longitudinal variability. The transversal 

variability of rain rate and rain attenuation seem to be quite similar regardless the observed 

period. Moreover, the variability of rain attenuation and rain rate are quite similar, thus 
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annual hourly variability. Therefore, the future development of a single prediction model 

can be justified. 
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Figure 5-14 Transversal annual hourly variability of rain rate and ITU-R P.678-3 predictions for the total 

CCDF inter-annual variability. 

 

Figure 5-15 Transversal annual hourly variability of rain attenuation and ITU-R P.678-3 predictions for the 

total CCDF inter-annual variability. 
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margin due to rain of 9 dB would be required in summer, but this margin is not enough and 

it must increase during the autumn to 24 dB in order to keep the desired link availability. 

 

Figure 5-16 Seasonal longitudinal variability of rain attenuation. 

Considering the physical mechanisms underlying the inter-annual variability, described by 

means of the climatic ratio parameter, the model developed for the prediction of the inter-

annual variability of rain attenuation and rainfall rate has been adjusted to consider 

statistics conditioned to the seasons or to observation periods shorter than one full year. 

The climatic ratio has been computed from local measurements of accumulated rainfall 

rate as depicted in Figure 5-17. 

 

Figure 5-17 Accumulated seasonal rainfall rate. 
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As expected, the autumn is the rainiest season and the climatic ratio, obtained using 

Equation 4-68, is of 61.8 %, clearly higher than the one observed on inter-annual basis. 

The number of minutes of the experiment was set to an average of 132480 minutes (3 

months) and finally, the predictions of the adjusted model are depicted in Figure 5-18 

together with the seasonal longitudinal variability of rainfall rate. As it is possible to see, 

the adjusted model follows well the seasonal longitudinal variability as it can be confirmed 

in Figure 5-19. 

 

Figure 5-18 Prediction of the seasonal longitudinal variance of rain attenuation and rainfall rate by adjusting 

the model designed for the prediction of the inter-annual variability of the same parameters. 

 

Figure 5-19 Test of the adjusted model for the seasonal longitudinal variability of rain attenuation and 

rainfall rate. 
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In order to evaluate the impact of the number of samples of the experiment on the 

prediction of this variability, the number of minutes in the year, 525960 minutes as 

proposed on the original model, is used. In this case, the variance of the estimator is smaller 

and reduces the predicted variability, as expected and confirmed in Figure 5-18. In this case, 

the relative error of the adjusted model to the data is the one in Figure 5-19; the error 

relative to the rainfall variability decreases significantly, but the one relative to rain 

attenuation increases. Still, his maximum deviation is not bigger than that observed for 

rainfall rate considering a smaller number of samples of the experiment. 

Focusing now on each season, the seasonal transversal variability is larger than the 

corresponding inter-annual one, as it can be seen in Figure 5-20. 

 

 

Figure 5-20 Seasonal transversal variability of rain attenuation. 
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From Figure 5-21 it is also possible to see that among the different seasons, the one 

presenting generally bigger transversal variability is the autumn, whereas spring is the most 

regular season. This picture must be considered together with the previous one, in order 

to assess the range, in terms of time percentage, where there are data available. 

Nevertheless, the curves of the various seasons are not parallel, thus implying different 

underlying physical processes. 

 

Figure 5-21 Seasonal transversal variability of rain attenuation. 
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summer presents an average accumulation of only 56 mm and the largest climatic ratio, 

64%. 

 

 

Figure 5-22 Accumulated rainfall rate per season and year. 

Considering the derived values for the seasonal transversal climatic ratios and the adjusted 

model as above described, the prediction of the seasonal transversal variance of rain 

attenuation for each season is depicted in Figure 5-23. For reference, also the parameter N 
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Figure 5-23 Prediction of the seasonal transversal variability of rain attenuation. 
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the range of smaller exceeded time percentages as confirmed in Figure 5-25. Therefore, 
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the original value of N was used. 

Contrary to what has been observed in Figure 5-23, in Figure 5-27 is possible to see that 

during spring better predictions are obtained considering the adjustment of the model for 

the suitable period of the experiment together with the adequate climatic ratios derived 

from the data of Figure 5-22. 
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Figure 5-24 Test of the adjusted model for the seasonal transversal variability of rain attenuation. 

 

Figure 5-25 Seasonal transversal variability of rainfall rate 

Time (%)

10-2 10-1 100

R
e

la
ti
v
e

 E
rr

o
r 

(%
)

0

10

20

30

40

50

60

70

80
Autumn

N=132480 min

N=525960 min

Time (%)

10-2 10-1 100

R
e

la
ti
v
e

 E
rr

o
r 

(%
)

0

50

100

150
Winter

N=129600 min

N=525960 min

Time (%)

10-2 10-1 100

R
e

la
ti
v
e

 E
rr

o
r 

(%
)

0

50

100

150

200

250

300
Spring

N=131040 min

N=525960 min

Time (%)

10-2 10-1 100

R
e

la
ti
v
e

 E
rr

o
r 

(%
)

0

50

100

150
Summer

N=132480 min

N=525960 min

Time (%)

10-2 10-1 100

V
a

ri
a

n
c
e

 (
%

2
)

10-5

10-4

10-3

10-2

10-1

100

101

Autumn

Winter

Spring

Summer



Chapter 5 

Rain Attenuation Models Testing and Statistical Assessment of Dry Scintillation 

 

 

Page | 158 

 

 

 

Figure 5-26 Seasonal transversal variability of rainfall rate. 

 

Winter is still better predicted using the original model parameterization. This performance 

can be quantitatively assessed through Figure 5-28, revealing that the adjusted model 

performs better predicting the seasonal transversal variability of rainfall rate during 

autumn than that of rain attenuation. 

Aiming to design a link with an hourly attenuation margin according to the season, it is thus 

necessary to know which hours are worse and which ones are less demanding within the 

desired season. Answering qualitatively this question, the bi-hourly statistics of both 

rainfall rate and rain attenuation have been derived. 

In what concerns the rainfall rate, Figure 5-29, during autumn the worst hours are the mid 

afternoon (16-18 h) and morning (8-10 h), whereas the periods with less exceeded 

probability of rainfall rate are late mornings, 10-12 h. 
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Figure 5-27 Prediction of the seasonal transversal variability of rainfall rate. 

 

On the other hand, the rainfall rates smaller than 25 mm/h are prone to occur in winter 

during the periods of 16-18h (late afternoon) and 20-22h (evening). Larger rainfall rates are 

usually associated to the period of 16-18h and also to 6-8h. On the other hand, there is no 

period clearly less prone to the occurrence of rain. 

In spring, lighter rainfalls (less than 20 mm/h) or heavier (bigger than 60 mm/h) take place 

usually during late evening (22-24h). Moderate rainfalls, from 20 mm/h to 60 mm/h are 

more prone to take place during the night, from 2h to 6h. At the same time, the periods of 

16-18h (one of the worse period in autumn and winter) and 10-12h observe less frequently 

rain. 

Finally, during summer, the period 2-4h seems to be the worst followed by the one of 22-

24h. This must be seen with care, as the period immediately before, 20-22h, and after, 4-

6h, are the best periods. 
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Figure 5-28 Test of the adjusted model for the seasonal transversal variability of rainfall rate. 

 

In what concerns the rain attenuation, Figure 5-30 shows that the time interval between 

14 h and 20 h is the period with larger probability of exceeding the highest level of 

attenuation in autumn. On the other side, intervals 10-12 h and 6-8 h require lower 

attenuation margins. It is thus possible to observe some dissimilarities with the conclusions 

drawn regarding the rainfall rate. 

During winter, clearly the period of 16-18 h is the worst. The highest attenuation values are 

however observed in the beginning of the night, 2-4 h. The periods 22-24 h and 12-14 h are 

the best in terms of attenuation margin, which is of especial interest for broadcasting and 

mobile services. On the other hand, in spring, the broadcasting services with limited 

attenuation margin need to pay some attention to the period 20-24 h, whereas the period 

18-20 h is the worst for attenuation margins between 5 and 15 dB. Larger attenuation 

values are expected in early night, 2-4 h. At the same time, the best periods for lower 

attenuations are 16-18 h, whereas for higher attenuations those of 6-8 and 10-14 h are the 

best. 
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Figure 5-29 Seasonal hourly longitudinal variability of rainfall rate. 

Finally, during summer, the worst hours are clearly 22-4 h, which requires especially 

attention considering that many people are in holydays and may have broadcasting 

services as the main entertainment. On the other hand, the period 20-22 h seems to be the 

best in terms of propagation margin during this season. 

5.3 SCINTILLATION 

In what concerns the tropospheric scintillation, the dry component is here statistically 

analysed. The wet component of scintillation has been neglected in this study because it is 

assumed that under rainy conditions the additional contribution of scintillation shall have 

a relative limited impact, especially considering the relative high elevation angle of the 

experiment. 

The mean value of the scintillation standard deviation calculated over 1 minute interval in 

absence of rain is depicted in Figure 5-31. As it is possible to see, some seasonal longitudinal 

and transversal variability is observed, especially in winter and autumn, corresponding to 

the seasons associated to the smaller yearly average standard deviation value. 
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Figure 5-30 Seasonal hourly longitudinal variability of rain attenuation. 

 

Figure 5-31 Mean scintillation standard deviation observed during each month of the years considered, the 

corresponding yearly average and the average for the entire database. 
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The biggest values for the yearly average standard deviation are observed from June to 

August and both spring and summer present values bigger than the total average. These 

are, indeed, the months with bigger atmospheric turbulence due to the increase of 

temperature, as shown in 2.3. 

The yearly and total statistical distributions of scintillation enhancement (dB) in absence of 

rain are also depicted in Figure 5-32, where it is possible to see that no significant inter-

annual variability is evident. 

 

Figure 5-32 Yearly and long-term distribution of scintillation enhancement. 

Similar conclusions can be drawn regarding the yearly and total statistical distributions of 

scintillation fade, as shown in Figure 5-33. 

 

Figure 5-33 Yearly and long-term distribution of scintillation fade. 
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The long-term scintillation enhancement and fade distributions are depicted in Figure 5-34. 

As it is possible to see, they match for probabilities down to 1 %. For smaller probabilities, 

they get apart, where fades are slightly more likely than enhancement. 

 

Figure 5-34 Comparison between long-term scintillation enhancement and fade. 

 

5.4 CONCLUSION 

The ITU model for the prediction of the long-term rainfall rate exceeded in 0.01 % of the 

time has been revised and tested. The former versions of the recommendation provided a 

significant overestimation of the measured rainfall rate. The new maps, however, provide 

a value closer to the measured one. This improvement has a significant impact on the 

performance of the Earth-space rain attenuation prediction model that has been tested. 

Local reliable rainfall rate data enable the most accurate results for the prediction of rain 

attenuation, but the newest recommended rainfall rate values are also suitable. 

Significant rain attenuation and rainfall rate inter-annual variability has been observed. The 

ITU-R recommended model has been tested using global maps of climatic ratio. The results 

are similar to the measured ones, but better results can be obtained by using local 

measured data. The model proved also to perform better when estimating the rainfall rate 

inter-annual variability than the rain attenuation one. Nevertheless, the variability of both 

quantities is similar due to their nature and a single model for their prediction is thus 

justified. 

A significant longitudinal annual hourly variability is evident, either in the case of rain rate 

or rain attenuation. The period of the late afternoon seems to be particularly critical for 
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telecommunications applications. The Earth observation systems, on their turn, need to 

pay special attention to the early afternoon, but also in the early morning, in the period 06-

08h. Regardless the application, the period of 10-12h is clearly the best as it requires a 

considerably lower attenuation margin: for 0.01 % of the time, it means about 10 dB less 

than the one required for the worst period (02-04h) for the same time percentage. 

The longitudinal annual hourly variability of rain attenuation follows approximately the one 

of rain rate and both may be modelled by a single expression. This variability is also smaller 

than the corresponding inter-annual variability for all the considered time percentages. 

Therefore, in the absence of longitudinal annual hourly variability models, the ITU-R P.678 

model seems to be useful when predicting a worst case scenario. 

The transversal annual hourly variability is larger than the longitudinal one and larger than 

the inter-annual variability. The transversal variabilities of rain rate and rain attenuation 

are quite similar and their dependency with the observed period is limited. Therefore, the 

future development of a single prediction model may be justified. 

Concerning the longitudinal seasonal variabilities of rain rate and rain attenuation, they are 

larger than the corresponding inter-annual variabilities and it is seen that autumn is the 

dominant season, followed by spring, winter and summer. The prediction model of inter-

annual variability may, however, be used for the prediction of the longitudinal seasonal 

variability of rain attenuation and rainfall rate as they are similar to one another, as long as 

the climatic ratio is derived accordingly and the period of time is adjusted. 

The transversal seasonal variabilities of rain rate and rain attenuation are also larger than 

the corresponding inter-annual ones. In general there is a bigger variability in autumn, and, 

in the particular case of rain attenuation, spring is the most regular season. Adjusting the 

climatic ratio enables the rough prediction of the required variabilities, as it has also been 

seen in the case of the longitudinal seasonal variability. 

Considering the rain rate, during autumn the worst hours are the mid afternoon (16-18h) 

and morning (8-10h), whereas the periods with less exceeded probability of rainfall rate 

are late mornings (10-12h). The smaller rainfall rates are prone to occur in winter, but in 

this season larger rainfall rates are usually associated to the period of afternoons (16-18h) 

and also to early morning (6-8h). In spring, the biggest rain rates take place in general 

during late afternoon (18-20h) evening (22-24h), whereas moderate rainfalls are also prone 

to take place during the night (2-6h). At the same time, the afternoon (one of the worst 

period in autumn and winter) and later morning observe less frequently rain. During 

summer, the period of the night (2-4h) seems to be the worst followed by the one of late 

evening. 

The afternoon (14-20h) is clearly the period with larger probability of exceeding the highest 

level of attenuation in autumn. On the other side, intervals of late morning (10-12h) and 
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early morning (6-8h) require lower attenuation margins. During winter, clearly the period 

of the afternoon (16-18h) is the worst. The highest attenuation values are, however, 

observed in the beginning of the night (2-4h). The periods of late evening (22-24) early 

afternoon (12-14h) are the best in terms of attenuation margin, which is of especial interest 

for broadcasting and mobile services. During spring, intermediate attenuations are prone 

to occur during late afternoon (18-20h), whereas the evening (20-24h) is the worst period 

for lower attenuation margins. Larger attenuation values are expected in early night (2-4h). 

Finally, during summer, the worst hours are clearly during late evening (22-24h) and night 

(0-4h), which requires especially attention considering that as preferred season for 

holidays. 

Finally, some seasonal transversal variability of mean scintillation amplitude standard 

deviation has been observed, especially in winter and autumn. The biggest values for the 

yearly average standard deviation are observed from June to August and both spring and 

summer present values bigger than the total average. 

The yearly statistical distributions of scintillation enhancement and fade in absence of rain 

do not exhibit significant inter-annual variability and the scintillation fade is slightly bigger 

than scintillation enhancement. For probabilities bigger than 1 %, however, there is no 

evident difference. 
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6. CHAPTER 6 

ATMOSPHERIC 

DEPOLARIZATION FOR SPACE 

COMMUNICATION LINKS 

6.1 INTRODUCTION 

The atmospheric hydrometeors, namely raindrops and ice crystals, aloft in the atmosphere 

cause the change of the polarization state of the propagating electromagnetic wave, 

causing interference in the framework of space applications and services using frequency-

reuse schemes and/or polarization diversity techniques to increase the efficiency of the 

scarce spectral resources, in-line with the radio regulations [279]. 

In this chapter, the phenomenon of atmospheric depolarization is reviewed. 
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6.2 POLARIZATION STATE OF AN ELECTROMAGNETIC WAVE 

An electric field vector describing a plane electromagnetic wave propagating along the z 

direction, for example at z=0, can be seen as a combination of two linear polarizations, x 

and y, by: �!" = �d#d!!!!" + �±#±!!!!" Equation 6-1 

where #d,±!!!!!!!" are unit vectors along the x and y orthogonal axes on a plane orthogonal to the 

propagation direction and �d,± are scalar complex values. The polarization state is basically 

defined by the geometric figure described by the tip of the electrical field vector observed 

for one period. 

Taking the phase reference as the component along the x-axis we can write: �d = 
d�}[ Equation 6-2 �± = 
±�}� Equation 6-3 

where � is the phase of the component along y (the time-dependency was omitted for sake 

of clarity). The polarization state is then described by means of the amplitudes 
d,± and the 

relative phase (−� < 1 ≤ �). Alternatively, using the reduced parameters of the electric 

field �0 ≤ 0 ≤ � 2� �: 

�!" = �[�cos(0) #d!!!!" + ���(0)�}¦#±!!!!"� Equation 6-4 

Some of the polarizations typically used in satellite beacon can be found in Table 6-1. 

Table 6-1 Parameters describing the polarization state of an electromagnetic wave. 

Polarization íî íï ð ñ 

Linear x 0 �0, ∞� $�, $ ∈ ó 0 + 2$�, $ ∈ ó 

Linear y �0, ∞� 0 $�, $ ∈ ó 
�2 + 2$�, $ ∈ ó 

Linear ±õö° ±
± ±
d $�, $ ∈ ó 
�4 + 2$�, $ ∈ ó 

Right Handed Circular 

(RHC) 

± 
d 

− �2 + 2$�, $∈ ó 

�4 + 2$�, $ ∈ ó 

Left Handed Circular 

(LHC) 

± 
d 

+ �2 + 2$�, $∈ ó 

�4 + 2$�, $ ∈ ó 

Elliptical  
±, 
d  ≠0 
±, 
d  ≠0 ≠ $�, $ ∈ ó 
≠ �4 + 2$�, $∈ ó 
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To summarize: a single electric field component gives a linear polarization with the electric 

field along one of the axis, two non-null components in-phase or in anti-phase gives a linear 

polarization not aligned with any axis, two equal amplitude components in quadrature 

gives an electric field describing a circle and all the remaining cases give an elliptical 

polarization. 

The polarization ellipse of the electric field can be described by means of the magnitude of 

its semi-axes a (major semi-axis) and b (minor semi-axis), the direction of rotation of the 

electric field along the ellipse and the canting angle of the ellipse, Ψ, respectively to the x-

axis s− ú̀ < � ≤ ú̀t. The axial ratio of the ellipse (0 ≤ 	 < ∞) is given by: 

	 = 3
 Equation 6-5 

and its ellipticity s− ú� ≤ B ≤ ú�t is given by: 

B = ± arctan(	) , + '�	 6��; −'�	 4�� Equation 6-6 

These parameters are related to those above defined as follows: 


 = 12 l
d̀ + 
±̀ + Ì
d� + 
±� + 2
d̀
±̀ cos(21)n Equation 6-7 

3 = 12 l
d̀ + 
±̀ − Ì
d� + 
±� + 2
d̀
±̀ ���(21)n Equation 6-8 

+
�(2�) = +
�(20) ���(1) Equation 6-9 

The parameters describing the polarization state by means of the polarization ellipse are in 

Table 6-2. 

Table 6-2 Parameters describing the polarization state by means of the polarization ellipse. 

Polarization ý þ 

Linear x 0 0 

Linear y 0 
�2 

Linear ±õö° 0 ± �4 

Right Handed Circular 

(RHC) 
− �4 ��+ U�'���U 

Left Handed Circular (LHC) 
�4 ��+ U�'���U 

 

The complex polarization ratio p is defined as the ratio between the components of the 

electric field as follows: 
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> = �±�d = +
�(0) �}¦ Equation 6-10 

The Table 6-3 summarizes the conditions defining the polarization state using the complex 

polarization ratio components. 

Table 6-3 Conditions defining the polarization state using the concept of polarization ratio. 

Polarization ����� ����� 
Linear x 0 0 

Linear y ∞ 0 

Linear ±õö° ±1 0 

Right Handed Circular 

(RHC) 
0 −1 

Left Handed Circular (LHC) 0 +1 
 

On the other hand, the complex canting angle of the polarization is given according to:  = 
	�+
�(>) Equation 6-11 

which is related to the parameters of the polarization ellipse as follows: 4�� � = � Equation 6-12 +
�ℎ(D�� �) = 	 Equation 6-13 

These parameters, for each polarization, are in Table 6-4. 

Table 6-4 State of polarization described using the complex canting angle. 

Polarization ����� ����� 
Linear x 0 0 

Linear y 
�2 0 

Linear ±õö° ± �4 0 

Right Handed Circular 

(RHC) 
0 −∞ 

Left Handed Circular (LHC) 0 +∞ 
 

 

Usually the beacons use linear polarization: vertical or horizontal (w.r.t. to a certain Earth 

reference point). The polarization observed at locations with different lengths of the sub-

satellite point will not be in the vertical or horizontal of that same location. A tilt angle is 

then necessary at the receiving antenna to match the polarization of the satellite antenna. 
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The satellite antenna and the beacon receiver antennas do not have a pure linear 

polarization so, even after aligning carefully the receiver antenna to match the polarization 

of the satellite antenna (co-polar), a component in the orthogonal polarization (cross-polar) 

can be observed. This component must be, and it can be, mitigated as, for example, 

explained earlier in 3.3 when considering exploiting polarization diversity. 

The receiving antenna must be equipped with an Orthomode Transducer (OMT): a 

waveguide device that handle the two components collected coming the feed circular 

waveguide and delivering each of the orthogonal components to two separate rectangular 

waveguides. The measurement of the impinging wave front amplitude for the two 

orthogonal electric fields and their relative phase, that contain important information 

about the propagation medium, requires the amplitude and phase balancing of the full 

receiver hardware (from the feed to the signal data acquisition). 

Circular polarized beacons have also been used and, in this case, the OMT must be 

preceded by circular waveguide-based device (polarizer) that introduces a delay of 90º 

bringing the two original linear orthogonal components to have the same phase (co-polar). 

Then the OMT will separate the two orthogonal linear fields: original circular wave front 

and the circular depolarized component (rotating in an opposite sense). 

The circular polarization is more sensitive to depolarization because the electric (rotating 

field) field is never aligned with any possible principal plane (see later on below). It seems, 

however, that developing an antenna with adequate performance (circular polarization 

purity) with a very large coverage area is difficult so an original plan of using circular 

polarization for the Alphasat was discarded. 

6.3 PROPAGATION CHANNEL TRANSMISSION MATRIX AND 

THEORETICAL PREDICTION OF DEPOLARIZATION 

6.3.1 Homogeneous Medium with Principal Planes 

For an arbitrary medium, it is possible to write a transmission matrix describing the medium 

behaviour. Let us consider a medium of length �, containing particles (e.g. raindrops or ice 

crystals) with the same sizes or described by an invariant size distribution along the 

propagation path, that are randomly distributed in space but equally aligned with a canting 

angle * [280],[281]. The canting angle * is defined as the angle between the particle 

symmetry axis (parallel to the particle minor axis) and the local vertical. This is the so-called 

longitudinally homogeneous medium characterized by principal planes and it is a widely 

accepted approximation of the real depolarizing channel, which can then be described by 

the quasi-physical parameters: the complex anisotropy and the canting angle [282]. 

The deviation of the depolarization predictions obtained from the longitudinally 

homogeneous medium, modelled with standard invariant particles shapes, orientations 
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and size distribution, is handled by introducing an anisotropy reduction factor, proportional 

to the standard deviation of the hydrometers canting angles around the average direction 

[33]. Plane waves with linear polarization parallel to the medium principal planes are not 

depolarized: these are the characteristic polarizations, defined by the eigenvectors of the 

transfer matrix [283], [284]. A linear polarization aligned with any other plane typically 

emerge with elliptical polarization, assuming the existence of differential phase shift, 

otherwise the polarization will be linear, although canted with an inclination w.r.t. to the 

original one due to the differential attenuation. 

The link geometry is presented in Figure 6-1 where the interaction between a plane wave 

and an oblate particle whose rotational symmetry axis is vertical is also described. The radio 

wave intercepts the particle with an angle of incidence C, which is the angle between the 

propagation direction and particle symmetry axis. This is in general the complementary of 

the elevation angle � (the angle between the horizontal plane and the propagation 

direction towards the satellite). As the longitude of the sub-satellite point is not the same 

as that of the ground station, the electric field is observed with a tilt angle :. The tilt angle τ is defined as the angle between the projection of the local vertical and the electric field, 

on a plane perpendicular to the propagation direction. The sum or difference of :  and * is 

the medium canting angle,  , if both angles are in the same plane. 

 
Figure 6-1 Link geometry and the drop shape projection on a plane perpendicular to the propagation 

direction containing the decomposition of the electric field on the principal planes. 

The propagation direction and the particle symmetry axis (that coincides with the local 

vertical if the canting angle is zero) define the principal plane I, while the orthogonal to this 

one is defined as the principal plane II. The projection of the particle on the plane 
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orthogonal to the propagation direction is an ellipse whose minor and major axes are 

contained in the principal planes I and II. 

Denoting �c#c!!!!" and �F#F!!!!!" as the electric field vectors for two orthogonal linear 

polarizations, quasi-vertical and quasi-horizontal respectively (in general the electric fields 

are not exactly on the local vertical or horizontal plane), positioned on a perpendicular 

plane to the propagation vector, the decomposition of the electric field in the planes I and 

II are also presented in Figure 6-1. 

The projections of the incident electric field (�Ic, �IF) on the axes I and II, �IR and �IRR, 

respectively is obtained by means of the well-known rotation matrix 4 as follows: 

e �IR�IRRf = �4� e�Ic�IFf = e���  − ���  ���  ���  f e�Ic�IFf Equation 6-14 

Considering that the particles are not spherical and have a preferred orientation, the 

incident electric fields along the principal planes, �IR and �IRR, experience different 

propagation constants /R and /RR, respectively. The electric field components along the 

principal planes, after crossing the anisotropic medium, �XR and �XRR, are thus given by: 

e �XR�XRRf = ��� e �IR�IRRf = e��¢
] 00 ��¢

]f e �IR�IRRf Equation 6-15 

where � is the medium transmission matrix. 

The propagation constants along the principal planes /R,RR are given by: 

/R,RR = x([ � 'R,RR!!!!!!"(�)-(�)d��
[  Equation 6-16 

where 'R,RR!!!!!!" (m) are the hydrometeors complex scattering amplitudes in the forward 

direction for principal planes I and II, � is the equivalent diameter of the hydrometeor, -(�) (mm-1 m-3) is the particles size distribution and ([ is the wavelength. 

The scattering amplitudes 'R!!" and 'RR!!!!" can be calculated using 'X!!", the scattering amplitude for 

an incidence along the particle symmetry axis (so 'X!!" does not depend on the electric field 

orientation, for rotationally symmetric particles), and 'c!!!" (in the case of 'R!!") and 'F!!!!" (in the 

case of 'RR!!!!"), the scattering amplitudes for an incidence orthogonal to the symmetry axis, 

with the electric field aligned with the particle symmetry axis and orthogonal to it, 

respectively [285]: 'R,RR!!!!!!"(�) = 'X!!"(�)���`(C) + 'c,F!!!!!!!"(�)���`(C) Equation 6-17 

The inverse rotation matrix is then applied to obtain the quasi-vertical and quasi-horizontal 

components, �Xc and �XF, of the propagated electric field: 

e�Xc�XFf = e ���  ���  −���  ���  f e �XR�XRRf Equation 6-18 
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The forward electric field emerging from the anisotropic medium, can thus be written in 

terms of the incident quasi-vertical and quasi-horizontal components as: 

e�Xc�XFf = �4��_����4� e�Ic�IFf Equation 6-19 

The complete transmission matrix for the anisotropic medium is then given by: 

�k = �4��_����4� =  e�cc �cF�Fc �FFf Equation 6-20 

whose development is described as: 

�k = � ��¢
] (cos  )` + ��¢

] (sin  )` −��¢
] cos  sin  + ��¢

] cos  sin  −��¢
] cos  sin  + ��¢

] cos  sin  ��¢
] (sin  )` + ��¢

](cos  )`  
Equation 6-21 

As long as there are different propagation constants for the medium principal planes, it is 

useful to define the path-integrated differential propagation constant, i.e. the so-called 

complex medium anisotropy E: E = (/RR − /R)� Equation 6-22 

The real part and the imaginary part of E are, respectively, the differential attenuation and 

the differential phase shift between two linear polarizations aligned along the principal 

planes and propagated along the path length �. 

Making use of the concept of anisotropy, the transmission matrix can be written as: 

�k = ��s¢

¡¢
` t] cosh lE2n ∙
∙ �1 + +
�ℎ lE2n ���(2 ) − +
�ℎ lE2n ���(2 )

− +
�ℎ lE2n ���(2 ) 1 − +
�ℎ lE2n ���(2 )� Equation 6-23 

This is the basis for retrieving the quasi-physical parameters, the anisotropy E and the 

canting angle  , from depolarization measurements. This retrieval is explained in [154], 

[286], [287], [282]. 

The transmission matrix above presented assumed the polarization state of the radiowave 

described by means of two linear polarizations, but it could have been derived also 

considering circular polarizations. In that case, the polarization state is defined by two 

circular polarizations (right- and left-hand circular): �!" = �Q�Q!!!" + �Ï�Ï!!!" Equation 6-24 

Where �Q,Ï are the scalar components and �Q,Ï!!!!!!" are related to #c,F!!!!!!!!" as follows: �Q!!!" = 1√2 (#c!!!!" − x#F!!!!!") Equation 6-25 



Chapter 6 

Atmospheric Depolarization for Space Communication Links 

 

 

Page | 175 

 

�Ï!!!" = 1√2 (#c!!!!" + x#F!!!!!") Equation 6-26 

The scalar components are also related to those in the case of linear polarizations as 

follows: 

�Q = 1√2 (�c + x�F) Equation 6-27 

�Ï = 1√2 (�c − x�F) Equation 6-28 

The transmission matrix would be written according to: 

e�XQ�XÏ f = eQQ QÏÏQ ÏÏ f e�IQ�IÏ f Equation 6-29 

With: 

QQ = 1√2 �(�cc + �FF) + x(�Fc − �cF)� Equation 6-30 

ÏÏ = 1√2 �(�cc + �FF) − x(�Fc − �cF)� Equation 6-31 

QÏ = 1√2 �(�cc − �FF) + x(�Fc + �cF)� Equation 6-32 

ÏQ = 1√2 �(�cc − �FF) − x(�Fc + �cF)� Equation 6-33 

The medium transfer matrix in circular polarization can thus be expressed as follows: 

k = ��s¢

¡¢
` t] ∙
∙ � cosh lE2n − ���ℎ lE2n �}`�

− ���ℎ lE2n ��}`� cosh lE2n � Equation 6-34 

6.3.2 Theoretical Calculation of Depolarization due to Rain and Ice 

6.3.2.1 Depolarization Ratio and Cross-Polarization Discrimination 

The “complex depolarization ratios”, �c and �F, for vertical and horizontal polarizations, 

respectively, are defined as the ratio of the electric field received in the orthogonal 

polarization to the one received in the original transmitted polarization: 

�c = �Fc�cc = − +
�ℎ sE2t ���(2 )1 + +
�ℎ sE2t ���(2 ) Equation 6-35 
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�F = �cF�FF = − +
�ℎ sE2t ���(2 )1 − +
�ℎ sE2t ���(2 ) Equation 6-36 

It shall be noted that the average path-integrated propagation constant does not play any 

role on the depolarization ratio because it is a multiplicative factor common to all elements 

of the transmission matrix. 

For circular polarizations, the complex depolarization ratios are given as follows: 

�Q = QÏÏÏ = − +
�ℎ lE2n �x2  Equation 6-37 

�Ï = ÏQQQ = − +
�ℎ lE2n �−x2  Equation 6-38 

The cross-polarization discrimination, XPD (dB), for linear polarization is defined as: 

���c = −20 ��q ��Fc�cc� = −20 ��q � − +
�ℎ sE2t ���(2 )1 + +
�ℎ sE2t ���(2 )� Equation 6-39 

���F = −20 ��q ��cF�FF� = −20 ��q � − +
�ℎ sE2t ���(2 )1 − +
�ℎ sE2t ���(2 )� Equation 6-40 

Equivalently, for circular polarization: 

���Q = −20 ��q �4666�= −20 ��q �+
�ℎ lE2n� − 2D�� �(20 log(�)) 

Equation 6-41 

���Ï = −20 ��q �6444�= −20 ��q �+
�ℎ lE2n� + 2D�� �(20 log(�)) 

Equation 6-42 

Considering that, under the assumption of principal planes, the imaginary component of 

the complex medium canting angle is null, the XPD for right- and left-hand circular 

polarizations is the same. 

The cross-polarization isolation (XPI) is an alternative to the XPD as a figure of merit of 

interference for a system employing the transmission of orthogonal polarizations. It 

directly provides the carrier-to-interference ratio in a received channel, but the XPD is 

simpler to measure. Moreover both should be equal as long as the particles responsible for 

depolarization exhibit some symmetry properties, an evidence supported by several 

experimental works [53]. 
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From the transmission matrix, the attenuation �c and �F (dB), for vertical and horizontal 

polarizations, respectively, can also be obtained by: �c = −20 ��q|�cc| Equation 6-43 �F = −20 ��q|�FF| Equation 6-44 

Or equivalently in circular polarizations, �Q = −20 ��q|QQ| Equation 6-45 �Ï = −20 ��q|ÏÏ| Equation 6-46 

From the previous developments, it is evident that depolarization occurs due to different 

propagation constants along the principal planes as soon as the non-spherical particles are 

not aligned or orthogonal to the electric field. Therefore, the depolarization depends on 

the link geometry: namely the elevation and the relative orientation of the electric field 

with respect to the preferred orientation of the particles. The differential attenuation and 

differential phase shift are a function of the frequency due to the particles size distribution 

and their physical properties [288]. 

6.3.2.2 Rain and Ice Dielectric Properties 

A model for the water permittivity was proposed by Liebe et al [289]. Its mathematical 

formulation is valid for frequencies below 1 THz and for temperatures lying between 0 and 

40 oC, and is given by: 

�G = �G� + x�G�� = �[ − �_1 − x l '/_n + �_ − �`1 − x l '/`n + �` 
Equation 6-47 

where ' is the frequency (GHz) and �[, �_, �`, /_ and /` are temperature-dependent 

parameters. The static dielectric constant �[ and the remaining temperature-dependent 

parameters are described as follows: �[ = 77.66 − 103.3� Equation 6-48 �_ = 0.0671�[ Equation 6-49 �` = 3.52 + 7.52� Equation 6-50 /_ = 20.20 + 146.4� + 316�`   7�� Equation 6-51 /` = 39.8/_   7�� Equation 6-52 

and are related to the temperature � (K) by means of the inverse relative temperature � 

given by: 

� = 1 − 300�  Equation 6-53 

In a new version of this model, �` assume a constant value of 3.52 [94]. 
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The electric permittivity of water, given by the Liebe model, is given in Figure 6-2 and Figure 

6-3. 

 

Figure 6-2 Real part of the electric permittivity of water as a function of the frequency for several 

temperatures. 

 

Figure 6-3 Imaginary part of the electric permittivity of water as a function of the frequency for several 

temperatures. 

As it is possible to see, the dielectric constant decreases above 10 GHz, while the increase 

in temperature tends to give importance to the real part of the electric permittivity at 

higher frequencies, especially up to 100 GHz. The decrease in temperature, on the other 

hand, provides higher relevance to the imaginary part (responsible for the attenuation) up 

to 20 GHz, frequency at which a reversal occurs. 
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With regard to ice, Hufford [290] proposed a model for frequencies above 10 GHz, 

according to: �G� = 3.15 Equation 6-54 

�G�� = 0' + 1' Equation 6-55 

where the frequency ' is in GHz and the parameters � (7��) and � (7���_) can be found 

through: 0 = (50.4 + 62�) × 10�� × ��``._Ñ Equation 6-56 

1 = l0.502 − 0.131�1 + � n × 10�� + 0.542
× 10�� l 1 + �� + 0.0073n`

 

Equation 6-57 

� = 300� − 1 Equation 6-58 

with � in Kelvin. 

 

Figure 6-4 Imaginary part of the ice electric permittivity as a function of the frequency and the temperature. 

The described model is valid for temperatures ranging from 0 down to -40 oC and, as it is 

noticed, the real part of the ice electric permittivity is not only constant as it is much bigger 

than the corresponding imaginary part that is negligible (the ice behaves almost as a 

lossless dielectric), regardless the frequency and temperature considered. Because of that, 

the ice contributes mainly to the differential phase shift without significant attenuation, 

whereas rain introduces both differential attenuation and differential phase shift. 
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As long as the ice anisotropy is essentially imaginary, the depolarization ratio vector 

presents a phase around +/-90o. On the other hand, rain anisotropy has always a real and 

an imaginary component and thus the depolarization ratio vector shall be distributed in the 

first quadrant of the complex plane, depending on the relative contribution of the 

differential phase shift and the differential attenuation. 

6.3.2.3 Ice Crystals Size, Shape and Alignment 

The occurrence of ice has no relation insofar to any radio meteorological measurements 

carried out on the ground, which turns difficult to model its occurrence and contribution 

to the overall depolarization, a separation that is of much importance as the contributions 

to the phenomenon scale differently in frequency. 

The ice forms found in the atmosphere are of four major types: ice crystals, snowflakes, ice 

pellets and hailstones. Whereas the snowflakes result from the aggregation of ice crystals, 

ice pellets and hailstones originate from both ice crystals and frozen droplets. Ice crystals, 

in which the water molecules are distributed in a hexagonal arrangement, assume quite 

different shapes and sizes (from few microns to about 2 mm), depending on the 

surrounding atmospheric conditions during their growth. Whereas the temperature 

determines the growth direction, the humidity controls the ramification and the detail, as 

it is possible to see from Figure 6-5, where the well-known Nakaya diagram is depicted. 

 

Figure 6-5 Ice crystals morphology diagram, also known as Nakaya diagram. 

The development of plates takes place in temperatures ranging from 0oC to 3oC and from -

10oC to -22oC, whereas from -3oC to -10oC and from -22oC needles and prisms occur. On 
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one hand, under reduced humidity the growing process is slow and originates simpler ice 

crystals, without ramifications. Under oversaturated air, it is fast and originates complex 

structures. On the other hand, in an evolving environment, other types of composite 

structures, based on several basic types, raise [53]. Also electric fields can impair the ice 

crystals growth, namely they promote the development of elongated ice crystals and 

desensitises the growing ice crystals shape from the temperature [154]. Further 

information regarding the underlying physical mechanisms controlling the ice crystals 

growth process can be found in [291]. 

In spite of the existence of a large variety of ice crystals shapes, sizes and densities (some 

examples are presented in Figure 6-6), needles and plates are of major importance given 

their trend to get a preferable orientation and thus causing depolarization. 

 

Figure 6-6 Some examples of ice crystals: (a) a simple plate of 1.4mm, (b) a more complex plate of 2.1mm, 

(c) a dendrite of 3mm, (d) an hexagonal prism (column) with a length of 0.45mm, (e) needles with a length 

of 1.1mm and (f) a covered column with a length of 0.6mm [291]. 

It is assumed that the falling ice crystals are aligned on the horizontal plane: i.e. plates 

minor axis aligns vertically and needles major axis aligns horizontally. Their orientation 

depends on both aerodynamic and gravitational forces, but electric fields eventually 
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present in the atmosphere (lightning within a cloud, between the cloud and the Earth’s 

surface and even between clouds) can modify their orientation and cause their major 

dimension alignment along the field direction. 

Haworth et al in [292], [293] modelled this effect and in Aveiro, Portugal, a period of about 

2 minutes was found for the fast changes of the quadrature/imaginary component of the 

complex depolarization ratio, a typical time value for the cloud charging time after an 

electric discharge (lighting) [154]. In addition, it is frequently observed during 

thunderstorms or weather conditions prone to heavy rain short-duration events the 

imaginary component of ice-induced depolarization ratio to have positive and negative 

values during the same event. 

A preferred orientation in the horizontal plane, due to wind shear or electrostatic fields 

explains the frequent observation of events with positive imaginary part of the 

depolarization ratio, meaning that the ice needles should have their major axis aligned 

randomly on the horizontal projection of the propagation direction vector. In the 

framework of measurements of the dual-polarized Olympus B1 beacon [288], it was also 

observed that the canting angle of the ice population is not as stable as the rain one, 

presenting a large variation during a single event or sudden changes around its average 

value of zero degrees [288]. A wider spread of the ice canting angle around the average 

comparatively to the case of rain was also noticed by others [286]. Such changes on the 

orientation of the ice particles may lead to the inversion of the depolarization ratio vector 

that would present a negative imaginary part. 

Furthermore, several evidences were found correlating the wave depolarization and the 

wind speed, putting also in evidence the importance of the wind on the orientation of the 

hydrometeors involved on this propagation phenomenon. As long as the wind speed and 

the atmospheric turbulence impair the raindrops canting angle, as seen above, their 

influence shall also not be neglected on the alignment of ice crystals. Deserves attention 

the strong wind up-draught and down-draughts during convective rain events that can 

disturb the rain column surrounding. 

Several mathematical formulations correlating the diameter and mass of snowflakes and 

describing the dimensional relationships for different types of ice crystals can be found in 

[53]. Gunn and Marshall [294] on their turn, proposed a size distribution model for 

snowflakes, -(�, 4), which is the number of snowflakes per unit volume with melted 

diameter lying between � and � + U� and with snowfall rate 4 in mm of water per hour. 

Their falling speed was also studied [295], [296], [53], [297]. Nevertheless, snowflakes and 

hailstones, given their composition, density and shape, have a limited impact on the 

SatComs systems performance operating at frequencies below 30 GHz. 

Similarly, as long as the melting layer is thin, the depolarization region within the melting 

layer is even thinner. Furthermore, while some authors claimed it to be isotropic [298], 
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others say that it follows the same attenuation and differential phase of rainfall [286]. 

Therefore, even if the melting layer can contribute to rain depolarization, the 

depolarization from melting particles is not so significant to be considered for 

communication systems operating below 30 GHz, although it might be for other systems 

interested on the remote sensing of geophysical properties on Earth’s surface or 

atmosphere [53]. 

6.3.2.4 Ice Anisotropy Models and Techniques for the Separation of Rain and 

Ice Effects 

The transmission coefficients for ice have been derived by Tsolakis and Stutzman [299], 

[300] and Haworth et al [301], [302], [298]. The propagation constants for needles and 

dishes have been obtained for an incidence along the symmetry axis and perpendicular to 

it. Needles and plates were, respectively, modelled by prolate and oblate spheroids of unity 

eccentricity and assumed as Rayleigh scatterers. The wavenumber along the ice 

propagation medium was found as: 

$X,× = $[ + 3��( 
X,× Equation 6-59 

where � is the total volume of ice crystals per volume unit, � denotes the propagation 

constant along the symmetry axis and > the one perpendicular to it. The 
 coefficients, 

called anisotropy terms (frequency independent), can be retrieved from Table 6-5. 

Table 6-5 Coefficients for the ice propagation constants. 

Coefficients Needles Dishes í� 0.72280-j0.00285 0.22813-j0.00090 í� 0.34680-j0.00137 0.72280-j0.00285 
 

The derived propagation constants are independent on the particles size distribution and 

may be directly applied in a coherent transmission matrix to find out the depolarization 

along the propagation path. Nevertheless, for the same particles concentration, dishes 

proved to be more depolarizing than needles, given their bigger volume and eccentricity 

[53]. 

Paraboni and Martellucci gave an important contribution in what concerns the ice-induced 

depolarization modelling [303], [304], by relating the ice depolarization to the total ice 

content in clouds. Once these data are derived from remote sensing products, this physical 

input is worldwide available. The authors assume prolate spheroid ice crystals with a 

temperature of -15 oC and axial ratio of ice needles whose size distribution, from 100 &� 

to 2 mm, is modelled by means of a gamma function for Cirrostratus clouds. The ice density 

is assumed constant on its vertical profile and the Rayleigh scattering has been used for the 
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scattering parameters retrieval. Finally, the dielectric properties were derived based on the 

model of Ray. 

The ice needles can rotate freely on the horizontal plane and are supposed to be oriented 

randomly, unless other physical disturbances (such as electrostatic fields) are present. In 

such conditions, the apparent canting angle of the ice cloud   is given by the projection of 

the symmetry axes on the plane orthogonal to the propagation direction and depends on 

the horizontal rotation angle of the symmetry axis of the needle with respect to the 

propagation direction / and on the elevation angle � according to:  = 
	�+
��− ��+(/) ���(�)� Equation 6-60 

The ice anisotropy depends on the total ice content D (mm) according to: 

ERST = EkHd(D)Ó�` + ` Equation 6-61 

together with the maximum ice anisotropy EkHd when all needles are aligned transversal 

to the propagation path (/ = 90W) given by: 

EkHd = x (� − 1)�'� D(�` − �_) Equation 6-62 

where � is the speed of light (mm/s), ' the frequency (GHz) and the parameters � and  

are retrieved from: � = ��� � ����2(90 − /)��������������������� Equation 6-63  = ����2(90 − /)��������������������� − 0.5 ���`(�) ����2(90 − /)� − 1������������������������� Equation 6-64 

For quick reference, values for the � and  parameters, considering some particular cases, 

are presented in Table 6-6 [33]. 

Table 6-6 Parameters for computing ice needles anisotropy. 

Ice Orientation �L (o) � � 

Random 0 0 12 ���` � 

All aligned /[ ��� � ���(2/[) ���` /[ − ���`(/[) ���` � 

All aligned 0 0 − ���` � 

All aligned 90 0 1 
 

The remaining parameters are the complex permittivity of ice � = �` (� is the refractive 

index that, for the referred temperature, � is assumed to be 3.15+j0 for frequencies up to 

100 GHz) and �_, �`, 
_ and 
` are given, respectively, according to: 

�_ = 11 − (� − 1)
_ Equation 6-65 
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�` = 11 − (� − 1)
` Equation 6-66 


_ = �2(�` − 1) �� − 12√�` − 1 ln ¸� + √�` − 1� − √�` − 1º Equation 6-67 


` = 1 − 2
_ Equation 6-68 

where � is the ratio between the major and minor semiaxis of the spheroidal ice needles 

(can assume a value of 100). The ice anisotropy can then be given as input in the medium 

transfer matrix to calculate the ice-induced XPD. 

The rain depolarization modelling may have a physical basis by relating it to the rain 

attenuation, which, on its turn, is derived from a radio meteorological basis. On the other 

hand, disregarding the empirical approaches for ice depolarization, the approach of 

Paraboni, Martellucci et al [304] may bring to the ice depolarization modelling the desired 

physical meaning. Many uncertainties are still to assess, as the ice crystals type, shape, 

defining the axial ratio, orientation, so the problem of how to combine both contributions 

in order to reach a final quasi-physical model for depolarization can be addressed. 

Nevertheless, before making the appropriate combination of the two depolarization 

sources, their separation is required, so each one can be fully characterized and modelled 

individually. The physical separation of each contribution to the XPD is further required to 

validate future theoretical developments regarding the physical modelling of ice anisotropy 

with refined ice crystals properties and characteristics. 

Several decision criteria have been proposed in the literature. For instance Golé and Mon 

in [305] used an attenuation threshold of 1.5 dB to separate the contributions to the 

depolarization. This approach was also used during the Olympus experiment with the 

decision threshold of 2 dB of co-polar attenuation at 20 GHz. Thought useful given its 

physical meaning and support, this criterion is actually insufficient because it excludes 

those data dominated by ice but comprising yet few raindrops causing a reduced 

attenuation, data which shall be treated as ice. Recognizing this, van de Kamp [286] opted 

to deal with the problem on the event-basis, classifying them as belonging to either the 

rain or ice population by analytically observing if the trend of the depolarization event 

follows or not the expected XPD-CPA relationship given the good correlation between both 

the phenomena when only rain is involved. 

Another approach used the differential attenuation as a decision criterion. The events 

dominated by ice should present a differential attenuation less than 0.5 dB. However, this 

method does not enable the assessment of ice contribution in the framework of strong 

convective rain events, where the differential attenuation can reach values well above the 

considered threshold. Nevertheless, this approach is still better than that using the co-polar 

attenuation (CPA) as a decision criterion. 
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Amaya [306] considered that the total differential phase shift is the sum of the differential 

phase shifts caused by rain and ice. By estimating the differential phase shift due to rain 

[307] it was possible to retrieve the ice contribution from measurements. Following these 

development and using the expression for the propagation constants in ice media derived 

by Haworth [301] he could obtain the ice concentration from the ice differential phase shift 

[308]. The retrieved ice concentration could then be used in the context of a two-layer 

atmospheric model. 

6.3.3 Cascade of Two Media 

Up to now, the simplest propagation medium, characterized by having principal planes, has 

been addressed. In a real scenario, however, there is a much larger variability: events with 

weak rain and no depolarization, ice-induced depolarization events with low attenuation 

(possibly followed by a strong rain shower and attenuation), rain and ice mixed together 

and, finally, rain-induced depolarization events with evidence of distinct raindrops 

distributions. 

To face such complexity, increased by the presence of the melting layer constituted by 

freezing raindrops or melting ice crystals, the Earth-space propagation medium has been 

modelled as the cascade of two populations: ice crystals on top of the rain. Both mediums 

are characterized by having principal planes and are considered longitudinally 

homogeneous. Such scenario is an intermediate one between the simplest case and the 

real propagation channel and considers the principal planes of the two populations likely 

not aligned, causing depolarization regardless the direction of the incident electric field. 

The complete medium transmission matrix is then given by: 

�S = �GHIJ × �IST = e�ccG �cFG�FcG �FFGf e�ccI �cFI�FcI �FFIf =
= e�ccG�ccI + �cFG�FcI �ccG�cFI + �cFG�FFI�FcG�ccI + �FFG�FcI �FcG�cFI + �FFG�FFIf Equation 6-69 

Both the cross-polar levels are expected to be much smaller than co-polar levels, therefore 

the cross product of the cross-polar levels is negligible compared to the co-polar ones. 

Considering a first-order approximation (�cFG,I�FcI,G ≅ 0), the complex depolarization 

ratios, for the vertical and horizontal polarizations, can be approximated by the sum of the 

ice depolarization ratio �c(F),IST (first crossed population) multiplied (phase rotated and 

amplitude scaled) by the ratio of the rain transmission coefficients, �FF(cc)G/�cc(FF)G, 

with the rain depolarization ratio �c(F),GHIJ (second crossed population): 

�c = �ccI�FcG �ccG⁄ + �FFG�FcI �ccG⁄�ccI + �cFG�FcI �ccG⁄ ≅≅ �c,GHIJ + �FFG�ccG �c,IST  Equation 6-70 
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�F ≅ �ccG�FFG �F,IST + �F,GHIJ Equation 6-71 

Also making use of first-order approximations, the depolarization ratio for circular 

polarizations after crossing both populations is obtained by adding the individual 

depolarization ratios of rain and ice, which means that circular cross-polar phasors can be 

added as vectors. 

Using measurements of the Olympus satellite beacon at 20 GHz, which was able to transmit 

two signals orthogonally polarized, van de Kamp in [286], [309] could solve completely the 

individual medium transmission matrixes, extracting the quasi-physical parameters of 

either one of the two populations provided that only one is present at each time. The 

equivalent XPD due to each population in the context of a cascaded medium could also be 

derived by making some assumptions. In this case, the canting angles for both populations 

was assumed real and a certain relationship between differential attenuation and 

differential phase shift for rain was considered. This allowed the system of equations to 

have four degrees of freedom equally distributed among the two populations, thus turning 

the procedure more robust to measurement errors. It shall be noted, however, that this 

has been done thanks to the measurement of a dual-polarized signal, which enabled the 

measurement of all transmission coefficients of the medium transmission matrix. 

The full transfer matrix cannot be obtained today given the lack of satellites operating with 

two orthogonal polarizations over the same region at the same time, as it was the case of 

the formers Olympus and Italsat satellites. Therefore, alternative ways, employing single 

polarization measurements, and so exploiting half of the resources on the space segment, 

shall be considered. 

6.4 MODELS FOR THE PREDICTION OF CROSS-POLARIZATION 

DISCRIMINATION 

As seen, an arbitrary polarization state of a radiowave can be described by means of two 

orthogonal eigenpolarizations whose propagation is characterized by the medium transfer 

matrix. The eigenpolarizations are the eigenvectors of the transfer matrix and the path-

integrated propagation constant for each of the considered eigenpolarizations are 

described by the transfer matrix eigenvalues. The average path-integrated propagation 

constant is the exponent of the matrix multiplicative factor and it does not affect the 

depolarization process, which is characterized by the depolarization ratio vectors 

associated to the so-called quasi-physical complex medium parameters: anisotropy and 

canting angle (real for a medium exhibiting principal planes). 

Rain depolarization could be, in principle, well-established relating it to either local rainfall 

rate measurements on a long-term basis, or to the measured rain attenuation. The first 

approach was considered of reduced interest [310], even if an expression can be found in 
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[311], [72]. At the same time, the rain attenuation is usually the only parameter available 

for the systems design [282]. Therefore, the depolarization has been related to the co-polar 

attenuation, eventually considering an empirical parameter to account for the ice 

contribution [312]. van de Kamp [286] concluded that ice crystals could affect momentarily 

the XPD value, but their role on the median XPD-CPA (depolarization-attenuation for the 

co-polar component of the electric field) relationship would be limited. 

Several empirical models exist in the literature for the XPD-CPA relationship [180], [298], 

[313]–[317], including the ITU model in the ITU-R P.618. A review and performance 

assessment of the most common XPD-CPA models was reported in [318]. Whereas rain 

attenuation presents a significant variability from site to site and along the time for a given 

site, the relationship between the XPD and attenuation is relatively invariant with the path 

length and the shape factors for the spatial distribution of rainfall rate. This evidence was 

proved by changing the frequency and the path parameters for distinct rainfall distributions 

(uniform and exponential) and observing the invariance of the XPD values for a given 

attenuation threshold [319]. Further details regarding the impact of rainfall 

inhomogeneities for deriving XPD can be found in [320]. 

The process of computing the XPD (dB) from the attenuation relies on assuming that an 

equiprobability basis [321] applies between the first-order statistics of the two variables 

and using an expression according to: ��� = � − � log� Equation 6-72 

where the � and � parameters are functions of the frequency, polarization, elevation angle 

and hydrometeors canting angles and � is the co-polar attenuation (dB). Considering the 

contribution of each parameter the previous expression could be written as follows: ��� = � − Ø +  + Ñ + å Equation 6-73 

Where � is a frequency-dependent term, Ø is a rain attenuation dependent term,   is a 

polarization improvement factor which is zero for a polarization tilt angle : (with respect 

to the horizontal) of 45o, as it is employed for circular polarization, and Ñ is the elevation 

angle dependent term. 

The depolarization is stronger with the decrease of the elevation angle, due to the fact that 

the propagation path through the anisotropic medium is longer, so that the elevation angle 

has a similar effect as in the case of rain attenuation. On the other hand, as the elevation 

angle increases towards the vertical incidence, the apparent deformed shape of raindrops 

decreases, and so the depolarization effects. The å is the raindrops canting angle 

dependent term, which considers many times the effective standard deviation of the 

raindrop canting angle distribution in degrees, taking the values of 0, 5, 10 and 15o for 1, 

0.1, 0.01 and 0.001 % of the time, respectively, in the case of the ITU model. The raindrops 

canting angle has been pointed out to range between 25 and 40o [319], [322], but their 
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average orientation has been assumed to be around 0o (even in the case of ice) and 

independent on the anisotropy value. 

On its turn, the spread around the average value tends to decrease as anisotropy increases 

[282], [323], thus confirming that for stronger rainfall rates the hydrometeors tend to be 

dynamically more stable as theoretically discussed by Brussaard in [180]. Nevertheless, this 

parameter shall be climatic-dependent [286] and its retrieval is only possible from 

measurements at polarizations close to the medium symmetry axes and by radar 

measurements. In this case, the rain-induced depolarization is quite weak and the retrieval 

is strongly impaired by the system-induced depolarization and measurement noise. 

Different studies attributed values to the required parameters on this relationship based 

on calculations using different scattering theories and raindrop shapes, orientations and 

size distributions. The results of these calculations were then fitted such that analytical 

expressions for the XPD-CPA relationship could be retrieved, leading to a large number of 

different (but similar) models, varying only on neglecting and/or approximating some 

aspects and parameters, which are summarized in Table 6-7 and Table 6-8. 

The model of Nowland et al (NOS) have been proposed considering that the raindrops size 

distribution follows the Laws-and-Parsons distribution. This model has been improved by 

Fukuchi, Awaka, Oguchi and Chodkaveekityada who found different values for the 

parameters depending on the DSD (as those of Joss et al) and for different frequency-bands 

[324]–[326]. 

Dissanayake et al (DHW) considered different temperatures for the raindrops and Chu 

considered different raindrops canting angles distributions: the instantaneous canting 

angle distribution, which is included in a constant parameter, and the time-varying canting 

angle distribution, which standard deviation was found to be 3°. 

Stutzman and Runyon (SR) harmonized the Chu’s approach regarding the polarization 

improvement factor, accounting for a reduced improvement factor near vertical and 

horizontal polarizations, with the raindrops canting angle distribution factor proposed by 

Nowland et al. 

van de Kamp (VK), for his part, did not consider distributions for the canting angle. In the 

case of the van de Kamp model, for frequencies between 30 and 50 GHz, however, the 

frequency dependence is expected to be stronger and so 20 log ' shall be replaced by −7 + 25 log '. 

Nowland et al considered also an additional factor related to the propagation path through 

rain. Chu, on the other hand, added another factor related to the difference between the 

quasi-vertical and quasi-horizontal polarizations, accounting for the different attenuations 

for polarizations aligned with the two symmetry axes of the raindrops, an approach 

adopted by van de Kamp. 
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Table 6-7 XPD models summary. !"# = �$ − �% + �& + �' + �( + )*+�, 

Model NOS [315],[325] DHW [298] Chu [316] 

�$ 26 log(') 

84.8 − 88.8�'±+ (50.32�'±− 21.9) log(') � = 0.759, A = 0.08 and � = 0° 84.18 − 90.95�'±+ (52.56�'±− 21.48) log(') � = 0.625, A = 0.145 

and � = 20° 

20 log(') 

�% 

� log(�) � = 22.6, 20 < ' ≤40 � = 12.8 '[._¬, 10 ≤ ' ≤ 20 

20 log(�) 20 log(�) 

�& 
−20 log(sin(2|�− :|)) 

−20 log(sin(2:)) 
−10 log l_̀ s1 − cos(4:)��[.[[`�å�-̄tn, ,*′/ = 3° �' −40 log(cos(�)) −40 log(cos(�)) −40 log(cos(�)) �( 0.0053*/̀  17.37*/̀ , */ = 25° 11.5 

Validity 10 – 40 GHz 10 – 30 GHz 10 – 30 GHz 

Model SR [314], [318] van de Kamp [286] ITU [187] 

�$ 17.3 log(') 20 log(') Ü 60 log ' − 28.3, 6 ≤ ' < 97��26 log ' + 4.1, 9 ≤ ' < 367��35.9 log ' − 11.3, 36 ≤ ' ≤ 557�� 

�% 19 log(�) 16.9 log(�) 

�(') log�, �(') =
µ́¶
µ· 30.8'�[.`_, 6 ≤ ' < 97��12.8'[._¬, 9 ≤ ' < 207��22.6,        20 ≤ ' < 407��13.0'[._�, 40 ≤ ' ≤ 557�� 

�& 

−10 log l_̀ s1 −cos(4|: −�|)��[.[[`�å�-̄tn, ,*′/ = 3° 
−20 log(|sin(2:)|) −10 log�1 − 0.484(1 + cos(4:))� 

�' −42 log(cos(�)) −41 log(cos(�)) −40 log(cos �) �( 0.0053*/̀ , */ = 12° 0 0.0053*/̀  

Validity 10 – 30 GHz 11 – 30 GHz 6 – 55 GHz 
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Table 6-8 XPD additional parameters summary. !"# = �$ − �% + �& + �' + �( + )*+�, 

Model )*+�, 

NOS [315],[325] 4.1 + (� − 20) log6, 6 �� $� 

DHW [298] None 

Chu [316] −0.075���`(�) cos(2:)� 

SR [314] 9.5 − 20 log(�[) , �[ = 0.65 

van de Kamp [317] 8 − 0.075���`(�) cos(2:)� 

ITU [187] −��� × (0.3 + 0.1 log>)2  

 

 

Even if the rainfall profile could be neglected, the shape of raindrops, on the other hand, 

assumes a central role on the XPD value, leading Stutzman and Runyon (SR) to add an 

additional factor considering the fraction of non-spherical raindrops in the propagation 

path. 

The ITU model is largely based upon the NOS model, adding new contributions from other 

authors. In the strict scope of ITU-R P.618-13, the model of §4.1 (without the additional ice-

related parameter), is expressly proposed for the prediction of the not exceeded rain-

induced XPD in a time percentage from the corresponding exceeded attenuation at the 

same time percentages. The average XPD-CPA relationship shall be derived considering the 

equiprobable relationship between the two, as recommended in §4.2, for which a constant 

standard deviation shall be considered regardless the attenuation. 

Whereas all the previous models have been proposed for rain-induced depolarization, the 

ITU model further accounts for the ice effects by means of an additional empirical factor 

that is function of the rain-induced XPD and the time percentage and it is combined with 

the rain-induced XPD on an equiprobable basis, so both effects are considered fully 

correlated, to predict the total XPD CDF. The ice contribution may be assumed negligible at 

low time percentages, but for lower elevation angles and frequencies above 10 GHz the ice 

shall have a more uniform impact over the whole range of time percentages [72], [327]. 

Finally, the expression proposed by the ITU to account for the ice-induced effects was 

derived from measurements carried out at elevation angles generally higher than 10o and 

at lower frequency-bands, such as the C and the Ku-band [282] and its applicability to 

higher frequency-bands is questionable. 
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In contrast with the previous models, Paraboni et al [282] proposed an XPD-CPA 

relationship according to: ��� = −33 + 0.5 × �� Equation 6-74 

which provides the average/median value for the XPD distribution around a given CPA 

value. In this mode, both the rain and ice contributions were considered. The conditioned 

standard deviation was found roughly constant in the range from 4 to 8dB, results in line 

with those reported at Ku-band in [328]. This approach is still purely empirical and so a 

physical modelling of XPD, accounting for the different contributions on a discriminated 

way is still to be presented on a physical or quasi-physical model. 

Given the underlying physical causes of depolarization, it is expected that rain 

depolarization presents all kinds of variability described earlier for rain attenuation with 

similar trends/patterns, either along the time for a location or for different sites and 

climates. The variability of ice depolarization shall, on its turn, be impaired by the total ice 

content and spatial and temporal variability. There are however no models predicting the 

XPD variability regardless its physical cause or time basis. 

Some insight on these topics can be found in [329], but also in [330], where also the inter-

annual variability of XPD seemed to be higher than the corresponding rain attenuation one. 

Moreover, whereas the summer was the season with the greatest contribution to the 

rainfall rate and rain attenuation worst-month, no clear worst-month could be observed 

for the XPD (for which also the above described ITU model applies [231]). Some annual 

pattern is however observed along the year, somehow repeating at each year, even if not 

explicitly pointed out by the authors who attributed the less pronounced pattern to the ice 

effects. Indeed the clouds are more persistent and they do not always precipitate, thus 

being able to impose a damping effect on the global variability pattern along the year, 

challenging any modelling attempt for getting the XPD variability on a time base smaller 

than the year, a dissertation supported by [331]. 

More results on the XPD worst month can be found for instance in [332] and [333] where 

both rain attenuation and XPD worst months are comparable and fairly agree with the ITU 

proposed model. Moreover, as the heavy rain events are usually associated to the 

atmospheric warming, the rain depolarization shall follow the same diurnal trend as the 

rain attenuation which, for temperate climates, means that the XPD shall exhibit a peak 

value during late afternoon and early evening associated to the occurrence of 

thunderstorms, as extrapolated from the analysis made earlier on diurnal patterns of rain 

attenuation. The ice depolarization is also most probable to occur during (not necessarily 

simultaneously) strong convective rain events given the presence of ice on top of the 

Cumulus clouds. Nevertheless it is also present on top of Stratus clouds, whose formation 

is mostly driven by weather fronts rather than by solar heating, therefore this ice 

contribution shall not follow any diurnal pattern [72]. 
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Understanding the depolarization phenomenon requires a deep understanding of the 

propagation channel behaviour, which is described by a relatively complex mathematical 

formalism. Moreover, the XPD measurements are relatively scarce when compared to the 

attenuation ones. In fact, XPD measurements are expensive: they require more hardware, 

more calibration efforts and a considerable increase of data pre-processing and processing 

manpower. Also, as frequently it is not the principal degradation factor on a 

communication system, experimenters usually disregard cross-polarization discrimination 

measurements. 

Nevertheless, the characterization of depolarization can support a range of new services 

and/or satellite-based communication systems design techniques. If that is not the case, 

the measurement of complex depolarization ratios using phase-balanced receivers can be 

used as remote sensing equipments, improving the understanding of micro-structure of 

the propagation medium that is important for other modelling efforts. 

6.5 IMPLICATIONS OF ATMOSPHERIC DEPOLARIZATION ON THE 

DESIGN AND SPECTRUM MANAGEMENT OF HIGH SPECTRAL 

EFFICIENCY SPACE RADIO COMMUNICATION SYSTEMS 

The key on the fully exploitation of the radio system-capabilities rely on the effective, 

interference-free, use of the radio spectrum whose access shall be legal, fair and equitable. 

At the same time, the spectral resources are scarce, imposing the necessity for an efficient 

spectrum management policy that shall ensure the optimized use of the assigned 

bandwidth. The efficient spectrum management and the investment on spectral-efficient 

technologies further contribute to limit the system fixed operational costs. However, it has 

been reiterated that system-technologies optimizing the use of the radio spectrum by using 

frequency-reuse schemes and polarization diversity techniques are compromised by 

atmospheric depolarization. 

Inspired by Vasseur et al [334], Arnold et al [335], Jakoby and Rucker [336] and Mauri and 

Paraboni [337], in this section, an effort is made to exemplify how, from the propagation 

point of view, i.e. from the channel physical access point of view, it is possible to improve 

the system spectral efficiency. Other technologies at different system levels do contribute, 

of course, to the spectral efficiency, but they are out of the scope of this text. 

Without loss of generality, let’s consider a space station, transmitting to a given ground 

station at a given frequency. The same frequency may be reused by the space station to 

establish a different connection to a different ground station, far from the first. In this 

scenario, the same portion of spectrum is transmitted by the space station through 

different beams to serve different areas on the Earth surface by using different carriers, 

sharing the same frequency, transmitted through orthogonal polarizations, ensuring 

additional isolation among adjacent beams and preventing harmful interference between 



Chapter 6 

Atmospheric Depolarization for Space Communication Links 

 

 

Page | 194 

 

them [339]. A typical value for the required isolation is of 27 dB or, in other words, the 

interfering signal must be 27 dB below the wanted one so as not to cause harmful 

interference. A smilar scenario could be different systems such as close satellites, using 

orthogonal polarizations to increase the inter-system isolation [338]. 

This frequency-reuse scheme may be deployed separately or together with another 

exploiting the polarization diversity, where the same portion of spectrum may be 

transmitted by the space station antenna through orthogonal polarizations to cover the 

same geographical area. In such case, it is possible to double the channel capacity at the 

cost of a bigger investment on more complex hardware that may be amortized during the 

system operational life. A similar case could be two space stations flying in line-of-sight to 

the Earth station to which both shall transfer the data collected and sotred on-board. 

Typical values for the required discrimination between orthogonal polarized channels 

range from 30 to 35 dB. Although constituting a powerful solution for increasing the orbital 

and spectral efficiencies, the polarization diversity scheme, however, may experience 

difficulties when used on mobile satellite service links due to the high degree of polarization 

purity required that may not be feasible by small low-gain mobile Earth stations, eventually 

placed in urban complex environments [340]. 

Disregarding the system-induced interference, that is assumed to be mitigable or 

compensable, the frequency-reuse schemes and polarization diversity techniques, are 

subject to radio channel-induced interference caused by atmospheric scattering and 

depolarization that, together with atmospheric attenuation, defines their operational 

margin in what regards the contracted service availability and admissible interference 

levels. Whereas the atmospheric attenuation is responsible for reducing the carrier power, 

the atmospheric depolarization, by transferring the co-polar power to the cross-polar 

polarization (orthogonal to the first one), reduces the isolation between the two different 

channels, leading to interference between them. This is particularly important in the design 

and operation of mitigation techniques using adaptive power control to mitigate the 

atmospheric attenuation effects: a bigger power is required to overcome a higher 

attenuation to which is associated, as seen previously, a bigger atmospheric depolarization 

and so a smaller channels isolation. These aspects need to be considered in the framework 

of the communications systems frequency plan. 

In that context, the operational limits of either one of these technologies are determined 

by the joint cumulative probability distributions or the joint statistics of co-polar channel-

induced attenuation and channel-induced interference, measured by means of cross-

polarization discrimination, such that the operational region, where both the maximum 

fade margin � and the admissible interference level A are not exceeded, is the region 

satisfying the condition ��� � A ∩ �� < � . On the other hand, the system shall incur 

on failure or in non-compliance (harmful interference) when either the fade margin or the 
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interference level exceeds the corresponding desired or admissible threshold: this region 

satisfies the condition  ��� ≤ A ∪ �� ≥ �. 

In the figure below, the operational region for a hypothetical system operating at 

microwave-frequencies is presented for several admissible interference limits. 

 

Figure 6-7 Operational limits for a double-polarized Earth-space microwave link. 

If 25 dB is the maximum admissible interference level, the system shall be able to 

compensate for a fade up to about 11.5 dB to fully exploit its operational margin. This is 

the ideal situation when the system operational limits match the channel requirements. A 

compensation for either a bigger fade or interference margin would not result in an 

increase of the operational limits as the system is limited by the maximum admissible 

interference or attenuation respectively, due to either technical or regulatory restraints. 

Considering a system within the maximum interference level of 25 dB, and taking a model 

overestimating the XPD for the system design or performance assessment, such system 

would comply with the requirements, being, however, sub-dimensioned in what regards 

the fade margin. From the scope of the system design, because the expected required fade 

margin would be smaller than the fade margin restraints, the operator, in-line with an 

optimized design, would be wasting operational margin (that, in principle, would not be 

available), not fully exploiting the system capabilities, as it could. Ultimately, such 

underestimated predicted performance could be below the acceptable criteria to deploy 

the system that, in such case, for example, may require the allocation of additional spectral 
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resources. These challenges may define the spectrum planning and assignment policies and 

the systems operational limits as inspected in the framework of spectrum monitoring and 

control/enforcement actions. 

The assessment of the available operational margins is of central importance for the 

deployment of frequency-reuse schemes as they may double the traffic capacity in the 

framework of extremely demanding traffic environments as the one envisaged for IMT 

systems, where high-quality global and permanent connectivity is the target. 

Although simplified (because the system-induced XPD due, for instance, to the antenna, 

was assumed to be compensated and because the XPD and CPA were treted 

independently), this approach is realistic and it is one among other possible ones to 

illustrate the impact at system and regulatory levels of the propagation studies and, as it 

can be seen, any improvement on Earth-space radio communication systems is thus 

assisting a wide spectrum of systems and applications. Despite the challenges, the 

frequency-reuse schemes and the polarization diversity techniques are compatible and 

may be deployed, for example, in the framework of Earth observation and space research 

(including deep-space) data links. As a matter of fact, the science data links are critical as 

the performance of the mission relies, at that moment, on that link. More obvisouly, they 

may be also deployed in the access network of broadcasting and fixed satellite services or 

feeder links in the core network of either broadcasting, fixed or mobile satellite services 

[339], [340]. 

 



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 197 

 

7. CHAPTER 7 

CHARACTERIZATION AND 

MODELLING OF RAIN AND ICE 

EFFECTS ON ATMOSPHERIC 

DEPOLARIZATION 

7.1 INTRODUCTION 

The satellite communication systems, employing frequency-reuse schemes and/or 

polarization diversity to improve the spectral efficiency, see their performance 

compromised due to the depolarization-induced interference originated by the interaction 

between the radio wave and the hydrometeors found along the Earth-space propagation 

path, which are not spherical and additionally assume a preferred orientation [53], [72], 

[242]. 

In this scope, depolarization effects must be investigated considering especially 

frequencies higher than the Ku-band. The past assumptions need to be verified and the 

current reference models performance need to be evaluated. In order to do it so, the 

contributions to the radio channel depolarization (rain and ice) need to be first separated, 

individually considered and finally properly combined in a comprehensive manner. 
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7.2 PROPAGATION TIME SERIES 

With the exception of the atmospheric absorption peak at 22 GHz due to the water vapour, 

at Ka-band, the measured in-excess attenuation is largely caused by rain, whereas the 

effects of clouds and fog are quite limited. On the other hand, the measured XPD caused 

by non-spherical particles aloft in the atmosphere is due to rain and/or ice crystals [63]. In 

the following paragraphs, three examples are presented: one illustrative of ice-induced 

effects on XPD, other of rain effects and finally both populations contributing to the 

phenomenon. We will consider few significant event analyses by plotting: the attenuation 

time series, the XPD time series, the scatter plot of the attenuation and XPD and finally the 

polar plot of depolarization ratio. 

Recalling the XPD (dB) defined as follows: ���(U�) = 20 ��q(|�|) Equation 7-1 

where � is the complex depolarization ratio, its absolute value, 	, is the well-known cross-

polar to co-polar voltage ratio. An example of a day where it is possible to observe the ice 

effect on XPD is depicted in Figure 7-1. 

 

Figure 7-1 Events measured on 28th June 2012: Attenuation time series on top-left, XPD time series on top-

right, XPD-CPA scatterplot on bottom-left and polar plot of complex depolarization ratio on bottom-right. 
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As it is possible to see, the ice-induced XPD is due to differential phase shift through 

scattering, as can be realized on the polar plot, depicting the depolarization ratio aligned 

with the 90° phase as it is mostly imaginary. Moreover, the measured depolarization, 

reaching an XPD worse than 30 dB, as in the XPD time series, takes place in the absence of 

significant co-polar attenuation, as it can be seen comparing the two time series by means 

of their scatter-plot. 

On the other hand, the rain-induced XPD is caused by both differential phase shift and 

differential attenuation between the medium principal planes and along the propagation 

direction. Therefore, the depolarization ratio vector is distributed among the first quadrant 

of the polar plot [341]. 

In the example of Figure 7-2, several strong attenuation and depolarization events took 

place at the beginning of the afternoon. The attenuation reached values bigger than 20 dB, 

whereas the XPD got worse than 20 dB. 

 

Figure 7-2 Events on 11th October 2005. Attenuation time series on top-left, XPD time series on top-right, 

XPD-CPA scatterplot on bottom-left and polar plot of complex depolarization ratio on bottom-right. 
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The strong co-polar attenuation with a clear time correlation with XPD suggests a 

depolarization phenomenon caused mostly by rain. This conclusion is fully justified by 

observing the polar plot of depolarization ratio: the depolarization ratio now have a clear 

real part and the relative proportion between the real and imaginary parts changes. 

Two major distinct rain type contributions seem to be present: one type mainly 

contributing to the XPD by means of differential attenuation (depolarization ratio vector 

mostly real, and so with a smaller phase) and another type contributing with comparable 

differential attenuation and differential phase shift effects (depolarization ratio aligned 

around 45°). Lastly, a clear relationship between XPD and CPA is observed. 

Finally, it is also frequent the simultaneous occurrence of XPD events caused by both rain 

and ice particles, as in the example of Figure 7-3. As it is possible to see, two major XPD 

events took place, being the first one caused mainly by ice, during which the co-polar 

attenuation did not exceed 4 dB, and the second one by rain, where a maximum co-polar 

attenuation of 7 dB is observed. 

 

Figure 7-3 Events measured on 30th April 2012. Attenuation time series on top-left, XPD time series on top-

right, XPD-CPA scatterplot on bottom-left and polar plot of complex depolarization ratio on bottom-right. 
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In fact, the most depolarizing one is essentially caused by ice. In addition, we can observe 

a period during which the depolarization ratio assumed a negative imaginary part: the 

occurrence is quite common when ice seems to be the dominant population. 

Regardless the physical cause for XPD, the noise floor is reached around the XPD value of 

50 dB; therefore, values of XPD higher than 40 dB would be expected to be significantly 

dominated by noise. At the same time, depending on the physical cause of the XPD, the 

minimum XPD value (worst depolarization) shall be seen considering that under strong rain, 

and thus higher attenuation, the carrier-to-noise ratio is strongly reduced and thus the 

measurements are dominated by noise, whereas under ice effects the measured 

depolarization is less “noisy”. 

7.3 SEPARATION OF RAIN AND ICE CONTRIBUTIONS TO THE XPD 

Considering the Earth-space propagation channel as a cascade of two longitudinally 

homogenous layers (ice on top of rain), both characterized by having principal planes [16], 

it is possible to separate the two XPD contributions, by using the full channel transfer matrix 

measured using dual-polarized beacon signals. 

As mentioned before, Olympus [19], [20] and Italsat [16] satellites transmitted two 

orthogonal polarizations (switched at a rate of about 1000 Hz) enabling the measurement 

of the two co-polar and the two cross-polar signals at the ground station. On the other 

hand, unlike dual-polarized beacon sources, a single polarized beacon (available from 

several satellites, e.g. Ka-Sat, Alphasat, and Astra 3B) only allows the measurement of one 

co-polar and one cross-polar signal at the ground station. As single-polarized satellite 

beacons are abundantly available around the globe, and in the absence of dual-polarized 

satellite beacons over the same region, separation methods using only half of the resources 

of the space and ground segments seem to be the last resource for the practical assessment 

of the individual effects of rain and ice on the total depolarization, therefore they may be 

the key to unlock and enhance the depolarization studies on a global scale. 

Jorge and Rocha [341] briefly presented preliminary results of a method enabling the 

estimation of the ice and rain XPD components (Ice Contribution after Rain Assessment - 

ICaRA). This method, which uses the vector depolarization ratio, �, measured with a fully 

phase balanced receiver, is here explored to derive the contribution of each hydrometeors 

population from one year of measurements at Ka-band. The derived results are then used 

to develop a novel physical method where the direct retrieval of the ice contribution 

(DiRICo) is possible by considering the effect of the hydrometeors dielectric properties on 

the measured depolarization ratio vector. 



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 202 

 

7.3.1 Ice Contribution after Rain Assessment (ICaRA) 

7.3.1.1 Theoretical Development of the Method 

The reference year of 2009 was chosen here because it is statistically representative of the 

whole database, as shown in Figure 7-4 and Figure 7-5, which depict the complementary 

cumulative distribution functions of rainfall rate and in-excess attenuation, respectively, 

for 2009 and for the whole period from January 2005 up to December 2012. 

 

Figure 7-4 Complementary cumulative distribution function of rainfall rate in 2009 and during the period 

from January 2005 up to December 2012. 

 

Figure 7-5 Complementary cumulative distribution function of in-excess attenuation in 2009 and the period 

from January 2005 up to December 2012. 
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For the same periods, the cumulative distribution function of XPD is also shown in Figure 

7-6. 

 

Figure 7-6 Cumulative distribution function of the XPD in 2009 and the period from January 2005 up to 

December 2012. 

The XPD due to rain can be theoretically derived from the atmospheric transfer matrix 

presented in 6.3.1 by knowing the raindrop size distribution, the refractive index of 

raindrops and the link parameters. Considering the raindrops temperature of 20 oC, the 

refractive index based on the Debye model [289], the link geometry as described in Table 

3-1 and the raindrops shape described by the Morrison and Cross model [342], the forward 

scattering amplitudes 'c,F!!!!!!!" and 'X!!" were computed according to Equation 6-17 using the 

Point-Matching method [343], [284] as discussed in 4.3.1. 

Assuming the propagation channel as a cascade of two populations as described in 6.3.3, 

the rain layer can be described by three main physical approaches observed 

experimentally: a predominantly differential phase shifting layer, by considering the DSD 

of Joss/Waldvogel [159], [160] for drizzle rain, JD; an intermediate scenario, with 

comparable differential phase shift and differential attenuation by considering the DSD of 

Marshall and Palmer [157], MP, and a predominantly differential attenuating layer by 

considering the DSD of Joss/Waldvogel for thunderstorm rain, JT, as described in 4.3.3. For 

each DSD, the propagation constants along the planes I and II were calculated through 

Equation 6-16 and then the anisotropy through Equation 6-22, considering a slant path 

length � of 2 km. 
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Finally, the relationship between the real and the imaginary parts of the anisotropy, E, and �F  was proved to be accurately fitted by the following power-law based model: 4��E� = 0_QT�F¦ÙÆ2 + 0`QT�F¦¯Æ2 Equation 7-2 D��E� = 0_Rk�F¦Ù
3 + 0`Rk�F¦¯
3 Equation 7-3 

Table 7-1 and Table 7-2 show the retrieved parameters of the previous relationships, 

respectively, for each DSD. 

Table 7-1 Real component of anisotropy for each considered DSD. 

DSD ���4� 
 ñÁ�� ñ5�� ðÁ�� ð5�� 

JD 0.006791 0.0001662 1.185 0.02612 

JT -0.008283 0.02151 0.939 1.055 

MP 0.0195 -0.009623 1.089 1.031 

 

Table 7-2 Imaginary component of anisotropy for each considered DSD. 

DSD 6¿�4� 
 ñÁ6¿ ñ56¿ ðÁ6¿ ð56¿ 

JD -0.03133 0.05555 0.6892 0.7968 

JT 1.579 -1.559 0.9181 0.9199 

MP 0.1351 -0.1167 0.6238 0.5391 

 

The anisotropy, given by the previous equations, and the medium canting angle were then 

used to reconstruct the transfer matrix as a function of the attenuation and for different 

DSDs, which allowed the theoretical estimation of the complex polarization ratio �F,GHIJ for 

each type of rain through Equation 6-36. The theoretical �F,GHIJ for each type of rain is 

depicted in Figure 7-7. 

It is possible to observe that, for a given rain rate, the �F,GHIJ due to thunderstorm rain 

(composed by a larger number of bigger and less spherical raindrops) leads to the reduction 

of the imaginary part of the anisotropy relatively to the real part that increases due to the 

dominant contribution of the differential attenuation. The �F,GHIJ due to drizzle rain 

(composed by a larger number of smaller, and hence more spherical drops) has an 

important imaginary part due to the dominant contribution of the differential phase shift 

to the anisotropy. When considering a MP widespread rain, the differential attenuation 

and phase shift play a comparable role. 
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Figure 7-7 Theoretical complex depolarization ratio �F,GHIJ  for each considered DSD. 

Using the measured attenuation, the anisotropy is calculated using the derived 

relationships, which enables the prediction of the theoretical �F due to only rain (�F,GHIJ). 

Knowing the estimated �F,GHIJ together with the measured �F, due to rain and ice, allows 

the ice contribution �F,IST prediction by inverting Equation 6-71. 

7.3.1.2 Application on Real Scenario 

The case-study here discussed is an event recorded on the 1st January 2009, during which 

rain and ice depolarization occurred. The attenuation and ���F  (from now on referred as 

XPD) time series are depicted in Figure 7-8, where the ice presence is clear at the beginning 

and at the end of the event. 

 

Figure 7-8 Attenuation and XPD time series of the event of 1st January 2009. 
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In this example, the rain attenuation exceeds 23 dB for a corresponding XPD worse than 18 

dB. For the periods labelled as ice, the attenuation did not exceed 6.3 dB and the XPD did 

not become worse than 19 dB. The reason for the measured attenuation during the periods 

labelled as ice may be attributed to a possible rain population eventually present and 

contributing with a much-reduced anisotropy. Still, the phase of �F is around 90o and the 

measured attenuation does not justify the measured depolarization. Therefore, these 

periods are certainly dominated by ice, even if they are not pure ice. 

The time series of the components of the depolarization ratio �F are depicted in Figure 7-9: 

during the ‘ice periods’, the imaginary part is poorly correlated with the real one, contrary 

to what is observed during the ‘rainy periods’. 

 

Figure 7-9 Real and imaginary parts of the complex depolarization ratio �F for the event of 1st January 2009. 

 

The polar plot of the �F vector is presented in Figure 7-10, where the two contributions are 

now more evident. Given its lossless character, the ice contribution is along the 90o phase, 
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rain depolarization ratio �F,GHIJ. 
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Figure 7-10 Polar diagram of the measured depolarization ratio vector �F during the event of 1st January 

2009. 

 

By selecting the time intervals during which each type of rain is predominant, a more 

accurate description of the channel structure is possible due to a better estimation of the 

rain and ice contributions. As some options taken will affect the obtained medium 

description, the retrieved parameters are used to obtain again the depolarization ratio 
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sub-events would be generated in this example. On the other hand, there are much more 

complex events (not presented), requiring a careful analysis and its sub-division into more 

than 10 sub-events; in fact, the 265 propagation events considered on this study gave place 

to 1035 sub-events. Considering the structure of the event under discussion, the rain is 

isolated first on a sub-event. 

A cascade of two longitudinally homogeneous media with principal planes was assumed, 

where the particles are all equally aligned and whose dimensions and shapes are well 

described by the theoretical models discussed earlier. The particles can possibly oscillate, 

show dispersion in their orientation and may have distributions other than standard ones. 

In such conditions, the anisotropy shall be multiplied by a reduction factor, which 

sporadically can even be greater than 1. Because the �F is approximately proportional to 

the anisotropy, the anisotropy reduction factor was derived by fitting, with a second-order 

polynomial, the quotient between the measured and the theoretical values of the real part 

of �F (the imaginary component can be dominated by ice) as a function of the attenuation. 

To assess the accuracy of the reduction factor, the average value and standard deviation of 

the difference between the measured and the theoretical (after reduction) values of the 

real part of �F were calculated. For the considered event (1st January 2009), the MP DSD 

minimized the error, proving to describe better the rain contribution alone. The anisotropy 

reduction factor considering the MP DSD is depicted in Figure 7-11. 

 

 

Figure 7-11 Anisotropy reduction factor for the rain contribution for the event of 1st January 2009 

considering a Marshall and Palmer DSD. 
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The observed behaviour shows a medium that is constantly evolving as observed by other 

researchers [282]. Changes on DSDs, drop vibration, wind shear affecting drop orientation 

and presence of melting particles are possible causes for the observed variations. 

Using the MP distribution to describe the rain contribution, the theoretical predicted (after 

applying the reduction factor) �F,GHIJ and the imaginary part of �F,IST (retrieved by 

inverting Equation 6-71), are used to reconstruct the total complex depolarization ratio �F 

to be compared to the measured one. 

The polar diagrams of the measured and reconstructed �F, depicted in Figure 7-12, have 

evident similarities. This verification confirms that the rain and ice population parameters 

obtained from the retrieval procedure approach –such as the rain reduction factor 

(function of the attenuation) and neglecting a possible residual real part in the ice retrieval- 

are able to describe the measurements. 

 

Figure 7-12 Rain contribution: measured and reconstructed complex depolarization ratio �F after 

classification as MP DSD for the event of 1st January 2009. 

The depolarization ratio components and the XPD are also depicted in Figure 7-13, where 
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Figure 7-13 Measured and reconstructed complex depolarization ratio components and XPD after 

classification as MP DSD for the event of 1st January 2009. 

 

Since the drizzle rain type is characterized by a strong component of differential phase shift, 

ice can be misinterpreted as drizzle rain. In that case, the rain component is overestimated 

and the real component of �F,IST becomes negative, not allowing an accurate event 

reconstruction. On the other hand, drizzle rain classified as ice could lead to the 

overestimation of the ice component, and the real part of �F would be underestimated, 

compromising again the event reconstruction. 
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is always near zero as it can be seen in Figure 7-14. 
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neglected as it was previously mentioned), as it can be seen on the left in Figure 7-15. 
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Figure 7-14 Anisotropy reduction factor for the ice contributions is forced to zero at the beginning of the 

event of 1st January 2009 (top plot) and automatically computed at the end of the same event (bottom 

plot). 

 

Figure 7-15 Polar diagram of the measured and reconstructed complex depolarization ratio �F due to ice 

for the event of 1st January 2009: left at the beginning of the event and right at the end of the event. 

The measured �F at the end of the event can, however, have some residual rain 

contribution and therefore the non-zero reduction factor was used. The reconstructed �F 

vector is depicted on the right of Figure 7-15, where it is possible to see that the shape of 

the measured �F vector is preserved. 

The imaginary part of �F and the XPD, considering both the measured and reconstructed 

data, are plotted in Figure 7-16, where a very good agreement is evident. 
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Figure 7-16 Measured and reconstructed complex depolarization ratio components and XPD after 

employing the anisotropy reduction factors for the event of 1st January 2009. 

 

7.3.1.3 Experimental Results 

The measured XPD conditioned to co-polar attenuation is depicted in Figure 7-17, where 

all the 265 events of the year are considered. The resolution used in this and future joint 

XPD-CPA histograms, XPD CDFs and CPA CCDFs, except if said otherwise, is of 0.5 dB for 

XPD and 0.2 dB for CPA. It can be observed that the XPD is poorly correlated with the 

attenuation up to about 10 dB, so a relevant ice contribution to the total XPD is clear. 

After applying the method as described earlier, to the full data-set of 265 events (most of 
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(1.1 %) with XPD lower than 40 dB, 64.5 % of the time was classified as ‘ice period’ and 35.5 

% as ‘rainy period’. In the latter 35.5 %, the rain was classified as MP for the 52.8 % of the 

time, as JD for the 36.6 % and as JT for the 10.6 %. 
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Figure 7-17 XPD conditioned to co-polar attenuation for all events. 

The data from events classified as dominated by ice are depicted in Figure 7-18 and those 

classified as dominated by rain in Figure 7-19. As it is possible to see, the ice events are 

characterized by lower attenuation values, whereas the rain events by the relationship 

between rain-induced XPD and co-polar attenuation (the so-called XPD-CPA relationship). 

 

Figure 7-18 XPD conditioned to the co-polar attenuation for the ice events. 

Figure 7-20 shows the bi-dimensional histogram of the measured and reconstructed XPD, 

together with the conditioned average value: it is evident an excellent agreement between 

the two quantities. The observed dispersion is due to either some erroneous classification 

or to the method limitations. 
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Figure 7-19 XPD conditioned to the co-polar attenuation for the rain events. 

Nevertheless, these occurrences are quite limited as shown by the conditioned average 

curve, except for XPD lower than 19 dB, for which the number of points is scarce. 

Furthermore, considering the XPD higher than 20 dB, the average standard deviation is very 

low (0.68 dB). 

 

Figure 7-20 Reconstructed XPD conditioned to the corresponding measured XPD. 

Figure 7-21 shows the bi-dimensional histogram, together with the conditioned average 

value, of the ice-induced XPD during rain events in presence also of ice. Figure 7-22 shows 

the same plot but for the rain-induced XPD. 
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Figure 7-21 Ice XPD conditioned to the co-polar attenuation for the rain events also in presence of ice. 

It clearly seems that the ice-induced XPD in presence of rain gives a small contribution to 

the total measured XPD. Indeed, this evidence is confirmed by the small difference 

between the average XPD-CPA relationship of the rain events (data of Figure 7-19) and the 

average XPD-CPA relationship of the rain-induced XPD in the presence also of ice (data of 

Figure 7-22). The two averages are depicted in both pictures. 

 

Figure 7-22 Rain XPD conditioned to the co-polar attenuation for the rain events in presence also of ice. 

In order to further improve these results, the rain-classified events for which the ice XPD is 

mostly larger than the corresponding rain XPD, have been re-classified as ice events. At the 

end, out of the 96.4 hours in a year (1.1 %) during which the XPD is lower than 40 dB, 73.3 
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% is classified as ‘ice period’, whereas 26.7 % as ‘rainy period’ (57.9 % with MP DSD, 31.1 % 

with JD and 11.0 % with JT). 

Figure 7-23 shows the XPD-CPA histogram for the ice-classified events, which, of course, 

contains more data than the histogram in Figure 7-18. 

 

Figure 7-23 XPD conditioned to the co-polar attenuation for the ice events after re-classification. 

The opposite is observed when considering the histogram of the events classified as rain of 

Figure 7-24 when compared to that of Figure 7-19. 

 

Figure 7-24 XPD conditioned to the co-polar attenuation for the rain events after re-classification. 

The ice XPD, during rain events with also ice, has now an even more limited impact on total 

XPD, as shown in Figure 7-25. This is confirmed also by comparing Figure 7-26, which shows 
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the rain XPD during rain events in the presence also of ice, and Figure 7-22: the average 

curves are very close except for a very limited attenuation range. Nevertheless, this is 

actually the worst scenario, when the ice and rain populations are aligned, such that the 

depolarization ratios of the two populations just add up. 

 

Figure 7-25 Ice XPD conditioned to the co-polar attenuation for the rain events in presence also of ice, after 

re-classification. 

 

Figure 7-26 Rain XPD conditioned to the co-polar attenuation for the rain events in presence also of ice, 

after re-classification. 

Figure 7-27 depicts the rain anisotropy reduction factor, �(�), which decreases with 

attenuation. The best fitting of its average value (also depicted) is given by: �(�) = 1.24 ∙ ��[.Ä7∙Ø + 0.63 Equation 7-4 
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Figure 7-27 Rain anisotropy reduction factor as a function of attenuation. 

7.3.2 Direct Retrieval of the Ice Contribution (DiRICo) 

A meticulous and time-consuming analysis of all experimental measured events and 

possibly sub-events is not feasible for long data sets. 

Based on the results presented in 7.3.1, it is reasonable to assume that the ice anisotropy 

is independent of the rain anisotropy and it can be either positive or negative, so they can 

be either added or subtracted. Under these conditions, considering Equation 6-71 it means 

that, on the average, the measured �F due to rain would match �F,GHIJ and it would be 

possible to consider a simpler propagation channel with only one dominant contribution at 

a given instant. 

This hypothesis is confirmed by Figure 7-28 showing that the imaginary part of �F,IST is 

normally distributed around a very small mean value of 0.0026, equivalent to 52 dB, that is 

well below the dynamic range of the experimental equipment. 

Considering the described scenario, where only one dominant population takes place along 

the propagation channel, the separation of the two contributions to the total 

depolarization can be addressed considering the signature of the dielectric properties of 

the contributing populations to the measured �F. 

7.3.2.1 Method Description and Demonstration 

Assuming a linear polarization for the incident electric field, the theoretical polar diagram 

of the complex depolarization ratio, �, originated by an ice population of constant 

anisotropy and for a canting angle ranging from -90° to 90° is depicted in Figure 7-29. 
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As the ice-induced depolarization is mainly due to differential phase shift, � is mostly 

imaginary and thus it is aligned along the imaginary axis in the complex plane. 

 

Figure 7-28 Distribution of the imaginary part of the ice complex depolarization ratio δ concurrent with rain. 

 

Figure 7-29 Theoretical complex depolarization ratio due to ice δ for a constant anisotropy and a medium 

canting angle ranging from -90° to 90°. 

Figure 7-30 shows the � diagram of one event recorded on 13rd November 2009 that can 

be compared to the theoretical one of Figure 7-29. The ice-induced depolarization takes 

place in the context of a thunderstorm, where electric fields change the ice crystals 

alignment, inducing fast changes in the imaginary part of � [63]. 

δ
H,ice

 (imaginary part)

-0.12 -0.1 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08

C
o
u
n
ts

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

Data

σ=0.011912 µ=0.0026443

0.05

0.1

0.15

30

210

60

240

90

270

120

300

150

330

180 0

D=0.2i and [-90º,90º]



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 220 

 

 

Figure 7-30 The complex depolarization ratio δ due to ice for one event on 13th November 2009. 
 

The similarity between the theoretical predictions and the experimental observations is 

evident. Therefore, under the assumption of a single-population, the ice population can be 

directly separated from the rain by identifying the � phase, K, within a suitable interval 

around ±90°. 

The values of the absolute phase of � conditioned to the type of rain, as classified using 

ICaRA, can be assessed by inspecting Figure 7-31. 

 

Figure 7-31 Absolute phase of δ due to rain conditioned to the type (JD, MP and JT) of rain. 
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The distribution of the absolute phase of � is nearly symmetrical and, for reference, the 

fitted Gaussian distributions have been also plotted; they have average values equal to 71°, 

62° and 44° and standard deviations (showing a significant dispersion) equal to 12°, 12° and 

16° for JD, MP and JT DSDs, respectively. 

For ice events, the � absolute phase presents an average value of 84° and a standard 

deviation of almost 10°. The mean of the experimental phase is slightly different from 90°, 

not only due to possible beacon receiver phase balance accuracy (estimated to be ±2.5°), 

but also likely due to other more complex channel structure cases. In fact, it can be noticed 

in Figure 7-29 that the � due to ice is not exactly imaginary. 

The complementary cumulative distribution function of the absolute phase of � for ice 

events in Figure 7-32 shows that |K| assumes a value higher than 72o in more than 90% of 

the cases. An angular threshold (AT) of 72° seems thus appropriate to separate the ice and 

rain events. 

 

Figure 7-32 Absolute phase of δ due to ice during ice events. 
 

A validation is anyway needed, since a too small angle would lead to the overestimation of 

the ice component, while, on the other hand, a too large angle would mix rain and ice 

components. Therefore, an event-based careful analysis was then carried out, assuming 

the ice � phase (o) to be in the range [AT, (180-AT)] and [(-180+AT), -AT]. 

Figure 7-33 depicts an example for the event of 1st January 2009 using the case-study AT = 

75°. After considering all the events during the year 2009, the obtained AT average value is 

72° with a standard deviation of 4°. 
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Figure 7-33 Separation of the ice and rain components employing AT = 75° for the event of 1st January 2009. 

7.3.2.2 Experimental Results 

After applying the DiRICo method as just described, with AT = 72°, the phase of � due to 

ice presented an average value of 85.0° and a standard deviation of 6.9°, values that are in 

good agreement with the results of the ICaRA method. Moreover, out of 1.1 % of the time 

that the XPD is lower than 40 dB, 71.6 % of the time was classified as ‘ice period’, whereas 

28.4 % was classified as ‘rainy period’. These values are also concordant with the results 

found earlier with ICaRA. 

The events classified by DiRICo as ice and as rain, are depicted in Figure 7-34 and Figure 

7-35, respectively. In these figures, the average values of XPD conditioned to CPA and 

retrieved using both methods, are additionally plotted and their comparison confirms a 

very good agreement. 

The ICaRA and DiRICo methods require experimental data collected with linearly polarized 

beacons, and receivers able to perform cross-polar absolute phase measurements. Data 

collected from circular polarized beacons are not suitable as the phase of the 

depolarization ratio depends on the medium canting angle. 

Both methods are applicable, at least, up to 50 GHz since they rely on the complex 

depolarization ratio, whose phase is directly related to the dielectric properties of ice and 

water whose relation with the frequency is well established in literature, and on the 

physical description of the propagation medium that has been supported experimentally 

by all data collected during the Olympus and ITALSAT campaigns carried out from 12 to 50 

GHz. 
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Figure 7-34 XPD conditioned to co-polar attenuation (ice events). 

 

Figure 7-35 XPD conditioned to co-polar attenuation (rain events). 

The ICaRA is an event-by-event physically based method that requires a suitable choice of 

the type of rain DSD so that the climatic factors are automatically included in the retrieval 

procedure. Besides that, the standard DSDs have already proved experimentally to describe 

the rain population [344]. 
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The DiRICo method is based on a classification using the depolarization ratio phase, and 

relies on an adequate phase threshold to distinguish rain and ice population. As the 

complex rain anisotropy increases with frequency and the real part increases with respect 

to the imaginary part, a split-apart of the depolarization ratio of rain and ice is expected as 

the frequency increases, making the separation of the two populations simpler. On the 

other hand, at lower frequency-bands and in regions with rain populations having drop 

sizes that exhibit a largely dominating imaginary anisotropy, the method may not be so 

effective. The method should then be adequate for frequencies from 20 GHz (Ka-band) up 

to 50 GHz (Q/V-band), where the already mentioned experimental data confirms the 

behaviour of the two populations. 

Finally, both of these methods overcome the drawbacks of the previous approaches. No 

attenuation threshold is imposed for the separation, and so the lighter rain events are not 

excluded nor are necessarily classified as ice. In addition, events dominated by ice in the 

presence of rain are not necessarily classified as rain and no imposition is forced for the 

apparent relationship between XPD and co-polar attenuation to identify the rain events 

from the ice-dominated ones. They do not enable the extraction of the quasi-physical 

medium parameters, but they definitely enable the extraction of the weights of the 

contributions to the overall depolarization, which is a possible approach to the modelling 

activities. 

7.3.3 Massive Extraction of Rain and Ice Contributions to the XPD 

The DiRICo was applied, on the daily-basis, to the entire database. A suitable angular 

threshold was chosen for each case. This way, the massive extraction of the rain and ice 

contributions to the XPD took place and the weight of each population was obtained. 

It is expected that the ice can occur in the absence of significant attenuation, as for example 

in Figure 7-36. With effect, in this ice-induced XPD event no significant attenuation is 

observed, whereas a strong depolarization takes place. The depolarization ratio vector 

aligns with the phase of 90o and no correlation is found between co-polar attenuation and 

XPD. 

On the other hand, more complex ice-induced XPD events may take place. For example, in 

Figure 7-37 the depolarization ratio also aligns with the 90o phase for several XPD events, 

no clear correlation is found in the XPD-CPA plane, but there is ice in the presence of some 

(small) co-polar attenuation causing a significant depolarization. In this picture, it is also 

interesting to observe that some attenuation can be observed in the absence of XPD. In 

these cases, small spherical rain droplets and/or no clear alignment of the particles in the 

atmosphere is taking place to observe any depolarization, but their presence still cause the 

absorption and scattering of the radiowave, and thus attenuation. 



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 225 

 

 

Figure 7-36 Application of DiRICo method on a pure ice-induced event. 

 

In Figure 7-38 a rain-induced XPD event is depicted. A significant depolarization is observed 

for a moderate co-polar attenuation. A clear relationship between these two parameters 

is evident, and in this example it seems that rain depolarization of 40 dB is in the range of 

1.5-2.9 dB of attenuation. The polar plot of the depolarization ratio vector is in the first 

quadrant. 

Several rain-induced XPD events are also depicted in Figure 7-39. There are events of high 

co-polar attenuation, for which also a strong depolarization is measured, and there are 

events of moderate and lower attenuation, for which also a reduced depolarization is 

noticed. Consequently, a good correlation is found between co-polar attenuation and XPD. 

The polar plot of the depolarization ratio vector also shows a distribution in the first-

quadrant. 
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Figure 7-37 Application of DiRICo method on several ice-induced events. 

These are, of course, regular situations where the classification is simple. However, that is 

not always the case. Figure 7-40 presents an XPD event composed by both rain and ice. A 

traditional approach separating the contributions using a (reduced) attenuation threshold 

would clearly underestimate the rain. On the other hand, identifying the rain component 

by means of its XPD-CPA expected relationship would severely contaminate the rain with 

ice. 

By employing DiRICo, it is possible to see that rain departs from the ice pattern in the polar 

representation of the depolarization ratio vector. The separation of the two components 

by means of DiRICo results in the classification shown in the remaining figures. For example, 

the clear relationship between XPD and CPA in the case of the rain component is evident. 

Still in the XPD-CPA plane, behind the rain there is some ice contribution, putting in 

evidence the capability of the method for separating the simultaneous occurrence of both 

contributions. 
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Figure 7-38 Application of DiRICo method on a rain-induced event. 

 

The rain is clearly associated with the occurrence of the biggest attenuation in the time 

series, but also to the occurrence of some lower attenuation peaks. The ice is present 

during reduced attenuation periods and sporadically in some instants of moderate 

attenuation peaks. 

Another example is depicted in Figure 7-41, where multiple events take place. As it is 

possible to see, relationship between XPD-CPA for rain naturally appears as a consequence 

of the application of DiRICo; from the attenuation and XPD time series it is also possible to 

see that rain is classified whenever the attenuation and XPD are strong, whereas ice is 

classified when they are not correlated. 
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Figure 7-39 Application of DiRICo method on several rain-induced events. 

 

These results further state the potential of DiRICo to identify and separate the two 

populations in the context of either single or multiple events of either one of the types of 

hydrometeors and under different and complex physical processes causing the 

phenomenon, putting in evidence the robustness of the method facing the natural 

dynamics of the channel structure. 

7.4 LONG-TERM PREDICTION OF XPD 

After the massive classification and retrieval of the contributions to the XPD, the focus is 

on modelling the depolarization by reviewing and testing the reference existing models and 

on their improvement. 
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Figure 7-40 Application of DiRICo method on a rain and ice composed event. 

 

7.4.1 First-order Modelling and Contributions Combination 

7.4.1.1 ITU Model Testing and Improvement 

The CDF of XPD can be predicted from the model recommended on ITU-R P.618 described 

earlier in 6.4. Thought it is based on an approach for the prediction of the XPD-CPA 

relationship, it is actually strictly recommended to be used for the estimation of the not-

exceeded XPD in an average year from the exceeded rain attenuation for the same time 

percentage. 

The ice crystals effect is taken into account by combining an empirical factor on the 

equiprobable basis. This model is not updated since, at least, the 80s, as it can be traced 

back to CCIR Report 564-3 from 1986 using CCIR SG5 Doc. 5/157 (Rev. 1) from 1983 [345]. 
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Figure 7-41 Application of DiRICo method on several a rain and ice composed events. 

For the revision and improvement of this model, the results obtained from the application 

of ICaRA were explored and used, namely after the re-classification above discussed, so 

each event could be classified as mainly due to either ice or rain. The general validity of 

these results is confirmed by the fact that the propagation characteristics of 2009 are close 

to the long-term period ones, as shown previously in Figure 7-5 and Figure 7-6, where the 

CCDF of rain attenuation and the CDF of XPD are plotted for 2009 and for 8 years database. 

Moreover, also the exceeded rainfall rate in 2009 is close to the long-term one, as seen in 

Figure 7-4, therefore, the influence of rain on the total (typical) measured XPD is expected 

to be typical, and thus shall be the ice one. 

The measured CCDF of rain attenuation, the measured CDF of XPD and the XPD predictions 

provided by the referred model, accordingly to the link specifications of Table 3-1, are 

depicted in Figure 7-42 and Figure 7-43. 
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Figure 7-42 First-order statistics of rain attenuation measured at Ka-band (full database), scaled to the V-

band and measured in 2009. 

 

Figure 7-43 First-order statistics of XPD measured at Ka-band (full database), scaled to the V-band and 

measured in 2009. 

It is possible to observe that the ITU-R model always over-predicts the measured XPD, 

therefore the model improvement is required. 

In order to do that, the rain and ice classified events are used so that the attenuation-

dependent parameter (which largely determines the shape of the XPD curve) is verified 

first and then the ice-dependent term is improved. 

The CDF of total XPD and of each contribution, in 2009, are depicted in Figure 7-44. 
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Figure 7-44 CDF of XPD measured at Ka-band in 2009, the CDF of its contributions, the ITU R P.618-13 §4.1 

model predictions and their improvement. 

As it is possible to see, the ice contribution dominates the XPD distribution from 40 dB to 

20 dB, whereas the rain contribution becomes more important for XPD values lower than 

20 dB. The rain-induced XPD is worse than 40 dB for 0.3 % of the time, whereas the ice-

induced one is worse than 40 dB for 0.8 %. 

In what concerns the rain-induced XPD, it turns clear that its CDF is overestimated by the 

ITU-R model. In order to improve the prediction, the attenuation-dependent term Ø  was 

derived from the data by inverting Equation 6-73, as it is shown in Figure 7-45. 

 

Figure 7-45 Ø parameter as predicted by the ITU-R model, extracted from data and the improved version. 
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It is possible to see that the parameter Ø, derived from the measured data, is significantly 

lower than the ITU-R one, which is given by: Ø = �(') ��q��×� Equation 7-5 

where �(') is a multiplicative frequency-dependent factor, f is the frequency (GHz) and �× 

is the rain attenuation exceeded for p% of the time. Better results are achieved by using a 

modified expression (considering a rain anisotropy reduction factor): Ø̅ = �(') ��q�0.65 ∙ �×� Equation 7-6 

The achieved improvement, in predicting the CDF of the rain-induced XPD by using the 

previous expression, can be assessed in Figure 7-44. The improved parameter enables a 

much more accurate prediction of the rain contribution comparatively to its original 

version. In order to quantify its performance, the absolute value of the logarithmic error 

was calculated for each time percentage as follows: 

� = ���q l �	�U��+���ã�
�#	����+n� × 100  Equation 7-7 

The root-mean-square (RMSE) and standard deviation values of � for the ITU-R model are 

respectively 14.0 and 4.2; the two parameters are significantly smaller (2.2 and 1.0, 

respectively) when the improved model is considered. 

After the improvement of the rain-induced XPD, it is possible to improve the ice-dependent 

term. The parameter IST in ITU-R model is given by: 

IST = ���GHIJ × (0.3 + 0.1 × ��q(>))2  Equation 7-8 

The same parameter can be retrieved from the data by inverting: ���× = ���GHIJ − IST Equation 7-9 

and, dividing it by the measured rain-induced XPD, it is possible to calculate: IST���GHIJ = 1 − ���×���GHIJ Equation 7-10 

By fitting the experimental results in Figure 7-46, better results are achieved by using a 

modified expression for IST: 

I̅ST = ���GHIJ × (0.55 + 0.17 × ��q(>))2  Equation 7-11 

Figure 7-47 shows the total XPD predicted by using the measured rain-induced XPD and the 

modelled contribution of ice as above presented. As it can be seen, the new predictions 

follow quite well the measured XPD. 
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Figure 7-46 IST  extracted from data and its modelling. 

 

Figure 7-47 Total XPD measured in 2009 and its prediction using the modelled I̅ST  parameter. 

Finally, making use of the new Ø̅ and I̅ST parameters, the expressions Equation 6-73 and 

Equation 7-9 were used to predict the CDF of total XPD as presented in Figure 7-48, where 

also the ITU-R model predictions are depicted. It is evident the significant improvement 

achieved. The RMSE and standard deviation (STD) values of Equation 7-7 are 7.9 and 5.7, 

respectively, for the ITU-R model and 3.0 and 1.5, respectively, for the improved model as 

presented in Figure 7-49. 
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Figure 7-48 Total XPD in 2009, predictions according to the original ITU-R P.618-13 §4.1 model and 

prediction after the model improvement. 

 
Figure 7-49 XPD CDF model predictions evaluation. 

The approach just followed for modelling the CDF of XPD seems to imply, somehow, a full 

correlation between the occurrence of rain and ice with an ice factor that is function of 

both the time percentage and the rain-induced XPD magnitude. In fact, that is not an 

accurate assumption as it is possible to occur pure ice events in the absence of rain. Only 

the rain events will have, in major or minor intensity, rain and ice contributions together, 

and thus only on these cases the equiprobability would apply. However, even if empirical 

and limited to the climatic conditions underlying it, the ITU proposed approach is 

convenient because from the rain contribution the total XPD is obtained. 
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7.4.1.2 Combination of Rain and Ice XPD and Extension of DiRICo 

Applicability 

By employing DiRICo and an “equimagnitude” principle, similar results could have been 

derived, as it can be seen in Figure 7-50. The XPD of rain events follows closely the XPD 

caused only by rain (the rain contribution dominates the ice one). Consequently, the XPD 

caused by ice in the presence of rain has a quite limited impact on the total ice contribution: 

the probability of the XPD to be less than 40 dB due to ice concurrent with rain is of 0.1 %. 

 

Figure 7-50 Comparison between DiRICo and ICaRA performances on XPD CDF modelling (data of 2009). 

By neglecting this contribution, the only contribution to the CDF of ice XPD are the ice 

events; in this case, the largest absolute difference (that is 0.1 %) on the estimated 

probability is for the probability of ice XPD not exceeding the XPD value of 40 dB, meaning 

a relative error of about 9 %. This is the reason why the ice-classified events were used for 

the ITU model improvement and it supports the observation made before: the weight of 

the ice in the presence of rain is reduced and it can be neglected by accepting a small error. 

In this case the major source contributing to the overall XPD at each instant can be 

assumed, either ice or rain. 

XPD(dB)

10 15 20 25 30 35 40

T
im

e
(%

)

10-3

10-2

10-1

100

Total XPD (ICaRA)

XPD: Ice Events (ICaRA)

XPD: Rain Events (ICaRA)

Rain Contribution (ICaRA)

Total Ice Contribution (ICaRA)

Ice Concurrent with Rain (ICaRA)

Total XPD (DiRICo)

XPD: Ice Events (DiRICo)

XPD: Rain Events (DiRICo)

Improved Model: XPD
ra in

Improved Model: XPD
p
=XPD

ra in
 - C

ice

ITU Model: XPD
p



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 237 

 

Having said that, the results from using DiRICo over the same dataset are depicted in Figure 

7-50. The difference observed on total XPD is due to the fact that under the development 

of the separation methods and consequently during the improvement of the above 

presented model, filtered data (low-pass filter with cut-off frequency of 0.025 Hz) have 

been used, whereas the results here depicted regarding the DiRICo are obtained from non-

filtered data. As seen, the impact of filtering is mainly removing noise from worse XPD 

values and especially those associated to the rain contribution: the carrier-to-noise ratio is 

quite reduced due to rain-induced attenuation. This impact is not seen when considering 

the ice contribution that is measured in the absence of significant attenuation. 

The CDF of ice-induced XPD using DiRICo lies between the one obtained for the total XPD 

due to ice (ice events and ice in the presence of rain) and the one obtained for the XPD due 

to ice events only for the not exceeded XPD of 40 dB, following the last one quite closely 

for worse XPD values. The same happens when considering the CDF of rain-induced XPD. 

These results extend the validity of DiRICo for, not only the prediction of the XPD-CPA 

relationships of each contribution to the XPD, but also their corresponding CDFs. 

7.4.1.3 Modelling of Ice-induced XPD 

For the physical modelling of ice-induced XPD, the model for the prediction of ice 

anisotropy [304] may considered, so it might replace the empirical factor accounting for 

the ice effects on the ITU model. However, many unknowns have to be addressed. 

Immediately the model assumes ice crystals composing cirrus-type clouds with the shape 

of needles whereas, not only it is possible to find ice in the framework of other types of 

clouds, as also plates are assumed to be an important source for the XPD due to ice. These 

are already two simplifications in a context where actually complex weather processes are 

underlying a wide variety of clouds shapes, dimensions and compositions where a range of 

ice crystals shapes and sizes takes place. 

For example, in maritime climates the air masses contain relatively few dust particles nuclei 

on which either ice or rain grow. On the other hand, in continental climates there are many 

nuclei. Considering the same water vapour content, the maritime climate would lead to the 

formation of a smaller number of ice crystals comparatively to a continental climate. On 

the other hand, given the saturation of the air in the maritime climate, the smaller number 

of crystals will grow bigger and with more complex shapes than those in a continental 

climate, that shall be smaller and with more regular shapes. Therefore, it is presumable 

that the bigger ice crystals in the maritime climate will depolarize more than those smaller 

and more regular in a continental climate, even if the ice content is the same [300], putting 

in evidence the limited validity of the equiprobable relationship between ice content and 

depolarization intensity. Nevertheless, being a measure of the total amount of ice in the 

propagation path, the total ice content is convenient as it enables the reduction of the 
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number of unknowns by avoiding the determination of the ice particle density, the 

thickness of the ice cloud and the average particle volume. 

Even though, then it is necessary to consider the particles orientation, shape and aspect 

ratio, in the case of the model in discussion, of needles. Whilst the orientation may be 

assumed random in the horizontal plane, the aspect ratio has revealed quite difficult to 

find. Regardless that, it seems that under a supersaturated atmosphere, the ice crystals 

tend to grow more asymmetrical than under a less saturated atmosphere, when they tend 

to grow more spherical. Aspect ratios of 10 in the former and of 2 in the later have been 

reported [346]. In addition, the natural growing process of ice crystals seems to lead them 

to assume a random orientation, where bigger ice crystals are related mainly to the 

aggregation of smaller crystals. The water vapour deposition would become important in 

the presence of liquid water leading to the development of highly aligned crystals. More 

about the growing process of ice can be found in [347]. In comparison, an aspect ratio of 

100 for either plates or needles is reported “not exceptional” [348]. 

A comprehensive review of past models for the aspect ratio of several types of crystals is 

reported in [53] and [349]. In the latter, the ice properties were studied according to the 

temperature and geographical location: tropics, mid-latitudes and artic. The maximum 

aspect ratio of 15.77 was found for the dataset of mid-latitudes, rich on columns and 

needles. For this dataset, the average aspect ratio of columns in the temperature range of 

-10 to 0 oC seems to be around 5.5 to 6, and for smaller temperatures around 2.5, putting 

in evidence the dependency of the shape and size for the same type of ice crystals with 

temperature (an exhaustive review of the ice habits is also in [350]). Similar conclusions 

follow from [351] and comparable (median) values (14 and 16; 9 and 13) have been 

observed for prisms and oblate ice crystals respectively [352]. The canting angle of ice 

showed a median standard deviation of 12° and 17o, in line with previous studies. For 

completeness, several aspects of ice crystals are studied using a LIDAR in [353]. 

The ice crystals size seem to go from some microns to 2 mm [53], [354] and the relationship 

between width, @, and length, �, of a single ice needle is reported by Auer and Veal [355], 

in line with previous results [356]: @ = 1.099�[.�_[Ä7 Equation 7-12 

The consequent �/@ relationship is depicted in Figure 7-51. 

Considering that needles, for all the effects, are cylindrical [355], it may be reasonable to 

assume that their aspect ratio shall not differ too much from the aspect ratios found for 

long columns. Therefore, from the above mentioned studies and considering the 

temperate continental, but with maritime-influence, climate in Aveiro, it seems reasonable 

to assume simpler ice shapes, in-line with the typical shapes growing under temperate 

temperature, eventual prone to grow bigger, given the saturation of the air in the coastal 

region, with an aspect ratio of 5.5, in line with [346] and [349] for needles with length of 
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about 100 &� [355], randomly distributed on the horizontal plane as a consequence of 

their natural growing process [346], as systematically assumed by several authors. The 

random distribution on the horizontal plane has also been corroborated by beacon 

measurements [357]. 

 

Figure 7-51 Aspect ratio of ice needles. 

The total cloud ice content is available in the form of digital maps derived from ERA40 

database and it can be retrieved by performing a bilinear interpolation on the geographical 

coordinates of the desired location. For Aveiro it is depicted in Figure 7-52. 

 

Figure 7-52 Annual exceeded total cloud ice content in Aveiro. 
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The maps provide a minimum exceeded time percentage of 0.1 %. In order to extend the 

modelling activity to smaller percentages, the available total ice content up to 2 % was used 

to find an extrapolating model: D = −0.04 (��q >) − 0.24(��q >)` − 0.52(��q >) + 0.62 Equation 7-13 

This model is superimposed on the data in Figure 7-52 and seems to follow well the trend 

of the data distribution for the extrapolated time percentages. 

Following these results and considering a pure real electric permittivity for ice given by the 

model described in 6.3.2, the Paraboni/Martellucci et al model [357] has been 

implemented for the link and beacon specifications of Eutelsat 13A satellite described in 

3.3. The model proved to be quite sensitive with regard to the ice needles aspect ratio, thus 

providing easily a strong overestimation of the phenomenon. 

 

Figure 7-53 Paraboni/Martellucci et al model implementation assuming needles randomly oriented in the 

horizontal plane and considering the link specifications of Eutelsat 13A as seen from Aveiro. 

As it is possible to see, the model requires aspect ratios close to the unity and, for a very 

small change on that, it may result on catastrophic predictions. This behaviour might be 

improved when using bigger aspect ratios, but only for some of the configurations 

considered for the ice crystals orientation: random, aligned along the propagation direction 

and aligned perpendicularly to the propagation direction. Still, the sensitivity when using 

the bigger aspect ratios, as mentioned, will almost be canceled. Because of that, the � 

parameters have also been seen to assume the following form: 

�_ = 11 + (� − 1)
_ Equation 7-14 

�` = 11 + (� − 1)
` Equation 7-15 
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By making this change, that basically imposes the back-off of the model predictions, the 

model tolerates a wider range of possible aspect ratios, becoming thus less sensitive to this 

input parameter. Effectively, this seems to be a second-order effect, which may find 

justification when assuming a distribution of needles on the horizontal plane, which will 

always result on a much bigger ice component aligned with the horizontal plane than with 

the vertical direction. More important might be the canting angle of the ice particles with 

respect to the polarization tilt angle. 

The model predictions, using the modified c parameters above mentioned, for an aspect 

ratio of 5.5 and the scenarios considered for the particles alignment, assuming an 

equiprobable relationship between total ice content and ice anisotropy, and consequently 

ice-induced XPD, are depicted in Figure 7-54, where the channel transmission matrix as 

derived in 6.3.1 was used. These same predictions may be obtained by using the original c 

parameters and admitting a smaller aspect ratio (1.04). Given the uncertainty about the 

microphysical characteristics of the ice population, any aspect ratio seems valid. 

Regardless the case, as it is possible to see, the random orientation is the best scenario, 

whereas needles all aligned perpendicularly to the propagation direction is the worst one. 

A degree of alignment would enable intermediate prediction between this alignment and 

one along the propagation direction. 

 

Figure 7-54 Paraboni/Martellucci et al model predictions assuming equiprobable relationship between total 

ice content and XPD and for linear polarization tilted in 23o and assuming needles lying on the horizontal 

plane with aspect ratio of 5.5 using modified c parameters or of 1.04 using original c parameters. 

The equiprobable relationship between XPD and total ice content is also depicted in Figure 

7-55. Naturally, more ice will impose a worse XPD, but of course, the same amount of ice 

could bring to different depolarization values. Indeed, from all the ice retrieved by remote 
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sensing techniques, the ice seen by a satellite beacon is only the part that effectively 

depolarize the radiowave. Therefore, it is expected that, although having the potential to 

predict depolarization, an ice anisotropy adjustment factor (as seen necessary in the case 

of rain) is needed to compensate for this effect (not all the ice may be depolarizing due to 

its shape, size, degree of alignment, etc.). 

 

Figure 7-55 XPD as a function of total ice content for linear polarization tilted in 23o and assuming needles 

lying on the horizontal plane with aspect ratio of 5.5 using modified c parameters or with aspect ratio of 

1.04 using original c parameters. 

A possible way forward would be to consider a reduction factor on the exceeded 

percentage of the total ice content. In the case of a reduction factor of 0.08, an ice 

anisotropy adjustment factor is still required and, for this case and assuming random 

aligned needles with aspect ratio of 1.5, it would mean that the model presented below 

would require an offset such that its value of 1 may match the ice-induced XPD not 

exceeded for 0.8 % of the time (see Figure 7-56). 

On the other hand, the value of the ice anisotropy adjustment factor is affected by the 

considerations made with regard to the model input parameters by an offset. The 
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forward was based on seting up reasonable model parameters and to model a single ice 

anisotropy adjustment factor that proves necessary in any case. 

The ice-induced XPD (retrieved by using DiRICo) for the 8 years of database is depicted in 

Figure 7-57, together with the model predictions considering ice needles with aspect ratio 

of 1.04 and randomly oriented in the horizontal plane. 
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Figure 7-56 Paraboni/Martellucci et al model predictions for the link configuration of Eutelsat 13A as seen 

from Aveiro assuming ice needles with aspect ratio of 1.5 and imposing a reduction factor of 0.08 on the 

exceeded percentage of the total ice content. Ice-induced XPD data (8 years) are also depicted against the 

model. 

 

Figure 7-57 Paraboni/Martellucci et al model predictions of ice-induced XPD for the link configuration of 

Eutelsat 13A as seen from Aveiro assuming ice needles randomly aligned in the horizontal plane with aspect 

ratios of 1.04. Ice-induced XPD data (8 years) is also depicted against the model. 

As it is possible to see, a simple correction on the input parameters is not enough for the 

model to fully describe the data (whatever the approach considered for the model 

improvement) and a shape factor is, indeed, necessary to account for the model 

simplifications and for the inhomogeneities of the propagation channel. 
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It shall be noted, however, that the total ice content here used was retrieved in the absence 

of significant attenuation, whereas indeed the CDF of ice-induced XPD incorporates the 

bulk depolarization due mainly to ice, regardless the concurrent co-polar attenuation 

(discussed later). Nevertheless, the co-polar attenuation is in general very small and thus, 

comparatively to other uncertainties, shall be a second-order effect. 

The ice anisotropy adjustment factor, or the ice anisotropy shape factor, is depicted in 

Figure 7-58. As it is possible to see, it is a reduction factor (as the model predicts better XPD 

values than those measured) for time percentages smaller than 0.5%. 

 

Figure 7-58 Ice anisotropy adjustment factor. 

This shape factor was modelled using the following expression as a function of the time 
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the ice anisotropy shape factor above described, as shown in Figure 7-59. As it possible to 

see, comparing these predictions to those depicted in Figure 7-57, the ice anisotropy shape 

factor is determinant on the accurate prediction of the ice-induced XPD CDF. 

The model is then valid for time percentages between 0.01 and 0.8 %. Nevertheless, it can 

be extrapolated with reasonable accuracy for smaller time percentages. In this case, the 

model originates a non-natural distortion caused by the limited validity of the extrapolating 

model of the total ice content. The best solution is to extend the probability range of the 

maps. 

Time (%)

10-2 10-1 100

Ic
e
 A

n
is

o
tr

o
p
y
 A

d
ju

s
tm

e
n
t 
F

a
c
to

r

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

Data

Model



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 245 

 

 

 

Figure 7-59 Ice-induced XPD CDF prediction using Paraboni/Martellucci et al model with the ice anisotropy 

shape factor proposed for: the confidence interval of the total ice content data (on top) and when 

extrapolating for smaller time percentages (bellow). 

The RMSE and standard deviation of Equation 7-7 for the developed model prediction are, 

respectively, 2.6 and 1.8. This error increases when the extrapolated model is used to 21.5 

and 15.3, respectively. The error, according to this figure of merit, is depicted in Figure 7-60. 
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induced XPD CDF so the total XPD CDF could be predicted. This is compared with the long-

term (8 years of data) in Figure 7-61. 

 

Figure 7-60 Error of the ice-induced XPD CDF model prediction. 

 

Figure 7-61 Total XPD CDF prediction based on its modelled physical contributions against measured data (8 

years) of total XPD. 

The RMSE and standard deviation of this new approach, using the testing variable reported 
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When extrapolated to the range of the available rain-induced attenuation CCDF and so, up 

to the maximum range where it is possible to predict the XPD due to rain, these figures of 

merit increase to 10.6 and 6.4. The Equation 7-7 is plotted in Figure 7-62. Thought the error 

seems to be larger, the shape of the model follows quite well the trend of the data 

distribution with the additional advantage of predicting the ice contribution based on a 

physical worldwide available parameter. 

 

Figure 7-62 Error of the new total XPD CDF (extrapolated) prediction model. 
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the not exceeded XPD corresponds to the exceeded rain attenuation for the same time 

percentage. 

The equiprobability is a reasonable hypothesis, provided that the XPD is, at least, very well 

correlated with CPA (ideally the relationship should be univocal) and so the XPD-CPA 

relationship derived under such conditions may only account for the rain-induced effects. 

Nevertheless, the ice-induced contribution to the XPD is important, as it seen earlier, and 

the implications on equiprobability due to its presence are assessed below. 

7.4.2.1 Assessing the Principle of Equiprobability 

Figure 7-63 shows that, for a given attenuation, the XPD varies significantly; the variation 

is larger when attenuation decreases, as confirmed by the standard deviation depicted on 

the right of the same figure, and where the ice-induced depolarization is more important 

as it has been discussed. 

In fact, when investigating the data at Ka-band, it turns clear that a first-order polynomial, 

as proposed in [282], does not fit the (not conditioned or truncated) data, while a better 

agreement is obtained with a second order polynomial: ��� = 0.035 × ��` − 1.751 × �� + 40 Equation 7-17 

This is an equivalent XPD-CPA relationship to that proposed by Paraboni et al [282], 

retrieved for the Ka-band by considering the 8 years of database. The results are depicted 

in Figure 7-63. 

  

Figure 7-63 XPD-CPA histogram, its average value (black curve) and the proposed model (blue dash-dot 

curve) on the left and the proposed model and standard deviation on the right. 

It is possible to observe that the standard deviation of XPD increases up to a maximum 

value of 5.6 dB, at an attenuation of 3.5 dB, then decreases to 2.3 dB, at an attenuation of 

about 15 dB and remains essentially constant for higher attenuation values. The 

performance of the model here proposed can be evaluated considering also the left picture 

in Figure 7-63 (blue dash-dot curve), where the model is compared to the measured XPD-
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CPA histogram (more intense colors representing a larger number of points) and to the 

average XPD. 

Considering the total XPD and its contributions in 2009, the XPD-CPA relationships are 

presented in Figure 7-64. As it is possible to see, the average XPD-CPA begins to follow 

closely the average XPD-CPA of events caused by ice, approaching then the one caused by 

rain and following it from 8 dB of attenuation. This is an evidence that the ice contribution 

is mainly present at lower attenuation values, whereas the rain assumes a main importance 

for higher attenuations. 

 

Figure 7-64 XPD-CPA relationship for total XPD, rain-induced XPD and ice-induced XPD; Average and 

standard deviation of measured data in 2009 on the left, modelling of the XPD-CPA relationships caused by 

rain and ice on the right. 

The standard deviation of the XPD as a function of CPA caused by ice also reaches bigger 

values comparatively to that caused by rain, indicating a worse correlation between XPD 

and CPA in the presence of ice than that caused by rain. 

Considering the XPD-CPA due to rain events, the following expression was derived from the 

data: ���GHIJ = 0.028 × ��` − 1.612 × �� + 40 Equation 7-18 

Whereas regarding that due to ice the following one was obtained: ���IST = 0.037 × ��` − 1.890 × �� + 40 Equation 7-19 

These models are also superimposed over the data in Figure 7-64 (on the right). 

From Figure 7-64 (picture on the left), it turns also clear that the ice-induced XPD has a 

larger spread than that due to rain up to an attenuation of about 15 dB. Therefore, the 

equiprobability principle is not valid, as it can be seen in Figure 7-65 (top picture), where 

the measured XPD-CPA and the one derived from the CDF of the total XPD employing 

equiprobability, is depicted. 
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Figure 7-65 XPD-CPA relationship retrieval employing equiprobability and the proposed conversion model 

which is superimposed on the actual average XPD-CPA relationship. On top the total XPD, on bottom left 

the XPD due to rain events and on bottom right the XPD due to ice events. 

 

The same data simply do not match, due to the data spreading observed in Figure 7-63. On 

the contrary, the XPD-CPA relationship, derived on an equiprobability basis, is closer to the 

measured curve for higher attenuations, where the data spreading is less pronounced, as 

shown in Figure 7-65. 
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and the time percentage at which the attenuation shall actually be read. The conversion 

factor for the total XPD is plotted in Figure 7-66, together with the following model: 

� = 1.273 × 10� × (��q >)` + 7471 × ��q > + 5395(��q >)` − 3.06 × 10� × ��q > + 547.2  Equation 7-20 

The time percentage, >H, at which the attenuation is retrieved is then given by: >H = > × � Equation 7-21 

The predictions of the proposed model, which is valid for time percentages up to 1 %, are 

quite close to the measured data, as shown in Figure 7-65. 

In order to further assess the equiprobability principle, each individual contribution to the 

XPD in 2009 is also investigated. The XPD-CPA relationship caused by rain events is depicted 

in Figure 7-65, where it is possible to see a good correlation between the XPD-CPA 

relationships derived using equiprobability and the actual measured one. A small deviation 

occurs, however, for low attenuation where either the limited data, the equipment 

saturation (dynamic range) or the population’s retrieval limitations can impair the results. 

Nevertheless, the good correlation is also evident when attempting to derive a conversion 

factor similar to Equation 7-21: 

� = 1.498 × (��q >)` + 1.896 × ��q(>) + 0.7021(��q >)` + 0.8261 × ��q(>) + 0.1653  Equation 7-22 

The values given by the proposed conversion factor for rain-induced XPD, valid up to 0.3 % 

of the time, are around 1 for a wide range of probability values, as it can be seen in Figure 

7-66. Nevertheless, an improvement is achieved by using this expression as it can be seen 

in Figure 7-65. 

On the other hand, the measured XPD-CPA relationship due to ice events has no evident 

correlation with that derived using equiprobability as presented in Figure 7-65. Therefore, 

the conversion factor in Equation 7-23, valid up to 0.85 % of the time and presented in 

Figure 7-66, is needed. � == 1.579 × (��q >)� + 4.173 × (��q >)(��q >)` + 0.1444 × ��q(>) + 0.01106+ 3.866 × (��q >)` + 0.9109 × ��q(>) + 0.09395(��q >)` + 0.1444 × ��q(>) + 0.01106  

Equation 7-23 

This conversion factor performs quite well as it can be seen in Figure 7-65, where the CDF 

of ice-induced XPD is converted to the corresponding XPD-CPA relationship. 

In order to further illustrate the need for an appropriate conversion factor, several time 

percentages were taken as example. The corresponding conversion factor and the relative 
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error (RE) that the true time percentage, >H, deviates from the one that would be used in 

case of equiprobability, >, are presented in Table 7-3. 

 

 

Figure 7-66 Conversion factor modelling; total XPD on top, rain-induced XPD on bottom left and ice-induced 

XPD on bottom right. 

As it can be seen, the rain conversion factor holds generally +/- 0.1 around 1.0, meaning a 

relative error of 11.0 %, along a significant interval of time percentages, deviating from the 

1 to 1 relationship for higher or lower time percentages. For the same time percentages, 

the ice conversion factor is much more important as the relative error is significantly higher 

comparatively to that of rain, making it clear the need for a conversion factor when ice 

effects are present. This evidence is also clarified when considering the average conversion 

factor required for rain (0.96) with respect to that of ice (0.76). Considering the total XPD, 

when both contributions are present, the equiprobability basis also fails, as an average 

conversion factor of 0.41 is needed to mitigate an average relative error of 57.7 % if the 

equiprobability would be in use. 
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Table 7-3 Conversion factors (CF) and relative error (RE) that the true time percentage deviates from the 

one retrieved using equiprobability. 

Time 

(%) 

CF RE (%) CF RE (%) CF RE (%) 

Total Rain Ice 

0.01 0.6 37.2 0.4 55.7 1.0 0.0 

0.02 0.6 44.1 1.1 12.3 0.9 11.0 

0.03 0.4 55.7 0.9 11.0 0.9 11.0 

0.05 0.4 60.6 0.9 11.0 0.6 37.2 

0.07 0.3 68.7 0.9 11.0 0.6 44.1 

0.1 0.3 68.7 0.9 11.0 0.7 29.5 

0.2 0.3 68.7 1.6 59.2 0.6 44.1 

Average 0.41 57.67 0.96 24.46 0.76 25.27 

Standard Deviation 0.13 12.78 0.36 22.57 0.17 17.87 

 

From these results, it is clear that the implicit equiprobability in §4.2 of ITU-R P.618 only 

accounts for the rain-induced effects, and so the §4.2 requires revision to consider this note 

as it is expected to describe the joint XPD-CPA relationship, suggesting that the XPD shall 

be due to both rain and ice. 

7.4.2.2 Model Testing and Improvement at V-Band 

As stressed by Paraboni et al in [282], for communications systems design the usual 

available parameter is the CPA and, therefore, the XPD-CPA relationship is of most interest. 

Considering circular polarization and the frequency of 49.5 GHz, Paraboni et al [282] 

proposed for the XPD-CPA relationship the first-order polynomial expressed in Equation 

6-74. 

In order to verify the model both the attenuation and the XPD measured at Ka-band were 

scaled accordingly to the procedures described in §2.2.1.3.2 of [187] (to be presented later 

in this text in 8.3). The attenuation scaling method is valid for frequencies from 7 to 55 GHz, 

but the XPD scaling method is only valid up to 30 GHz. It is considered here that 

depolarization induced by rain and ice populations have the same frequency dependence 

and so the model can be extended up to the frequency of interest. The method also 

considers the polarization-scaling as the polarization tilt angle has a critical impact on the 

measured XPD. The difference between the elevation angles of the experiment in Aveiro 

and of the experiment reported in [282], on the other hand, is negligible (0.3o), and 

therefore its scaling was not considered. 

The CCDF of the V-band attenuation scaled from the Ka-band CCDF and the V-band scaled 

(in polarization and frequency) CDF of the XPD are presented in Figure 7-42 and Figure 7-43. 
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The scaling factors, that can be inferred from Figure 7-67, were used to scale the Ka-band 

attenuation and the XPD time series to the V-band. In fact, the scaling methods have been 

used to scale the Ka-band time series to obtain the corresponding ones at the V-band. 

Complementary, the first-order statistics at Ka-band were also used so that using the 

scaling methods the corresponding ones at V- band could be derived. The results obtained 

for each of the described approaches were the same. 

 

Figure 7-67 V-band scaled XPD and attenuation from the corresponding measured data. 

The joint histogram was then computed and the results were compared to the model [282] 

in Figure 7-68. 

As it can be seen, the model only slightly deviates from the scaled data for attenuation 

higher than about 10 dB, becoming less correlated for lower attenuation values. It shall be 

emphasized, however, that the V-band scaled XPD is about 10 dB smaller than the Ka-band 

measured XPD, and so only from an XPD of 30 dB the results depicted in Figure 7-68 can be 

considered due to the measurements accuracy (receiver and satellite cross-polarization 

ratio residuals are hard to remove). 

The remaining differences, at higher attenuation values, can be because the proposed 

model has been derived considering only 131 events whose XPD was additionally 

adaptively filtered. Indeed, the correlation can be improved by removing the data above 

40 dB. Moreover the different depolarizing populations shall have different frequency 

scaling factors, but in this verification they were assumed equal, as it was observed for 

frequencies up to 30 GHz [187]. 
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Figure 7-68 Average and standard deviation (STD) of XPD-CPA relationship from scaled data, considering all 

data, truncated data (XPD <40 dB) and the proposed model. 

In turn, the standard deviation of the XPD is fairly constant with the attenuation, ranging 

from 7.8 dB, at an attenuation value of 8.7 dB, to 5 dB, for an attenuation of 25 dB, in 

perfect agreement with [282]. 

7.4.2.3 Model Testing and Improvement at Ka-Band 

At this point, 7.4.2.3, the attenuation and XPD time series were considered such that their 

joint histogram could be computed assuming the statistical classes given in Table 7-4. The 

difference to the ones that have been used up to now is on the attenuation for high-order 

statistics. 

Table 7-4 Statistical classes used for the statistical characterization of the XPD-CPA relationship. 

Phenomenon Statistical Classes 

XPD (dB) ]6, 40], spaced by 0.5 dB 

Attenuation (dB) for high-order statistics ]0 2 4 6 8 10 12 16 20 25] 

Attenuation (dB) for first-order statistics ]0, 25], spaced by 0.5 dB 
 

For each attenuation interval, the corresponding XPD values were also grouped considering 

the XPD dynamic range of Table 7-4. 

7.4.2.3.1 Total XPD 

Figure 7-69 depicts the histogram of the joint distribution of XPD and CPA together with 

several data percentiles. 
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Figure 7-69 XPD-CPA joint histogram (on top) (with percentiles from 1 to 90 %) and distribution of XPD 

conditioned to co-polar attenuation (histogram in logarithmic units). 

Similar number of observations (given in logarithmic values: ��q_[(-)) present similar 

colours and they are indicative of how stable the statistical distributions are. 
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For example, an XPD around 17.75 dB is observed at an attenuation around 22.5 dB roughly 

as many times as the XPD value of 19.75 dB is observed at an attenuation around 3 dB. 

Whereas for the attenuation of 22.5 dB more than 40 % of the observations at such 

attenuation level are worse than 17.75 dB of XPD, for the attenuation of 3 dB much less 

than 1 % of the observations are worse than the XPD of 19.75 dB. 

At the same time, not only there are more observations at lower attenuation values, as also 

they are more scattered when compared to higher attenuation values, where the 

observations are confined within a more limited interval, evidence also confirmed by the 

spacing between percentiles. For instance, the 1 % percentile is derived for attenuation 

values bigger than 10 dB considering a much smaller number of observations than it is for 

attenuation values smaller than 3 dB. Also, the XPD excursion for the percentiles from 1 to 

90 % for the attenuation of 22.5 dB is of about 8 dB, whereas for the attenuation of 3 dB it 

is of about 18 dB. Considering the contours, the 1 % percentile may not be fully stable, but 

the 5 % one is and it shall constitute a limit for modelling activities. 

In order to further assess the statistical stability of XPD-CPA joint histogram, several sub-

datasets have been created and used: the first sub-dataset considers each year individually, 

and the remaining sub-datasets include consecutive years added successively, thus 

constituting sub-datasets of 2, 3 years and so on. Then, for each sub-dataset, the 

percentiles are calculated and each is compared to the corresponding long-term one by 

computing the RMS value of the difference between the former and the latter. 

Considering the first sub-dataset, it is possible to see in Figure 7-70 that the percentiles of 

1, 5 and 10 % present relatively large RMS deviations when single years are considered. At 

the same time, higher percentiles present similar relative stability. 

By considering two consecutive years, the stability improves considerably as the RMS 

deviation decreases for all attenuation values. Still, the percentiles of 1 and 5 % present 

larger values comparatively to the remaining ones. The percentile of 10 % reaches already 

comparable stability to the remaining percentiles. 

Three years enable a good statistical stability across all the attenuation values and 

percentiles, except the smaller than 1 %. Excluding the larger attenuation values, this can 

be mitigated by adding a fourth year. From the fifth year, the RMS of the deviation is 

smaller than 0.5 across the entire attenuation dynamic range and for all percentiles, except 

1 %. 

The trend for convergence can also be assessed through Figure 7-71, where the long-term 

percentiles are superimposed on those derived from sub-datasets as described earlier. As 

it can be seen, the most critical percentile is, as expected, the 1 % one, where a larger 

spread of the sub-datasets statistics is evident, followed by the 10 % percentile. 
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Figure 7-70 RMS of the difference between long-term percentiles and those derived using sub-datasets of 

one year (top left), two years (top right), three years (middle left), four years (middle right), five years 

(bottom left) and six years (bottom right). 
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Figure 7-71 Long-term percentiles superimposed on those of several sub-datasets: comprising several 

combinations of one year of data (black-dot), two years (blue-circle), three years (red-asterisk), four years 

(green-plus mark), five years (green-dot), six years (red-circle) and seven years (blue-asterisk). 
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From this analysis, it follows that at least four years of data are necessary to ensure a 

minimum statistical stability across a wide range of attenuation values and for percentiles 

down to 5 %. In this study, we make use of the full 8 years of database. 

Considering the distribution of the XPD conditioned to CPA, it suggests that it may be 

described by a Gaussian function for higher attenuation values. Such assumption is 

carefully verified in the following paragraphs. 

The average XPD value as a function of CPA is depicted in Figure 7-72, together with the 50 

% percentile. 

 

 

Figure 7-72 Average and Standard deviation of XPD as a function of co-polar attenuation. 
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As it is possible to see, they match for attenuation values down to 6 dB, confirming a 

symmetrical distribution for the XPD in this attenuation interval. On the other hand, the 

deviation observed for lower attenuation values suggests that a non-normal function 

better describes the XPD distribution as function of attenuation. 

In what concerns the standard deviation, it proves to be fairly constant (given its extreme 

values comparatively to the attenuation range) as suggested in [282], but it still generally 

decreases about 2 dB as the attenuation increases. 

Under the assumption of a Gaussian distribution, it is the goal of the following paragraphs 

to find the distribution parameters that could model the XPD distribution conditioned to 

the CPA [358]. The conditioned CDF of XPD shall be described as: 

�(��� ≤ �\�� = 
) = 12 e1 + erf l� − &*√2 nf Equation 7-24 

and setting 

A = � − &*  Equation 7-25 

then, 

�(��� ≤ A\�� = 
) = 12 e1 + erf l A√2nf Equation 7-26 

establishes a relationship between the experimental conditioned CDF and the variable A 

that describes the deviation of XPD relatively to its conditioned average & in standard 

deviation *. The experimental XPD CDF is depicted in Figure 7-73. Equivalently, the cross-

polar to co-polar voltage ratio CDF is depicted in Figure 7-74. 

 

Figure 7-73 Experimental CDF of XPD conditioned to the attenuation intervals described in the legend. 
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Figure 7-74 Experimental CDF of cross-polar to co-polar voltage ratio conditioned to the attenuation 

intervals described in the legend. 

Equation 7-26 is solved in order to A such that: A = √2 erf�_(2 × �(��� ≤ A\�� = 
) − 1) Equation 7-27 

and so A can be related to the not exceeded XPD value as in Figure 7-75. For example, the 

probability that the XPD assumes a value less than 30 dB given that the attenuation is in 

the interval between 0 and 2 dB is about 13.3 %. This probability corresponds to a value of A of -1.11. 

 

Figure 7-75 Relationship between y and XPD. 
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Equivalently also A can be related to the cross-polar to co-polar voltage ratio as in Figure 

7-76. 

 

Figure 7-76 Relationship between y and cross-polar to co-polar voltage ratio. 

The relationship between A and the not-exceeded XPD value is given by Equation 7-25. The 

result is that, under the assumption of a Gaussian distribution, � = *A + &, so the not-

exceeded XPD value relates to A by means of a 1st order polynomial whose slope is the STD 

and whose value at the origin is the mean of the distribution. The extraction of the 

distribution parameters is then possible as long as the condition for linearity is verified. 

In order to evaluate the linearity, the sum of squared residuals, B, and a linear correlation 

coefficient, O, were considered: 

B = Þ(�
+
 − ã�U��)` Equation 7-28 

O = 1 − B∑(�
+
 − �
+
�������)` Equation 7-29 

The result is that, for a normal distribution, B would ideally be zero, whereas O would be 1. 

Considering the results of Figure 7-75 and Figure 7-76, the interval in A to fit the data was 

chosen between -1.3 and 1.3, so the conditioned XPD CDF can be modelled between the 

percentiles of 10 and 90 %. 

Figure 7-77, Figure 7-78 and Figure 7-79 present, for each considered attenuation interval, 

the relationship given by Equation 7-25 for both 	 and XPD data, together with their 

corresponding best fitting. The number of observations considered are represented as -VWV, along with Equation 7-28 and Equation 7-29. 
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Figure 7-77 Conditioned distributions modelling of 	 and XPD (attenuation between 0 and 6 dB). 
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Figure 7-78 Conditioned distributions modelling of 	 and XPD (attenuation between 6 and 12 dB). 
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Figure 7-79 Conditioned distributions modelling of 	 and XPD (attenuation between 12 and 25 dB). 
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It is possible to see that 	 starts by being better described by a lognormal distribution and 

approaches the behaviour of a normal distribution when the attenuation increases [337] 

from a threshold between 8 and 10 dB, as confirmed by Figure 7-80. At the same time, the 

XPD is generally well described by a normal function. Such conclusion is also supported by 

the RMS and STD values of (1 − O): 0.05 and 0.03 respectively in the case of 	, and 0.01 and 

0.01 respectively in the case of XPD, therefore, it is preferable to describe the XPD 

conditioned distribution using a single Gaussian function. 

 

Figure 7-80 Linear correlation coefficient when attempting to model 	 and XPD conditioned CDFs using 

Gaussian distributions. 

The retrieved mean and STD values are depicted in Figure 7-81 and Figure 7-82, together 

with their modelling curves: ��� (U�) = 0.018 × ��` − 1.23 × �� + 36.59 Equation 7-30 ��� (U�) =  −0.14 × �� + 4.8 Equation 7-31 

The presented model enables the statistical description of the conditioned XPD CDF. There 

are no input parameters to extend it to other link geometries or to account for the physical 

underlying mechanisms, as it does not intend to be a prediction model. 

This way, the separated ice and rain effects have to be considered. The separated data are 

used first to derive equivalent models as the one above obtained to the combined effects 

on the XPD. The XPD-CPA models for rain-induced XPD as a function of attenuation may 

thus be tested and improved. The Paraboni/Martellucci et al model is then considered to 

predict the conditioned XPD CDFs due to ice. Finally, the weight of each population is 

derived so the prediction models of each effect can be combined to predict the combined 

effects on XPD. 
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Figure 7-81 Modelled XPD-CPA relationship. 

 

Figure 7-82 Modelled STD-CPA relationship. 

Before proceeding, it is worth mentioning that the ITU-R P.618 §4.2 [187] states that the 

conditioned probability distribution of XPD can be modelled by assuming 	 normally 

distributed, with & close to the value obtained for the long-term 	 due to rain predicted 

according to §4.1. From the previous developments, it turns clear that the ITU-R P.618 §4.2 

requires revision as the conditioned probability of XPD, and not 	, proved to be normally 

distributed. The conditioned probability of 	 shall be better described using a lognormal 

function. On the other hand, if the rain-induced effects are the only ones to be considered, 

the assessment of the best distribution describing the conditioned CDF in such case is still 

necessary. 
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Nevertheless, the ITU model test is depicted in Figure 7-83. In this comparison, the total 

XPD, comprising both rain and ice effects, is considered against the ITU model that 

comprises only the rain effects. Still, it is possible to see that the model clearly over-predicts 

the data. 

Considering the several features contributing to the phenomenon, several polarization tilt 

angles were tried attempting to evaluate the possibility to improve the model. For a tilt 

angle of 13° the ITU model can follow the data down to an attenuation of 7 dB but the 

effects of ice are not considered properly yet. Further detailed studies are necessary to 

evaluate the ITU model in what concerns its improvement sustained on a physical base. 

On the other hand, considering the long-term CCDF of attenuation and the CDF of XPD, and 

establishing an equiprobable relationship between both phenomena, a curve closer to the 

ITU model prediction is obtained. Still the XPD is not properly modelled, either for smaller 

or larger attenuations. The validity of the equiprobable relationship has been detailed 

previously. 

 

Figure 7-83 ITU model testing. 

In order to quantitatively assess the performance of the ITU model, two testing variables 

were tried: �<_ = ���=W>T] − ���ªHVH Equation 7-32 

�<` = 100 × ln l���=W>T]���ªHVH n 
Equation 7-33 

These are plotted in Figure 7-84. As it is possible to see, the ITU model tends to 

overestimate the measurements by a constant offset, thus justifying the need for an 

improvement, rather than the development of an entire new model. 
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Nevertheless, the observed constant offset is not present at lower attenuations, thus also 

justifying the need for further investigations regarding the modelling of XPD in this region 

that is strongly influenced by the ice contribution. 

 

 

Figure 7-84 ITU model performance assessment. 

7.4.2.3.2 Rain-induced XPD 

The joint histogram of XPD due to rain and co-polar attenuation is depicted in Figure 7-85. 

As it possible to see, a quite good correlation exists between the two phenomena. Because 

of that, all percentiles are expected to be more stable than in the case of the combined 

effects. Moreover, the shape of a normal function is clear for the XPD conditioned to 

attenuation and it seems that this distribution shall be observed for all the attenuation 

values. 

The statistical stability is confirmed by Figure 7-86 and Figure 7-87, where it is possible to 

see that at least four years are necessary to make the distributions stable along all the 

attenuation values, except for the percentile of 1 % at higher attenuations. 

The shape of a normal function has been observed earlier for the rain-induced XPD 

distribution as a function of attenuation. In order to confirm that observation, the average 

and the 50 % percentile are depicted in Figure 7-88, together with the standard deviation 

of the XPD distribution. 

As it is possible to see, the spread of the data is smaller and more constant than that 

observed for the combined effects. The average value of the distribution matches the 50 % 

percentile for all the attenuation values, except for the smallest statistical class of 

attenuation, which may be impaired by the limited dynamic range of the equipment and 

practical challenges when pre-processing the data. 
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Figure 7-85 XPD-CPA joint histogram due to rain (on top) and distribution of XPD due to rain conditioned to 

co-polar attenuation (histogram in logarithmic units). 

Consequently, and having observed the Gaussian shape earlier, it is reasonable to conclude 

that the XPD due to rain is normally distributed and thus, its description along the 

attenuation is possible by a Gaussian function for which the mean and standard deviation 

must be found.  
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Figure 7-86 RMS of the difference between long-term percentiles of XPD due to rain and those derived 

using sub-datasets of one year (top left), two years (top right), three years (middle left), four years (middle 

right), five years (bottom left) and six years (bottom right). 
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Figure 7-87 Long-term percentiles of conditioned XPD due to rain superimposed on those of several sub-

datasets comprising several combinations: one year of data (black-dot), two years (blue-circle), three years 

(red-asterisk), four years (green-plus mark), five years (green-dot), six years (red-circle) and seven years 

(blue-asterisk). 
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Figure 7-88 Average and Standard deviation of XPD due to rain as a function of co-polar attenuation. 

 

The conditioned CDFs of XPD, depicted in Figure 7-89, when compared to the previous 

results of total XPD, show a larger spread. A common clear pattern is repeated for each 

attenuation value, except for the range between 0 to 2 dB. Similar trends are observed in 

Figure 7-90 regarding the cross-polar to co-polar voltage ratio. 
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Figure 7-89 Experimental CDF of XPD due to rain conditioned to the attenuation intervals described in the 

legend. 

 

Figure 7-90 Experimental CDF of cross-polar to co-polar voltage ratio due to rain conditioned to the 

attenuation intervals described in the legend. 

By using  Equation 7-27 the CDFs of XPD are converted in Gaussian units as depicted in 

Figure 7-91, where a clear Gaussian behaviour is observed for all the attenuation values, 

except for very small attenuations. In order to take into account the lowest attenuations, 

it seems that it is possible to model the distributions trustfully for the percentiles from 15 

to 85 %. Equivalently, similar conclusions can be drawn from Figure 7-92 regarding the 

cross-polar to co-polar voltage ratio. 
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Figure 7-91 CDF of XPD due to rain in Gaussian units. 

 

Figure 7-92 CDF of 	 due to rain in Gaussian units. 

Figure 7-93, Figure 7-94 and Figure 7-95 present the linear correlation coefficient and the 

sum of squared residuals when attempting to model the rain-induced XPD and 	 

conditioned CDFs for several attenuation values using a normal function. As it is possible to 

see, the CDF of the cross-polar to co-polar voltage ratio starts by being lognormal, but it 

gets normal for attenuations bigger than about 5 dB. The XPD, on its turn, may not be 

completely normal from the start, but it becomes clearly normal for attenuations above 2 

dB.  
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Figure 7-93 Conditioned distributions modelling of 	 and XPD due to rain (attenuation between 0 and 6 dB). 
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Figure 7-94 Conditioned distributions modelling of 	 and XPD due to rain (attenuation between 6 and 12 

dB). 
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Figure 7-95 Conditioned distributions modelling of 	 and XPD due to rain (attenuation between 12 and 25 

dB). 
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This convergence towards normality with the increase of the attenuation is evident from 

Figure 7-96. The cross-polar to co-polar voltage ratio clearly exhibit a lognormal behaviour 

for lower attenuation values and quickly reaches a normal distribution along with XPD. The 

XPD is, again, generally well described by a normal function, a conclusion supported by the 

RMS and STD values of (1 − O): 0.02 for both in the case of 	, and less than 0.01 also for 

both the RMS and STD in the case of XPD. Therefore, it is also possible to model the rain-

induced XPD conditioned distribution using a single Gaussian function. 

 

Figure 7-96 Linear correlation coefficient when attempting to model r and XPD due to rain conditioned CDFs 

using Gaussian distributions. 

 

The following models were derived for rain-induced XPD: ��� (U�) = 0.035 × ��` − 1.77 × �� + 40.63 Equation 7-34 ��� (U�) =  −0.085 × �� + 3.75 Equation 7-35 

These models are depicted in Figure 7-97 and Figure 7-98. 

On one hand, the ice effects are expected to be present mostly as the attenuation 

approaches zero. Because of that, a finite value for the XPD due to ice at zero attenuation 

shall be expected. On the other hand, given the definition of XPD, and considering the 

theoretical effects of rain on the depolarization, as the attenuation approaches zero, the 

XPD due to rain approaches successively bigger values (less depolarization) and it shall tend 

to infinity as the attenuation tends to zero. Indeed, also as seen experimentally, for a rain-

induced XPD of 40 dB the attenuation is not zero, varying from one event to another from 

1 to 5 dB. 
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Figure 7-97 Modelled XPD-CPA relationship due to rain. 

 

Figure 7-98 Modelled STD-CPA relationship due to rain. 

The modal value for the attenuation corresponding to an XPD of 40 dB seems to be around 

2.5 dB, the attenuation level below which the retrieved average values shall be 

contaminated by the limited dynamic range of the equipment and by the inaccuracies when 

getting the templates. Because of that, any mathematical model describing the XPD-CPA 

due to rain must take this behavior into account as it has been considered in the past by 

using a logarithmic function. 

The models described in 6.4 have been tested against the data, where it has been assumed 
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possible. Although different parameterizations have been proposed, all of these models 

are quite similar, differing mostly on the way they account for the raindrops canting angle 

spread around its average 0o canting angle relative to the vertical. Whenever the authors 

have proposed a value for this parameter, it has been used. Finally, for the NOS model, 1 

km was taken for the path length through rain and 0o was assumed for the standard 

deviation of raindrops canting angle and, in the case of DHW, a temperature for the 

raindrops of 0oC has been chosen. These models are in Figure 7-99 over 8 years of rain-

induced XPD data. 

 

Figure 7-99 Models comparison of the XPD-CPA due to rain. 

A first observation is that all the models overestimate the data. The SR model provides the 

most accurate results among all the other models, especially for higher attenuation values. 

The RMS values of the two testing variables of Equation 7-32 (see Figure 7-100) and 

Equation 7-33 (see Figure 7-101) are, respectively, 1.6 and 5.9. 

The second and third best models are the CHU and DHW ones, providing RMS values of 2.1 

and 9.0 and 2.2 and 8.9 respectively for the two testing variables. The one proposed by van 

de Kamp is better than those of CHU and DHW for attenuations bigger than 12 dB, but 

ranks in fourth place by providing RMS values of 2.4 and 9.3 for the two testing variables 

respectively. 

The ITU model for the 19.7 GHz is clearly based on the approach proposed by Nowland et 

al, which provides the worst estimation. Although the RMS values of NOS model be of 4.0 

and 18.8 and those of ITU model be of 3.7 and 17.1, it seems that the ITU model accounts 

proportionally for all the underlying physical mechanism as its deviation is mainly due to 

an offset. Because of that, it is the best candidate for improvement. 
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Figure 7-100 Model testing of the XPD-CPA due to rain. 

Considering its mathematical background, it is possible to understand that most of its 

parameters were derived from either scattering theory and link geometry considerations. 

The raindrops canting angle spread, however, seems to be a quite controversial parameter, 

derived empirically from different measurements and it may be a climatic-dependent term, 

specific of the local climatology and impaired by many factors including the terrain relief 

surrounding the receiver. In the case of Aveiro, the city is surrounded by plains and the 

receiver on top of the roof is not obstructed or impaired by high buildings, which means 

that it shall see the wind effects as much natural as they can be. 

Aiming to improve the model, the raindrops canting angle spread has been investigated. 

The current proposed parameter on the ITU model has no significant impact in the 

predictions when using either a spread of raindrops canting angle of zero degrees or by 

considering a value, as proposed by the ITU recommendation, depending on the 

equiprobable time percentage of attenuation. A spread of 27.9o enables, however, the ITU 

model to follow quite well the data (indicated as New Model in figures). It not only follows 

the data as it also follows the XPD-CPA observed for very small depolarization, where a 

saturation of the data is observed. For 40 dB of XPD, the corresponding co-polar 

attenuation, according to the new model, is of 2.5 as it has been observed empirically and 

shown earlier in 7.3.3. 

Other authors have found comparable results for other locations: for example, Chu 

suggests a value between 30o and 40o [319] and Matricciani et al [322] points to an average 

spreading of 25o. Although impossible to quantify how this effect alone is responsible for 

the overestimation observed, it is certainly a conclusion that this parameter might need 

revision in the ITU model to account for more realistic microstructure properties of rain. 
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Figure 7-101 Model testing of the XPD-CPA due to rain. 

In Aveiro, usually during periods of rain the wind blows from the south and eventually can 

tilt the raindrops in a way that the raindrops present a rounder profile minimizing, this way, 

the overall anisotropy. On the other hand, the rain drops shape also contribute to the 

overall anisotropy and they may be, indeed, more spherical, thus leading to smaller 

depolarization values. Therefore, the overestimation observed needs to be addressed by 

considering together both effects to the rain anisotropy, which can only be done by 

accessing experimentally to the microphysical properties of rain. In any case, a rain 

anisotropy reduction factor may be unavoidable depending on the required accuracy for 

the model predictions. After all, the physical behaviour of the radio channel is complex, is 

dynamic and it does not easily stick with simple and ideal theoretical models. 

7.4.2.3.3 Ice-induced XPD 

The joint histogram of XPD due to ice and co-polar attenuation is depicted in Figure 7-102. 

Contrary to what has been observed for rain-induced XPD or for the joint effects of rain 

and ice that would be distributed along the attenuation, in the case of ice-induced effects 

they are mostly present, but not exclusively at lower attenuation. Whereas for attenuations 

greater than 10 dB the percentiles between 25 % and 60 % shall provide stable results, for 

attenuations lower than 10 dB, the percentiles of 5 % to 90 % shall be stable, and for 

attenuations less than 7 dB all the percentiles are trustful. 

Finally, it is interesting to observe the spread of the percentiles that is bigger in the case of 

ice-induced effects than in the case of rain-induced ones, as introduced previously when 

studying the combined effects. A more distorted form is also found for the distribution of 

the XPD at higher attenuations, suggesting that maybe the Gaussian distribution may not 

be applicable in the case of ice. Nevertheless, a reasonable degree of symmetry is evident. 
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Figure 7-102 XPD-CPA joint histogram due to ice (on top) and distribution of XPD due to ice conditioned to 

co-polar attenuation (histogram in logarithmic units). 

From Figure 7-103 it is possible to see that the RMS values are considerably bigger than 

those found earlier for the case of rain and joint effects. Single years do not enable to study 

the XPD at higher attenuations at all and only data in the range of 0 to 2 dB of attenuation 

seem stable after 2 years. Two years of data already provided results at attenuation values 

of 25 dB, but the deviation to the long-term value is quite large.  
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Figure 7-103 RMS of the difference between long-term percentiles of XPD due to ice and those derived 

using sub-datasets of one year (top left), two years (top right), three years (middle left), four years (middle 

right), five years (bottom left) and six years (bottom right). 

All percentiles present, in this case, a stability for attenuation up to 4 dB. Three years are 

necessary to obtain an RMS deviation less than 1 dB for all percentiles, but only for an 

attenuation up to 7 dB.  
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Figure 7-104 Long-term percentiles of conditioned XPD due to ice superimposed on those of several sub-

datasets comprising several combinations: one year of data (black-dot), two years (blue-circle), three years 

(red-asterisk), four years (green-plus mark), five years (green-dot), six years (red-circle) and seven years 

(blue-asterisk). 
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A fourth or a fifth year improves the results but a sixth year is required to achieve 

reasonable stability for all attenuations except the in the case of the 1 % percentile and 

attenuation bigger than 15 dB. 

When considering the results of Figure 7-104, it is evident the convergence towards the 

long-term predictions as a consequence of adding successively more years of data. Actually, 

it is seen that three years are necessary to see a prediction within a peak-to-peak amplitude 

of 3 dB around the long-term percentile. This value has been seen for single years in the 

case of total or rain-induced effects. 

 

 

Figure 7-105 Average and Standard deviation of XPD due to ice as a function of co-polar attenuation. 
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Moreover, it is also shown that the percentiles around the 50 % one are more stable than 

the remaining ones and that the intermediate attenuations are subject to a bigger 

instability than the extreme attenuation values. This is confirmed when inspecting the 

average and standard deviation of the distribution as depicted in Figure 7-105. 

It is possible to see that the XPD for attenuations in the range of 7 to 14 dB have a greater 

spread than for either smaller or higher attenuation. For larger values, we have also to 

consider the smaller number of samples. Regardless that, the STD of XPD due to ice is 

generally higher than that of rain. A comparison between the statistical properties of rain 

and ice-induced XPD-CPA joint distribution is in Annex 3. 

The 50 % percentile does not match the average. For attenuations smaller than 4 dB, more 

than 50 % of the data are distributed among values of XPD larger than the average, whereas 

for larger attenuations it is the opposite. Nevertheless, deviation between the  50 % 

percentiles and the average is not large, thus suggesting that it is still possible to model the 

ice-induced XPD distribution using a symmetrical distribution. 

In order to further investigate that, the conditioned XPD and 	 CDFs are considered in 

Figure 7-106 and Figure 7-107. As it is possible to see, in the case of ice, the XPD and 	 

distributions get apart from the remaining ones for larger attenuations. For intermediate 

attenuations, the distributions are similar and for lower attenuations, the distributions are 

more regularly spaced. For time percentages smaller than 10%, the distributions for the 

attenuations of 10-12 dB do not seem reliable. 

 

Figure 7-106 Experimental CDF of XPD due to ice conditioned to the attenuation intervals described in the 

legend. 
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Figure 7-107 Experimental CDF of cross-polar to co-polar voltage ratio due to ice conditioned to the 

attenuation intervals described in the legend. 

By converting the XPD and 	 values to the Gaussian scale, it is possible to find the intervals 

following the normal distribution. From Figure 7-108 and Figure 7-109, it is possible to see 

that there is, indeed, a normal behaviour. Considering additionally the intervals where the 

data are stable as discussed earlier, it seems that it is possible to model the ice-induced 

XPD using a Gaussian function for all attenuation values and percentiles between 20 % and 

80 %. 

 

Figure 7-108 CDF of XPD due to ice in Gaussian units. 
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Figure 7-109 CDF of r due to ice in Gaussian units. 

 

In that case, the linear correlation coefficient and the sum of squared residuals are 

investigated for the chosen internal in Figure 7-110, Figure 7-111 and Figure 7-112. The 

cross-polar to co-polar voltage ratio starts by following a lognormal distribution, whereas 

the XPD due to ice presents, beginning with very low attenuations, a linear correlation 

coefficient larger than 0.98, being thus considered normally distributed. From 5 dB of 

attenuation, both the cross-polar to co-polar voltage ratio and XPD are normal, although 

the cross-polar to co-polar voltage ratio seems to be closer to the unity than the XPD. 

It is worth mentioning that the number of points at each class of attenuation severely 

decreases and, for attenuations larger than 16 dB only less than 800 samples are present. 

A comparison between the linear correlation coefficient of cross-polar to co-polar voltage 

ratio and XPD due to ice are depicted in Figure 7-113. As it is possible to see, the linear 

correlation coefficient for the cross-polar to co-polar voltage ratio is closer to the unity for 

moderate attenuation values, whereas for the extreme ones it is the opposite. 

Nevertheless, the RMS and STD of the difference between the unity and the obtained linear 

correlation coefficients are of 0.02 (for both the RMS and STD) in the case of the cross-polar 

to co-polar voltage ratio and of 0.01 and 0.004 in the case of XPD, respectively. 

Consequently, as in the previous cases, it was decided to model the XPD using a simple 

Gaussian function. 
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Figure 7-110 Conditioned distributions modelling of 	 and XPD due to ice (attenuation between 0 and 6 dB). 
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Figure 7-111 Conditioned distributions modelling of 	 and XPD due to ice (attenuation between 6 and 12 

dB). 
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Figure 7-112 Conditioned distributions modelling of 	 and XPD due to ice (attenuation between 12 and 25 

dB). 
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Figure 7-113 Linear correlation coefficient for cross-polar to co-polar voltage ratio due to ice and XPD due 

to ice. 

The following models were derived for ice-induced XPD: ��� (U�) = 0.030 × ��` − 1.53 × �� + 36.13 Equation 7-36 ��� (U�) = −4.80 × ��[.� + 39.56 Equation 7-37 ��� (U�) =  −0.11 × �� + 5.33 Equation 7-38 

These models are depicted in Figure 7-114 and Figure 7-115, where the model based on a 

2nd-order polynomial is named (1) whereas the one based on a power-law is named (2). The 

latter may follow better the trend of the data for a very small attenuation. 

 

Figure 7-114 XPD-CPA relationship modelling due to ice. 
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Figure 7-115 Standard deviation of the ice-induced XPD distribution along attenuation. 

Contrary to rain-induced XPD, any relationship between ice-induced XPD and co-polar 

attenuation it not natural. Consequently, it is expected a finite XPD as the attenuation 

decreases down to 0 dB. 

The empirical models derived above may be used for the description of ice-induced XPD 

normal distribution with attenuation. In order to provide a solution based on a physical 

approach, the Paraboni/Martellucci et al model discussed earlier is considered. 

The focus is on modelling the double conditioned CDF of XPD: the probability for the XPD 

to exceed a given value given that the XPD of 40 dB has been exceeded and that the co-

polar attenuation is of a given magnitude. Such development would enable the prediction 

of the ice-induced XPD distribution as a function of CPA. 

For that, the statistical characterization made above is considered, so it is assumed that a 

Gaussian distribution holds for the exceeded time percentages between 20 and 80 %, and 
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maintained, namely that ice crystals shape, size and orientation, so they are mostly needles 
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First, the Martellucci’s model predictions are normalized to the time percentage the ice 
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N(�+, >) = ���ªHVH(�+, >)���=W>T](>)  Equation 7-39 

These factors are depicted in Figure 7-116. As it was expected, the ice anisotropy 

adjustment factors tend to be lower for higher attenuation values and, they increase with 

the time percentage the XPD is exceeded. 

 

Figure 7-116 Ice anisotropy adjustment factors for different attenuation values. 

A model based on a 1st-order polynomial has been pursued, although others have been 

investigated as in Annex 4: N = � × > + 3 Equation 7-40 

The retrieved model parameters are in Table 7-5. 

Table 7-5 Model parameters for ice anisotropy adjustment factor prediction. 
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The model parameters of the 1st-order polynomial are depicted in Figure 7-117. 

As it is possible to see, the parameters exhibit an exponential dependence with the 

attenuation, thus being modelled based on the sum of two exponentials as follows: � = 0.003728 × ��[.[��_×ØV                           − 0.003124 × ��[.¬��×ØV 
Equation 7-41 

3 = 0.3208 × ��[._��×ØV                                        + 0.6484 × ��[.[`[�×ØV Equation 7-42 

 

 

 

Figure 7-117 1st-order polynomial model parameters as a function of attenuation. 
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The obtained models follow quite well the trend of the data but they may not predict 

accurately the values of the linear model parameters for intermediate attenuations. 

In order to quantitatively assess the models performance, the RMSE and standard deviation 

has been computed using the testing variable described by Equation 7-7. The results are in 

Figure 7-118. The overall RMSE and STD of the linear model for the entire attenuation range 

is of 1.8 and 1.1 respectively. 

 

 

Figure 7-118 Root-mean-square error and standard deviation of the mismatch between measurements and 

the considered model. 

The model predictions are superimposed on the data in Figure 7-119, where it is possible 

to see the overall accurate predictions provided by the improved model. 
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Figure 7-119 Model predictions for the conditioned CDF of ice-induced XPD over the data. 

This novel approach, although relatively more complex, has a physical background and, 

despite the fact that the total ice content has been derived under clear-sky conditions, so 

one could expected that, in some way, it could be correlated with the XPD predictions for 

lower attenuation values, it is proved that it can still be extended for the prediction of the 

ice-induced effects for higher attenuations with reasonable accuracy. This is the first 

approach proposed for modelling the ice-induced XPD-CPA relationship and, because the 

ice effects may not be limited to lower attenuations, the possibility to account for the ice-

induced effects for corresponding bigger co-polar attenuations may be of especial 

relevance for future modelling activities of ice-induced XPD at higher frequency-bands. 

Bringing all the developed models together, their comparison is possible through Figure 

7-120, where they are superimposed with the average and 50% percentile of the data. As 

it is possible to see, all models are quite concordant. Nevertheless, it is possible to see that 

the parabolic-based model follows better the 50 % percentile, whereas the power law-

based model follows better the average. Both models, however, do match the average for 

the attenuation interval of 0 to 2 dB, represented in the figure on the attenuation of 1 dB. 

Given the statistical attenuation classes [0,2[ and [2,4[, and aiming to guess the average 

and 50% percentile of the XPD for the attenuation of 0 dB, the average XPD value of 36.1 

dB is obtained by extrapolating the average data, matching the predictions provided by the 

parabolic-based model, whereas a value of 37.4 dB is obtained for the 50 % percentile by 

extrapolating the 50 % percentile data. This value is quite concordant with the 

Paraboni/Martellucci et al improved model that, when extrapolated in the same way, 

provides an XPD value of 37.1 dB. 
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Figure 7-120 Ice-induced XPD-CPA models comparison. 

7.4.2.4 Combination of Rain and Ice Contributions 

Thanks to the separation of the rain and ice contributions to the overall XPD, it was possible 

to study and to model separately each effect. The question now is how to combine each 

contribution such that the total XPD, due to the joint ice and rain effects, can be predicted. 

It is assumed that a value of XPD for a given attenuation is due to the contribution of rain 

and ice. The amount of each contribution depends on the attenuation so the total XPD is 

obtained from: ���(U�) = )QHIJ × ���QHIJ + )RST × ���RST Equation 7-43 

The massive extraction of each contribution is then necessary to find the weight ) of each 

population to be applied to one of the above proposed models for rain-induced XPD-CPA, ���QHIJ, and ice-induced XPD-CPA, ���RST. 

Numerically, the average XPD due to rain or ice, ���QHIJ,RST, can be computed from: ���QHIJ,RST(�+)= ∑-QHIJ,RST(�+, ���ä]HXX) × ���ä]HXX∑-QHIJ,RST(�+)  
Equation 7-44 

where -QHIJ,RST(�+, ���ä]HXX) is the number of samples of a given population at the 

attenuation value �+ corresponding to the XPD statistical class ���ä]HXX  (center value) and -QHIJ,RST(�+) is the total number of samples of the XPD distribution, due to rain or ice, for 

the attenuation �+. 
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The total weight of each population (dB) is obtained from: )PQHIJ,PRST = )QHIJ,RST(�+) × ���QHIJ,RST(�+)= ∑-QHIJ,RST(�+, ���ä]HXX) × ���ä]HXX∑-P(�+)  
Equation 7-45 

where -P is the total number of samples of the total XPD distribution for the attenuation �+. The weight of each population (dimensionless) can then be calculated: 

)QHIJ,RST(�+) = )PQHIJ,PRST���QHIJ,RST(�+) Equation 7-46 

Because for a given attenuation the total XPD is obtained from the combination of rain and 

ice contributions, weighted accordingly, )QHIJ + )RST = 1 for any attenuation value, and 

thus one can be obtained from the other. Moreover, this naturally imposes a finite weight 

of each population, and thus a finite total XPD, even for the attenuation of 0 dB, where the 

XPD due to rain assumes an indeterminacy. It is expected in this case that when the 

attenuation approaches 0 dB, the weight of rain effects becomes progressively zero, 

whereas the weight of ice approaches the unity, reaching it for the attenuation of 0 dB. 

The weight of ice-induced effects on XPD-CPA relationship is studied first and it is depicted 

in Figure 7-121. As it is possible to see, it decreases rapidly when the attenuation increases: 

for the attenuation of about 1 dB, the ice already contributes with only 90 % to the total 

XPD and for the attenuation of about 4 dB with only 50 %. The contribution of the ice-

effects is of 10 % when the attenuation is of about 12 dB. 

 

Figure 7-121 Weight of ice-induced contribution on XPD-CPA. 
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In order to further assess this weight, this same weight was obtained from a statistical 

processing considering 0.5 dB spaced attenuation statistical classes. As it is possible to see, 

they are in good concordance, except for very small attenuations, where the latter allows 

to see the weight trend as the attenuation approaches 0 dB. The fact that it does not reach 

the unity may be due to the separation method limitation when accounting for both 

contributions near the limits of its operation: 0 dB of in-excess attenuation and 40 dB of 

XPD. 

The following models are also superimposed in Figure 7-121 (but other has also been 

investigated as shown in Annex 5): )RST,_ = 0.95 × ��[.``×ØV + 0.05 Equation 7-47 

)RST, = 17.8�+` + 17.8 
Equation 7-48 

Whereas the first, ()RST,_), is based on exponential function, the second, )RST,, is based on 

the rational function. Although based on different expressions, the two models present a 

similar degree of complexity, requiring two parameters (one of the parameters of the first 

model is obtained from another as the convergence towards unity for the attenuation of 0 

dB is assumed). The second, however, seems to be more effective on following the weight 

shape. 

The weight of rain-induced effects is depicted in Figure 7-122. As it is possible to see, it is 

the complementary weight of that of ice and, as seen earlier, the equi-contribution point is 

reached for the attenuation of about 4 dB. 

 

Figure 7-122 Weight of rain-induced contribution on XPD-CPA.  
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The following models are also superimposed on figure and, when compared to those 

proposed for ice, it is possible to see that they are quite similar, differing only from the fact 

that for the attenuation of 0 dB they shall converge on the weight 0 (other has also been 

investigated as shown in Annex 5): )QHIJ,_ = −0.95 × ��[.``×ØV + 0.95 Equation 7-49 

)QHIJ, = − 17.8�+` + 17.8 + 1 
Equation 7-50 

These modelled weights are then used together with the average rain and ice-induced XPD 

to predict the total XPD as presented in Figure 7-123. It is seen immediately how the total 

XPD evolves along the attenuation, from being close to the average ice-induced XPD at 

lower attenuations to approach the average rain-induced XPD for larger attenuations. The 

total weight of each population ()PQHIJ,PRST) is also shown, so adding them directly will 

result on the total XPD value. The equi-contribution point of about 16 dB is also evident 

around the attenuation of 4 dB. Finally, as it is possible to see, the two models for the 

weight of the two contributions provide accurate results when predicting the total XPD. 

 

Figure 7-123 Total XPD-CPA prediction from each one of its contributions. 
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Figure 7-124 Error of the proposed models. 

From this simple, but effective, approach it is now possible to, for the first time, predict the 

total XPD due to each one of its contributions, modelled after one of the models proposed 

above. In order to assess the performance when doing it so, the ITU improved model for 

rain-induced XPD prediction and the Paraboni/Martellucci et al improved model for ice-

induced XPD prediction are used together with the modelled weights of rain and ice 

respectively, to predict the joint effects of the two population when computing the total 

XPD. 

The results, presented in Figure 7-125, show that the rain-induced XPD increases quickly as 

the attenuation decreases, whereas the ice-induced XPD approaches a finite value, slightly 

larger than the total measured XPD. Effects of the limited dynamic range of the receiver 

may be present at this point but, regardless that, the predictions are quite concordant with 

the measured data. 

The deviation between the data and the predictions are depicted in Figure 7-126, where it 
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and 1.02, 0.46. When using the power law-based model, the deviation provides RMS and 

STD values for each one of the weight models of 1.01, 0.36 and 0.98, 0.36. 

 

Figure 7-125 Total XPD-CPA prediction from the ITU and Paraboni/Martellucci et al improved models. 

 

Figure 7-126 Error when using the proposed models together with the rain and ice XPD models. 
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Figure 7-127 Total XPD 50% percentile prediction as function of attenuation from ITU and 

Paraboni/Martellucci et al improved models. 
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than or greater than a given threshold. For example, there is an outage probability of 50 % 

(in the presence of rain) due to exceeded interference (level of 25 dB) when the fade margin 
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Figure 7-128 Probability of rain-induced XPD as a function of the fade margin. 

This leads to the system unavailability analysis in Figure 7-129, where single-polarized 

systems (A = 0) are limited only by the fade margin. Beyond the technical compliance, the 

assessment of the contracted availability targets and of the admissible interference levels 

is object of spectrum monitoring and control that may lead the operator to incur on 

penalties for lack of compliance. 

 

Figure 7-129 System unavailability due to the exceeded attenuation or depolarization due to rain. 

Attenuation (dB)

4 6 8 10 12 14 16 18 20 22

T
im

e
 (

%
)

10-5

10-4

10-3

10-2

10-1

100

P(XPD<25dB)

P(XPD<30dB)

P(XPD<35dB)

P(XPD>25dB)

P(XPD>30dB)

P(XPD>35dB)

Attenuation (dB)

4 6 8 10 12 14 16 18 20 22

U
n
a
v
a
ila

b
ili

ty
 =

 P
(C

P
A

>
x
 U

 X
P

D
<

y
) 

(%
)

10-3

10-2

10-1

100

y=0

y=25dB

y=30dB

y=35dB



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 309 

 

Taking as reference a fade margin of 14 dB, a single-polarized system could expect an 

availability of 92.6 % when it rains (as shown, the probability of depolarization worse than 

40 dB due to rain is of about 0.21%). For the same fading conditions, a double-polarized 

system would see its availability reduced to 40.5 % of the time that rains with a maximum 

admissible interference of 35 dB. Typical admissible values are between 30 and 25 dB. 

7.5.2 Ice-induced XPD 

In Figure 7-130 is shown that there is an outage probability of 50 % (in the presence of ice) 

due to exceeded interference (level of 25 dB) when the fade margin is of about 9 dB, a fade 

value smaller than that observed earlier for the rain-induced effects. 

 

Figure 7-130 Probability of ice-induced XPD as a function of the fade margin. 
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Figure 7-131 System unavailability due to the exceeded attenuation or depolarization due to ice. 

7.5.3 Total Channel-induced XPD 

Figure 7-132 depicts an outage probability of 50% due to exceeded interference (level of 

25 dB) when the fade margin is of about 11.5 dB. Here the joint effects of rain and ice are 

considered but for the XPD level of 25 dB the probability is similar to the one observed for 

the rain-induced effects. Still, differences are present when considering worse XPD levels. 

 

Figure 7-132 Probability of total XPD as a function of the fade margin. 
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When considering the joint effects of rain and ice, a single-polarized system with a fade 

margin of 14 dB shall have an availability of 98.2 % of the time that there is rain or ice (the 

probability of XPD worse than 40 dB is of about 0.97%). 

Such availability is reduced to 45.3 % of the time if a maximum admissible interference of 

35 dB for the same fade margin is considered when estimating the performance of a 

double-polarized system. If worse XPD values of 25 dB or 30 dB are admissible, then the 

availability is reduced only to 92.3 % and 76.2 % respectively (see Figure 7-133). 

 

Figure 7-133 System unavailability due to the exceeded attenuation or depolarization due to the combined 

effects of ice and rain. 

 

An assessment of systems performance in the presence of rain, ice and the joint effects is 

depicted in Figure 7-134. 

As it is possible to see, the ice-induced effects play a major role in limiting the system 

availability. These effects are stronger than those of rain, regardless the admissible 

depolarization. 

Finally, it is also possible to see that the effects of rain become progressively more 

important as the depolarization gets worse, as is it evident from the spacing between the 

unavailability curves due to each contribution and the relative spacing between them and 

the curves of the joint effects. 
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Figure 7-134 Comparison between system unavailability due to exceeded attenuation or depolarization 

when in the presence of rain, ice or joint effects. 

7.6 XPD VARIABILITY 

The long-term prediction of XPD is subject to a variability that is important to be discussed 

as it may compromise the expected systems performance. For example, as in the case of 

the rain-attenuation, the XPD also exhibits an inter-annual variability that may be tested 

against the inter-annual variability of rain attenuation and rainfall rate. 

Success in such a test may reveal important features regarding the relative occurrence of 

rain and ice at the statistical level on XPD. 

7.6.1 Annual Variability 

The annual total XPD CDFs are depicted in Figure 7-135 and, as in the case of rain 

attenuation, it exhibits a significant variability from one year to another. The year of 2006 

was generally the one introducing worse XPD values, whereas the best years were 2005 

and 2007. 

Attenuation (dB)

4 6 8 10 12 14 16 18 20 22

U
n
a
v
a
ila

b
ili

ty
 =

 P
(C

P
A

>
x
 U

 X
P

D
<

y
) 

(%
)

10-4

10-3

10-2

10-1

100

y=0 (Total)

y=25dB (Total)

y=30dB (Total)

y=35dB (Total)

y=0 (Rain)

y=25dB (Rain)

y=30dB (Rain)

y=35dB (Rain)

y=0 (Ice)

y=25dB (Ice)

y=30dB (Ice)

y=35dB (Ice)



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 313 

 

 

Figure 7-135 Total annual XPD CDFs. 

The annual rain-induced XPD CDFs are in Figure 7-136, where some relative differences 

with regard to the total XPD are present. For example, whereas 2006 and 2010 were the 

worst years in what concerns the total XPD, the year of 2009 is also a worst year in what 

concerns the rain-induced XPD for XPD values down to 33.5 dB. 

 

Figure 7-136 Annual rain-induced XPD CDFs. 

The annual ice-induced XPD CDFs are in Figure 7-137. Considering, for example, the year of 

2012, it is neither a best or a worst year with regarding to the total XPD, but it can be 

considered a best year together with 2005 in what concerns the ice-induced XPD for XPD 

values down to 25 dB. At the same time, the rain-induced XPD in 2012 is clearly worse than 

the corresponding one in 2005 for XPD values down to about 18 dB. 
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Figure 7-137 Annual ice-induced XPD CDFs. 

From the above presented results, it is clear that there are different relative contributions 

from each population to the total XPD from one year to another. 

Taking 2006, for example, the generally worst year, the ice population dominates the 

distribution for XPD values down to 18.5 dB. For this XPD range, both populations 

contribute in equal magnitude to the total XPD and the probability of either one of them 

to exceed this threshold is of 0.01 %. For XPD values smaller than this threshold the rain 

contribution is more important, but still quite similar to that of ice, as seen in Figure 7-138. 

 

Figure 7-138 XPD CDF for the year of 2006. 
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In 2008, Figure 7-139, rain and ice contribute equally to the 17.5 dB XPD, similar to that of 

2006, but the probability of either rain or ice-induced XPD to exceed this value is one 

decade below than in the case of 2006. 

 

Figure 7-139 XPD CDF for the year of 2008. 

On the other hand, in 2010 the rain contribution supersedes the ice one for XPD values 

worse than 22.5 dB, the threshold for which the probability of exceeding it is of about 0.03 

% for both populations, as it can be seen in Figure 7-140. 

 

Figure 7-140 XPD CDF for the year of 2010. 

Although in general the rain contribution supersedes the ice one for worse XPD values, that 

is not a rule, as, for example, the case of 2012. Although the ice contribution dominates 

XPD (dB)

10 15 20 25 30 35 40

T
im

e
 (

%
)

10-5

10-4

10-3

10-2

10-1

100

101
2008

Total XPD

Rain-induced XPD

Ice-induced XPD

XPD (dB)

10 15 20 25 30 35 40

T
im

e
 (

%
)

10-5

10-4

10-3

10-2

10-1

100

101
2010

Total XPD

Rain-induced XPD

Ice-induced XPD



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 316 

 

regardless the XPD value in this year, the relative contribution of each population is similar 

as both, rain-induced XPD CDF and ice-induced XPD CDF, are generally closer to each other 

than in the previous examples, as it can be evaluated through Figure 7-141. 

 

Figure 7-141 XPD CDF for the year of 2012. 

Given this variability from one year to another, the remaining question is how each 

contribution to the XPD and how the total XPD varies on the inter-annual basis. To answer 

this question, the same approach used for rain attenuation has been followed. The results 

are in Figure 7-142, where it is possible to see that different ranges for time percentages 

have been considered for total, rain and ice-induced XPD CDFs, as a consequence of the 

data availability. 

 

Figure 7-142 Inter-annual variability of XPD and of its contributions, together with the ITU-R P.678-3 

proposed model for rainfall rate and rain attenuation inter-annual variabilities. 
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A first observation is that the inter-annual variability of total XPD is similar to that of rain 

and to that of ice-induced XPD and adding both does not result on the total XPD variability, 

which means that the occurrence of rain and ice are not fully uncorrelated random 

processes and consequently there must be a correlation coefficient to be considered 

between them. 

Comparing the inter-annual variability of XPD with that of rain attenuation, it seems that 

they are quite similar. Nevertheless, the variability of XPD is larger for time percentages 

down to 0.015 %, whereas it is smaller for smaller ones as it can be seen in Figure 7-143. 

This threshold corresponds to a long-term XPD of about 20 dB. Finally, the inter-annual 

variability of rain attenuation follows the shape of the rain-induced XPD inter-annual 

variability. 

From these evidences, it seems that the ice contribution may introduce a bigger variability 

for bigger exceeded time percentages, whereas it may have a softening effect on the 

smaller ones. These findings are in-line with a rigorous analysis, but allowing some 

approximations, it is indisputable the remarkable coincidence between the XPD variability, 

its contributions and the rain attenuation one. 

As a matter of fact, the features presented are within the prediction error of inter-annual 

variability of rainfall rate and rain attenuation using the ITU-R P.678-3 model (depicted in 

Figure 7-142): 0.01 and 0.022 respectively. The RMS deviation of the ITU-R P.678-3 model 

to the total XPD inter-annual variability is of 0.016, an error that can be mitigated down to 

0.004 if local data is used for computing the climatic ratio. 

 

Figure 7-143 Inter-annual variability of XPD and rain attenuation. 
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The same values with regard to the rain-induced XPD variability are of 8.7 × 10�� and 2.9 ×10�� respectively, and with regard to the ice-induced XPD are of 0.01 and 0.003. 

Consequently, in light of these results, this model may be applied also for the prediction of 

the total, rain- and ice-induced XPD inter-annual variabilities and, in other words, it means 

that the occurrence of rain and ice are considered to be fully correlated at this statistical 

level. 

The relative error of the ITU-R P.678-3 model with regard to the total, rain- and ice-induced 

XPD variabilities is depicted in Figure 7-144. 

 

 

Figure 7-144 Test of the ITU-R P.678-3 recommended model for the prediction of rainfall rate and rain 

attenuation inter-annual variabilities against the inter-annual variabilities of total, rain- and ice-induced 

XPD. 

 

The long-term annual hourly distributions of total XPD are depicted in Figure 7-145. As it is 

possible to see, all pairs of hours seem to be quite concentrated around the long-term XPD 

distribution, even if there is some longitudinal variability to be considered. 

The best hours seem to be generally those in the period of 10-12 h, where smaller 

depolarization values are noted. On their turn, the worst hours are those of 00-04 h for 

moderate and strong depolarization and 06-08H for better (small) depolarization. 
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Figure 7-145 Long-term annual hourly distribution of total XPD. 

Considering the best and worst periods of depolarization (Figure 7-146), it seems that a 

considerable long-term transversal variability is present. For example, during the best long-

term annual period the year of 2007 was indeed a best year, whereas in 2008 worst XPD 

values were registered. On its turn, the worst period of 02-04 h was worst during 2006 and 

2009, being 2005, 2007 and 2012 generally better years. 

 

Figure 7-146 Annual hour distribution of the best (left) and worst (right) hours of the long-term annual 

hourly distribution of total XPD. 

 

The longitudinal annual hourly variability is presented in Figure 7-147 which is, indeed, 

smaller than that of inter-annual of total XPD. 
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Figure 7-147 Longitudinal annual hourly variability of total XPD. 

On the other hand, the transversal annual hourly variability of total XPD is shown in Figure 

7-148, which is generally larger than the inter-annual one. These evidences are similar to 

those obtained earlier for rain attenuation as observed in 5.2.2. It seems thus that the ITU-

R P.678 model can work as a worst-case predictor of the longitudinal annual hourly 

variability of the total XPD, and a generally best-case predictor of the transversal one. 

 

Figure 7-148 Transversal annual hourly variability of total XPD. 
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7.6.2 Seasonal XPD Variability 

The seasonal variability is also important for the assessment of the phenomena behaviour 

with the natural climatic features, associated with each season of the year. For example, 

the different contributions to the XPD shall impose different effects on the overall 

depolarization revealing important aspects regarding the physics of the propagation 

channel. 

Considering the total XPD, it seems that autumn is the worst season, followed by winter 

and spring. The last one supersedes the former for XPD values worse than 24 dB. On its 

turn, summer is clearly the best season in what concerns the depolarization. Still it 

supersedes winter for XPD values worse than 16 dB and spring for XPD values worse than 

14.5 dB. This seasonal ranking is similar to the one observed for rain attenuation. 

The ice-induced XPD is generally more important for the smaller and moderate XPD values, 

being the rain-induced XPD the responsible for the worst depolarization values. For 

example, the ice-induced XPD is more important than the one induced by rain for XPD 

values down to 21.5 dB during autumn. In this case, even if the rain-induced XPD 

distribution is worse than that of ice for worse XPD values, both follow quite closer one 

another. During winter, the ice-induced XPD is more important for XPD values down to 20 

dB, being superseded by the rain-induced XPD for worse XPD values. Contrary to what 

happens in autumn, the ice-induced XPD distribution loses weight for XPD values worse 

than the intercept. In spring the distributions of rain and ice-induced XPD cross each other 

for the XPD value of 19.5 dB and in summer they do not cross each other at all, meaning 

that during summer, ice is always more important than rain in what concerns 

depolarization, as it can be seen in Figure 7-149. 

The ice-induced XPD distribution in winter and spring is more important than the rain one 

in the autumn for XPD values down to around 27.5 dB but the ice-induced XPD distribution 

in autumn is generally more important than the total XPD of any other season. The rain-

induced XPD distribution for spring and winter is similar to that of the summer ice-induced 

XPD for values down to about 25 dB. Ice-induced XPD distribution for summer is more 

important than the ice-induced distribution of winter for XPD values smaller than 19 dB 

and then the ice-induced distribution for spring for XPD values smaller than 17 dB. Finally, 

the rain-induced XPD distribution for summer dominates the ice-induced XPD distributions 

during winter and spring for XPD values worse than respectively, 18 dB and 15.5 dB. 

The weight of rain and ice in each season can be easier assessed through Figure 7-150. As 

it is possible to see, autumn is the most equilibrated season in what regards the 

contribution of each source for depolarization. For example, the largest difference between 

the weight of rain and ice during autumn reaches as much as 53.6 %. The difference in 

winter is bigger, 62.8 %, being the intermediate seasons (in this context) spring and 

summer. 
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Figure 7-149 Seasonal distributions of total, rain-induced and ice-induced XPD. 

 

Figure 7-150 Weight of rain and ice in each season. 

Moreover, as suggested earlier, in spite of the fact the rain contribution supersede the ice 

one for better XPD values in autumn than in winter, for example, its contribution does not 

tend to vanish completely for worse XPD values in autumn as it happens in winter or spring. 
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small and moderate depolarization values and most of the strongest depolarization events 

in winter, spring and autumn seem to be caused by rain, whereas in summer they are 

caused by ice. 

Before assessing the seasonal contribution of each source as a function of the attenuation, 

it is important to evaluate first the XPD-CPA distribution in each of these seasons. Figure 

7-151 depicts the autumn distribution, where it is possible to confirm how rich is this 

season from the point of view of the existence of depolarization events caused by either 

rain and ice populations. 

In winter (Figure 7-152), however, the ice-induced XPD seems to be limited for attenuations 

up to about 10 dB, whereas the rain-induced XPD shall be found across the entire 

attenuation range, thus implying that the ice in winter tends to take place and to dominate 

in the absence of significant atmospheric absorption. 

In spring, not only worse ice-induced depolarization events are registered as also the ice 

XPD-CPA distribution presents itself up to attenuations of about 15 dB. The rain-induced 

depolarization, as in the case of winter and autumn, seems extremely well correlated with 

co-polar attenuation in a stable distribution. The number of samples is also more 

equilibrated between both contributions, whereas in the previous seasons the number of 

samples attributed to ice was quite bigger. 

Considering the XPD-CPA distribution in summer (Figure 7-154) compared to the same ones 

for other seasons it is perceptible that more data is still required to make it stable. Despite 

that fact, it seems that the entire range of attenuation is fairly filled in what concerns the 

rain-induced XPD-CPA distribution, whereas the ice-induced one can only be considered 

for attenuations up to about 8 dB. 

After these considerations, it is possible now to assess the average XPD values caused by 

each population of rain and ice (Figure 7-155) and their individual contributions to the 

overall depolarization as a function of the attenuation (Figure 7-156). It seems that in spring 

there is a steeper decay on the ice contribution as a function of the attenuation, and 

consequently a steeper increment of the rain effects as the attenuation increases. The equi-

contribution point takes place for an attenuation of about 3.5 dB in spring. On contrary, in 

summer, the weight of ice seems to persist for a higher attenuation threshold such that the 

equi-contribution point takes place for an attenuation of about 4.5 dB. This could be due 

to the presence of ice during thunderstorms that are quite normal in this season and 

climate. There is then, however, a steeper decay of its contribution that is superseded by 

that of autumn. In fact, autumn appears again as a season where the weight of each 

contribution to the overall XPD is more balanced, at least for attenuations larger than the 

equi-contribution point that takes place at an attenuation close to 4 dB. This intermediate 

equi-contribution point is shared with winter, a season during which the weight of each 

population is halfway comparatively to other seasons.  
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Figure 7-151 XPD-CPA distribution in autumn: total XPD (on top), ice-induced XPD (bottom left) and rain-

induced XPD (bottom right). 

 

 
Figure 7-152 XPD-CPA distribution in winter: total XPD (on top), ice-induced XPD (bottom left) and rain-

induced XPD (bottom right) 
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Figure 7-153 XPD-CPA distribution in spring: total XPD (on top), ice-induced XPD (bottom left) and rain-

induced XPD (bottom right) 

 

 
Figure 7-154 XPD-CPA distribution in summer: total XPD (on top), ice-induced XPD (bottom left) and rain-

induced XPD (bottom right) 
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Figure 7-155 Seasonal average XPD caused by rain, ice and joint effects. 

Considering now the seasonal hourly patterns of XPD (Figure 7-157), during autumn the 

period of 00-04h is the worst, whereas that of 10-12h is generally the best. During winter, 

the best period is still the late morning but it lasts longer until the early afternoon (14h) 

and, for XPD values down to 25 dB also the period 22-24h is a good one. Interestingly, the 

period of 00-02h is one of the worst. A bigger hourly variability is also observable in winter 

comparatively to that of autumn. 

 

Figure 7-156 Seasonal rain and ice weights to the overall XPD as a function of the attenuation. 
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Figure 7-157 Seasonal hourly distributions of total XPD. 

In the spring, late afternoon and evening (18-24h) is the worst period. On its turn, late 

morning and afternoon (10-18h) are the best ones. Finally, a bigger hourly variability is 

observed in summer comparatively to any other season. The best periods in summer seem 

to be 10-12h and 20-22h, whereas the worst is that of 00-04h. 

7.7 CONCLUSION 

The ice-induced XPD is due to differential phase shift through scattering, whereas the rain-

induced XPD is caused by both differential phase shift and differential attenuation between 

the medium principal planes integrated along the propagation direction. 

The test and improvement of existing models requires the assessment of individual 

contributions to the XPD. In the absence of dual-polarized satellite beacons over the same 

region, alternative separation methods, using only half of the resources of the space and 

ground segments, seem to be the last resource for the practical assessment of the 

individual effects of rain and ice on the total depolarization. 
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Two physical methods have been developed using single-polarized satellite beacon signals 

that are abundantly available around the globe. These separation methods may be the key 

to unlock and enhance for practical approaches the depolarization studies on a global scale. 

The first separation method retrieves the ice contribution from the total measured 

depolarization after estimating the contribution of rain: ICaRA method. The contribution of 

ice concurrent with rain, in the framework of rain-classified events, was found to be 

negligible. Under the assumption that the ice anisotropy is independent of that of rain and 

that they can be either added or subtracted, it means that, on average, the depolarization 

ratio of rain events would match the depolarization ratio of the rain component in the 

framework of rain-induced events, as confirmed experimentally. 

From these results, it seems reasonable to assume a simpler propagation channel 

structure, where one main contribution is dominant at each instant, enabling to study a 

second separation method. This method makes the separation of the two contributions to 

the total depolarization by considering the signature of the dielectric properties of the 

contributing populations on the measured depolarization ratio vector, thus retrieving 

directly the ice contribution from the total depolarization: DiRICo method. 

The results obtained by using the two methods proved to be in very good agreement. The 

ICaRA and DiRICo methods require experimental data collected with linearly polarized 

beacons, and receivers able to perform cross-polar absolute phase measurements. Data 

collected from circular polarized beacons are not suitable as the phase of the 

depolarization ratio depends on the medium canting angle. 

Both methods are applicable, at least, up to 50 GHz, since they rely on the complex 

depolarization ratio, whose phase is directly related to the dielectric properties of ice and 

water whose relation with the frequency is well established in literature, and on the 

physical description of the propagation medium that has been supported experimentally 

by all data collected during the Olympus and ITALSAT campaigns carried out from 12 to 50 

GHz. 

The ICaRA is an event-by-event physical-based method that requires a suitable choice of 

the type of rain DSD so that the climatic factors are automatically included in the retrieval 

procedure. Besides that, the standard DSDs have already proved experimentally to describe 

the rain population. 

The DiRICo method is based on a classification using the depolarization ratio phase, and 

relies on an adequate phase threshold to distinguish rain and ice population. As the 

complex rain anisotropy increases with frequency and the real part increases with respect 

to the imaginary part, a split-apart of the depolarization ratio of rain and ice is expected as 

the frequency increases, making the separation of the two populations simpler. On the 

other hand, at lower frequency-bands and in regions with rain populations having drop 
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sizes that exhibit a largely dominating imaginary anisotropy, the method may not be so 

effective. The method should then be adequate for frequencies from 20 GHz (Ka-band) up 

to, at least, 50 GHz (Q/V-band), where the already mentioned experimental data confirms 

the behaviour of the two populations. 

Finally, both of these methods overcome the drawbacks of the previous approaches. No 

attenuation threshold is imposed for the separation, and so the lighter rain events are not 

excluded nor are necessarily classified as ice. In addition, events dominated by ice in the 

presence of rain are not necessarily classified as rain and no imposition is forced for the 

apparent relationship between XPD and co-polar attenuation to identify the rain events 

from the ice-dominated ones. They do not enable the extraction of the quasi-physical 

medium parameters, but they definitely enable the extraction of the weights of the 

contributions to the overall depolarization, which is a possible approach to the modelling 

activities. 

Further studies confirmed the potential of DiRICo to identify and separate the two 

populations in the context of either single or multiple events of either one of the types of 

hydrometeors and under different and complex physical processes causing the 

phenomenon, putting in evidence the robustness of the method facing the natural 

dynamics of the channel structure. 

The ITU model proved to be overestimating the CDF of XPD, requiring thus to be improved. 

In a first approach, the rain-classified events in the framework of ICaRA enabled the 

assessment of the rain contribution that proved to be overestimated. An adjustment of the 

attenuation-dependent term (that largely determines the shape of the XPD curve) by 

applying a rain anisotropy reduction factor enables the ITU model improvement. The rain 

contribution, together with the measured total XPD enabled the ice-crystals term to be 

assessed. It has been seen that the ice contribution is underestimated by almost 50 % thus 

justifying its re-parameterization, for the first time since the 80s and for the first time using 

Ka-band data. 

The improved parameters together enable more accurate predictions than the original 

model in what regards the Aveiro data. The exhaustive validity of the improved model 

requires independent validation by different datasets, especially in climatic regions 

different from Aveiro. The global model performance may be tested, but the assessment 

of the source of uncertainty requires, naturally, the separation of the contributions to the 

phenomenon. Nevertheless, the improved model shall be suitable for temperate climates, 

similar to the one experienced in Aveiro, and for frequencies at Ka-band. The current in-

force ITU recommended approach comes from the eighties, it is based on data measured 

mainly at lower frequency-bands (C and Ku-band) and it has never been revised by a long-

term, thus high-reliable, database until now. 
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The combination of rain- and ice-induced XPD CDFs has been studied in the framework of 

the calculation of the total XPD CDF. By using the results of ICaRA, the ice in the presence 

of rain presented a very limited contribution, thus further justifying the possibility for 

considering a simpler structure for the propagation channel. By using DiRICo, similar results 

were obtained for the 1st-order statistics of each contribution, extending the validity of 

DiRICo for, not only the prediction of the XPD-CPA relationships of each contribution to the 

XPD, but also their corresponding CDFs. Therefore, the combination of each contribution 

was made on the basis of "equimagnitude". 

The Paraboni/Martellucci et al model for the ice anisotropy has been tested. The model 

proved to be quite sensitive with regard to the aspect ratio of ice needles, thus providing 

easily a strong overestimation of the phenomenon. The possibility for introducing a 

reduction factor on the percentage that the total ice content is exceeded has been 

investigated, proving to be insufficient and supporting the need for, as it happens in the 

case of rain-induced effects, an ice anisotropy adjustment factor to account for the 

uncertainties about the microphysical properties of the ice population. 

The model assumes ice crystals composing cirrus-type clouds with the shape of needles. 

However, it is possible to find other shapes of ice in the framework of other types of clouds. 

These simplifications in a context where actually complex weather processes are 

underlying a wide variety of clouds shapes, extensions and compositions and where a range 

of ice crystals shapes and sizes takes place imposes the need for an ice anisotropy 

adjustment factor to be applied to the model predictions. 

The value of the ice anisotropy adjustment factor is affected by the model input parameters 

by an offset that can be tuned after future studies refining the knowledge about the ice 

crystals shape, size and orientation along the propagation path. The reasoning for it and its 

shape shall be kept regardless that. 

The improved model requires independent testing but it shall be expectable to perform 

well in other similar climatic regions (with similar physical support) for the ice-induced XPD 

CDF prediction for time percentages between 0.01 and 0.8%. Nevertheless, it can be 

extrapolated with reasonable accuracy for smaller time percentages. 

For other climatic regions, where the physical considerations may be different, it shall be 

expectable the need for a new parameterization of the ice anisotropy adjustment factor 

for which the model basis and formulation proposed is expected to be valid. 

The CCDF of rain attenuation was then used to derive the prediction of rain-induced XPD 

CDF according to the improved ITU model. Its predictions were then combined on the 

“equimagnitude” principle with those derived for the ice-induced XPD CDF so the total XPD 

CDF could be predicted. The accuracy of this approach proved to perform better than the 

original ITU model, with the additional advantage of being physically supported. 
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Due to a very limited amount and availability of full joint statistics of XPD and CPA, the 

average XPD conditioned to CPA has been considered instead. This simplification has led to 

a further (in principle similar) simplification, establishing an equiprobable relationship 

between first-order statistics of not exceeded XPD and exceeded CPA, so it is assumed that 

the not exceeded XPD corresponds to the exceeded rain attenuation for the same time 

percentage. 

The equiprobability principle has been studied, proving to be suitable only for the case of 

rain-induced effects, failing, however, whenever ice effects are present. The ITU-R P.618 

model §4.2 requires thus the note restricting its applicability to rain-induced effects. 

Alterntively, a conversion factor, as derived, must be considered. At the same time, it is to 

note that ice-induced effects are not considered in §4.2, therefore there is no 

recommended model for the total XPD-CPA joint distribution. 

The Ka-band data have been scaled in frequency to test the Paraboni et al model for the 

XPD-CPA relationship at V-band. The model is based on a first-order polynomial, but a 2nd-

order polynomial seems to better follow the data at Ka-band. However, at V-band, the 

Paraboni et al proposed model is justified. 

The statistical stability of XPD-CPA joint statistics has been considered. For total XPD, at 

least four years of data are necessary to ensure a minimum statistical stability across a wide 

range of attenuation values and for percentiles down to 5 %. 

The distributions of total cross-polar to co-polar voltage ratio and total XPD conditioned to 

CPA have been studied. Whereas the cross-polar to co-polar voltage ratio starts by being 

better described by a lognormal function, the XPD is generally well described by a normal 

distribution. Therefore, the Gaussian distribution parameters, mean and standard 

deviation, have been derived to describe statistically the XPD-CPA joint distribution. 

This exercise has been repeated for the individual contributions of rain and ice. It seems 

that 4 years are also necessary to achieve comparable statistical stability in the case of rain-

induced effects, as in the previous case. 

It is possible to model using a Gaussian function the distributions of rain-induced XPD 

conditioned to CPA trustfully for the percentiles from 15 to 85 %. As it happens in the case 

of total XPD-CPA, the rain-induced XPD-CPA is generally well described by a normal 

distribution, whereas the cross-polar to co-polar voltage ratio follows better a lognormal 

distribution for lower attenuation values. Under those findings, the model described in ITU-

R P.618 §4.2 needs revision. 

The existing models for the XPD-CPA due to rain have been tested, all proving to 

overestimate the data. The ITU model, in spite of ranking in the last place, seems to account 

proportionally for all the underlying physical mechanism and thus, it was the candidate for 

improvement. 
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Considering its mathematical background, it is possible to understand that most of its 

parameters were derived from both scattering theory and link geometry considerations. 

Aiming to improve the model, the raindrops canting angle spread has been investigated. 

The current proposed parameter on the ITU model has no significant impact in the 

predictions when using either a spread of raindrops canting angle of zero degrees or by 

considering a value, as proposed by the ITU recommendation, depending on the 

equiprobable time percentage of attenuation. A spread of 27.9o enables, however, the ITU 

model to follow quite well the data. This value is in-line with similar findings by other 

researchers and it puts in evidence the possible need for the ITU model revision with 

regards to this parameter that has an apparent too limited impact in its current version. On 

the other hand, it is also expectable the need for a rain anisotropy reduction factor to 

account for uncertainties related to the rain drops microphysical properties, namely their 

their shape that might be more spherical than what is idealized by the theoretical models. 

In the case of ice, six years are required to achieve reasonable stability for all attenuations, 

except in the case of the 1% percentile and attenuation bigger than 15 dB. It also seems 

that it is possible to model the ice-induced XPD using a Gaussian function for all attenuation 

values and percentiles between 20 % and 80 %. 

The Paraboni/Martellucci et al model has been considered for the prediction of the 

conditioned ice-induced XPD CDF as a function of attenuation. Ice anisotropy adjustment 

factors have been derived for time percentages between 20 and 80 %. These results were 

then modelled using a 1st-order polynomial, whose parameters proved to exhibit a more or 

less complex relation with attenuation. Such is true mostly because the slope of the 

polynomial is significantly different for very reduced attenuations. Eventually simpler 

models may be used. Nevertheless, in this first approach more elaborated models were 

pursued, hoping that in the future more data may be considered so the model may be 

further assessed, especially at lower attenuations, so the needs regarding the model 

complexity may be clarified. Nevertheless, this is the first time a model has been proposed 

for the prediction of ice-induced XPD-CPA joint relationship. 

An approach for the combination of the individual contributions to the XPD has been 

presented. For that, the weight of each population as a function of the attenuation was 

derived and modelled as a function of the attenuation for the first time. Two models were 

considered: one based on an exponential and another based on a rational function. The 

latter proved to perform better when predicting the total XPD as a combination of rain and 

ice effects. 

Finally, the improved ITU model for the XPD due to rain and the improved 

Paraboni/Martellucci et al model for the XPD due to ice have been used together with the 

best model for the description of the individual contribution, so the total XPD as a function 
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of attenuation could be predicted for the first time, having been obtained very accurate 

results. 

From the inter-annual variability of XPD and of its contributions, it is clear that there are 

different relative contributions from each population to the total XPD from one year to 

another. Still, the inter-annual variability of total XPD is similar to that of rain and to that 

of ice-induced XPD. Adding both does not result on the total XPD variability, which means 

that the occurrence of rain and ice are not fully uncorrelated random processes and 

consequently there must be a correlation coefficient to be considered between them. 

Comparing the inter-annual variability of XPD with that of rain attenuation, it seems that 

they are quite similar. The ITU-R P.678 model for the calculation of the inter-annual 

variability of rainfall rate and rain attenuation proved to be able to be extended to predict 

the inter-annual variability of rain-induced, ice-induced and total channel-induced XPD and, 

in other words, it means that the occurrence of rain and ice are considered to be fully 

correlated at this statistical level. 

At the annual level, the best hours seem to be generally those in the period of 10-12h, 

where smaller depolarization values are noted. On their turn, the worst hours are those of 

00-04h for moderate and strong depolarization and 06-08h for better (small) 

depolarization. It was also seen that the ITU-R P.678 model can work as a worst-case 

predictor of the longitudinal annual hourly variability of the total XPD, and a generally best-

case predictor of the transversal one. 

Considering the total XPD, it seems that autumn is the worst season, followed by winter 

and spring. On its turn, summer is clearly the best season in what concerns the 

depolarization. The ice-induced XPD is generally more important for the smaller and 

moderate XPD values, being mainly the rain-induced XPD the responsible for the worst 

depolarization values. The ice-induced XPD distribution in autumn is generally more 

important than the total XPD of any other season. Autumn also proved to be the most 

equilibrated season in what regards the contribution of each source for depolarization. For 

the modest depolarization measured in summer, the ice contribution is always more 

important. Finally, the ice plays a more important role on the overall depolarization in 

winter than in the remaining seasons, whereas the rain one is more evident in autumn for 

small and moderate depolarization values and most of the strongest depolarization events 

in winter, spring and autumn seem to be caused by rain, whereas in summer they are 

caused by ice. 

It also seems that in spring there is a steeper decay on the ice contribution as a function of 

the attenuation, and consequently a steeper increment of the rain effects as the 

attenuation increases. On contrary, in summer, the weight of ice seems to persist for a 

higher attenuation threshold. Autumn appears again as a season where the weight of each 

contribution to the overall XPD is more balanced. 



Chapter 7 

Characterization and Modelling of Rain and Ice Effects on Atmospheric Depolarization 

 

 

Page | 334 

 

During autumn, the period of 00-04h is the worst, whereas that of 10-12h is generally the 

best. During winter, the best period is still the late morning but it lasts longer until the early 

afternoon (14h). Interestingly, the period of 00-02h is one of the worst. 

In the spring, late afternoon and evening (18-24h) is the worst period. On its turn, late 

morning and afternoon (10-18h) are the best ones. The best periods in summer seem to be 

10-12h and 20-22h, whereas the worst is that of 00-04h. 
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8. CHAPTER 8 

PROPAGATION DATA 

REQUIRED FOR PHENOMENA 

MITIGATION 

8.1 INTRODUCTION 

Characterizing and modelling the propagation phenomena enables to account for them in 

systems planning and design. Because the impairments get worse as the frequency 

increases, mitigation techniques, the so-called fade mitigation techniques (FMT), are 

necessary to keep the lower-frequency system QoS target at such higher frequency-bands. 

Because for the purpose of this work the term FMT would be too restrictive, given that also 

the depolarization mitigation is considered, the term used has been of propagation 

impairment mitigation techniques, being generic to account for the mitigation of whatever 

phenomenon. 

If a mitigation is in mind, then the knowledge about the phenomena dynamics is 

mandatory, as it establishes the time for the technique deployment, the agility required for 

tracking the phenomena and the return period of the impairment. This is discussed in 

following paragraphs.  
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8.2 PROPAGATION IMPAIRMENT MITIGATION TECHNIQUES 

The traditional way to overcome deep fades were usually based on the brute force concept, 

by simply increasing the transmitted power. Of course, this approach is unsuitable and 

unpractical when the transmission frequency increases up to Ka-, Q/V-bands and above. 

On one hand, unlimited power would induce interference on other services and systems. 

On the other hand, the propagation impairments become more severe as the frequency 

increases (as it is the trend of future generation of SatComs, looking for wider bandwidths 

due to the congestion of the lower frequency bands), requiring, in this sense, a power not 

compatible to either the resources on-board of the satellite or the available technology. 

Therefore, propagation engineering has been exploiting the radio channel properties and 

developing clever and optimized approaches such that their use ensures the services 

operation with both the required availability, quality, and in compliance with the 

international regulations. 

The PIMTs can be divided in those that actively counteract the propagation impairment 

and those finding alternative ways to keep the service running in the presence of 

propagation impairments, but other classification systems exist [359]. Furthermore, the 

focus in the framework of this thesis will be on those implemented on the physical-layer of 

the communications system: those implemented on the digital signal processing level (e.g. 

adaptive coding and modulation [360]), although important, are not covered here. 

The adaptive power control, employed on both the up and downlinks, actively aims to keep 

the carrier-to-noise ratio, guaranteeing the desired QoS. Alternatively the adaptive power 

distribution, or on-board dynamic power allocation, by means of beamforming [361], 

assigning the antenna radiation pattern according to the users’ needs and the propagation 

channel conditions is also an active technique which concentrates the on-board power on 

the geographical location suffering bad weather conditions, allowing for an improved 

performance of the satellite system, which is absolutely essential when considering 

satellite commercial competitive services [362], [363], [364]. 

These techniques are generally known as EIRP control techniques and they can be applied 

on either the ground or the space segment (up and downlink). In the former case, we are 

talking about uplink power control (ULPC) and in the latter about downlink power control 

(DLPC). In both cases, the power or the antenna gain can be adjusted, even if the dynamic 

allocation of power by means of beamforming is evidently restricted to the space segment. 

These techniques can be employed based on either an open-loop power control scheme, 

in which the transmitted power is adjusted according to the channel status (obtained from 

a pilot beacon or from the BER estimation), or on a closed-loop configuration, in which the 

transmitted power is adjusted according to the measured received power. The latter 

approach, however, is strongly compromised by the propagation delay. 
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The employment of these techniques brings however some restrictions with it. The 

increase of power on the uplink can cause adjacent satellite interference if there is a 

reduced separation between satellite orbital positions [365], [366]. Moreover, the 

employment of ULPC can also originate adjacent channel interference given the reduction 

of the power amplifier output back-off in order to compensate for the uplink attenuation, 

which can partially restore spurious spectral components of the signal spectrum, thus 

originating interference. Nevertheless, this technique proved to be an effective 

countermeasure against the propagation impairment and is widely employed by satellite 

operators. 

The adjacent channel interference is also a problem on DLPC [367], together with 

intermodulation interference from intermodulation products generated from the 

nonlinear amplifiers when managing multiple carriers, thus affecting the choice of the 

multiple access technique to be used [368]. Both these can, however, be avoided by 

employing beamforming techniques. Further details regarding adjacent channel 

interference cancellation can be found in [369]. Yet regarding the DLPC, it can also induce 

intersystem interference, namely on terrestrial links operating at the same frequency. 

From these developments, turns out that ULPC and DLPC techniques can only counteract 

for a fraction of the total attenuation caused by light rain or clouds at high frequency-bands 

operating systems. For the mitigation of heavy rain attenuation, others must be 

considered. The choice for the most suitable PIMT depends on a number of factors, 

including the required performance for the system, or the desired QoS, the mission orbital 

configuration and the mission ground network deployment. 

Alternatively to the active techniques, passive techniques exploiting the spatial-temporal 

correlation of the propagation channel are attractive as they benefit from a wide range of 

applications. The so-called diversity protection schemes are usually described by means of 

the diversity gain and diversity improvement [370]. The former describes the gain achieved 

by employing the considered diversity technique, i.e. the difference between the single site 

propagation margin and the joint propagation margin for the same probability level. The 

latter is given by the ratio between the single site exceedance probability and the joint one, 

for the same propagation margin. 

Site diversity and orbital diversity are complementary techniques exploiting the spatial 

correlation of the propagation channel. The former is based on the link combination or 

switching between two or more ground stations (some kilometres apart) receiving the 

same satellite signal and the latter is based on the link from a single ground station 

switching between two or more satellites on different orbital positions. The new link is, in 

principle, from the propagation channel point of view, poorly correlated to the previous 

one [371]. Given the limited spatial extension of the propagation impairments, the first 

technique can be widely employed successfully and has received much attention from the 
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scientific community. Nevertheless, it can eventually lead to the loss of information, 

requiring then a retransmission, and always requires a terrestrial link between the two 

ground stations. Moreover, such technique is also more expensive, given that two (or 

more) ground stations are required which, depending on the mission, may not be feasible. 

On the other hand, the second technique is desirable, as it does not need the terrestrial 

link, requiring instead an inter-satellite link. Because this technique requires the change of 

the ground station antenna pointing, a tracking system or a double feed is needed, but the 

use of either dual beam or active antennas employing digital beamforming techniques on 

the ground station turns this technique interesting. However, on those climates dominated 

by very large-scale weather phenomena, covering massive geographical areas, this 

technique might not be suitable. For the remaining climates, where the propagation 

impairments have a limited coverage, this technique can still provide a valuable 

contribution. 

The separation distance between ground stations is the determinant factor on site diversity 

where the joint attenuation statistics are calculated by choosing at each instant the lower 

attenuation between the two considered links. Comparing the joint and single site 

distributions both diversity gain and the improvement can be found. The described 

approach is called selection combining, but in order to avoid frequent switching among 

stations, the switching combining approach is also employed, which uses a hysteresis 

margin. Alternatively a weighted combination of the two received signals can be used 

[372]. 

This technique depends naturally on the seasonal and climatic characteristics of the 

considered sites. Nevertheless, generally the separation distance is proportional to the 

desired gain and either two or more stations can be considered for diversity purposes [373]. 

In principle, the larger is the number of stations the greater is the achieved gain. 

Several models predict the performance of site diversity systems, e.g. [374], [375], [376], 

[377], [370], [378], [379] and [380]. All of them, except the one proposed by Matricciani, 

enable the prediction of balanced diversity, that is the probability, �(
_ � � ∩ 
` � �|U), 

that attenuation exceeds simultaneously the same threshold at the two ground stations 

causing a system outage. The ITU-R, on its turn, recommends two models, one considering 

unbalanced systems, so enabling the prediction of �(
_ � �_ ∩ 
` � �`|U) [187], where 

the rain attenuation thresholds on the two links are not the same, and another one 

predicting the diversity gain [370] of balanced systems with ground stations separated by 

short distances (less than 20 km). 

Other models considering unbalanced systems have also been reported in [381], [382] and 

[383]. Finally, also studies based on the SST were reported in [384] and [385], supporting 

the validity of the Hodge’s proposed model and proving that SST predictions of microscale 

(hundred meters) diversity gain are reliable. 
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Even if the site diversity technique is considered as the most effective one, its cost may be 

prohibitive in some cases, which may be reduced by considering, instead, an orbital 

diversity-based scheme. Here the most important parameter is, of course, the angular 

separation between the considered satellites. The joint statistics are derived using the 

same approach used for site diversity to calculate both the diversity gain and improvement, 

but, given the smaller decorrelation of rain attenuation on the orbital diversity scheme 

[386], the orbital diversity might reach lower gains. For instance, an angular separation of 

45o provides the same gain of a site diversity scheme with ground stations separated by 

about 4 km. For 90o, the corresponding site distance would be at most 6 km [359]. It is then 

clear why both theoretical developments and experimental validations of this diversity 

technique are quite limited, being restricted to experiments with SIRIO and OTS operating 

at the Ku-band [387] and with Olympus and Italsat operating at Ka-band [388]. 

A first work on this topic was reported by Capsoni and Matricciani [389] who studied both 

site and orbital diversity using simulations based on radar measurements. The radar 

calibration was made by means of SIRIO beacon measurements and many of the following 

works are based on this study. The increase of the distance separating the ground stations 

and of the angle separating satellites provide an increase on the gain up to a saturation 

point. The authors, despite the possible drawbacks already mentioned, confirm that the 

gain of orbital diversity scheme is yet relevant enough to consider its use on practical 

scenarios. 

Based on these results and conclusions, Kanellopoulos and Reppas in [390] adapted an old 

site diversity model to the orbital diversity scenario, aiming to predict the joint attenuation 

statistics. Panagopoulos and Kanellopoulos [391] then focused on extending the previous 

model to the case where three, rather than two, satellites are employed, validating it with 

measurements carried out in Japan at Ku-band. The gain also improves with the 

attenuation threshold and with the addition of a new diversity element, as in the case of 

site diversity. From these results the same authors further derived models for the diversity 

gain as a function of the angular separation, frequency and elevation angle [392]. 

Meanwhile a method for choosing among the two diversity techniques for the same 

diversity gain, was proposed by Panagopoulos, Arapoglou and Cottis [386] and is based on 

the relationship between the gain of the two methods. This relationship had been already 

qualitatively described earlier by Capsoni and Matricciani [389]. 

A fourth element was also added to the orbital diversity scheme by Iwasa, Manabe, Chujo 

and Yamamoto in [393]. All of these studies were mostly carried out in the past at Ku-band, 

therefore their validity at higher frequency-bands is to be verified. An attempt to do it was 

successfully presented by Flávio et al in [394] using data at Ka- and Q-band measured in 

Aveiro, inspiring then Pimienta-Del-Valle et al [395] who carried out a similar approach 
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using data measured in Madrid. The results together are particularly interesting as they are 

derived from data collected using the same satellites but in different climatic scenarios. 

The time diversity technique [396], exploiting the temporal correlation of the propagation 

channel, is quite new comparatively to the ones above presented. In this case, the same 

link is employed and only data buffering for the retransmission after the propagation event 

is required; so the performance of this diversity technique is closely related to fade 

duration. Its applicability is however restricted to non-real time services and is as much 

attractive as the buffering time is reduced. At the same time, the cost for its deployment is 

quite reduced comparatively to other diversity techniques. 

If polarization diversity schemes are to be used in order to either obtain redundancy or 

doubling the channel capacity, then the mitigation of depolarization in the sense of both 

transmitting information and managing interference is required and this technique could 

also constitute a possible solution in addition to the traditional ones. 

In the framework of time diversity, each diversity element is retrieved from a unique time 

series, which is delayed for several time periods. For a given instant each delayed version 

constitutes a diversity element and the joint time series is then retrieved in similar way 

than described earlier. The diversity gain has been derived in [397], as function of the 

frequency, time delay and attenuation threshold. More recently analytical models have 

also been proposed in [398] and [287]. 

Finally, other mitigation techniques can also be employed as, for example, the frequency 

diversity if the required bandwidth is available [399]. Given that most of the PIMTs are 

either cost ineffective or do not achieve the required gains when used individually, 

advanced SatComs use different techniques combined to achieve the desired 

performances, especially at higher frequency-bands such as the Ka, Q/V and W-bands. 

Good reviews of PIMTs and interference issues were carried out in [359], [400] and [401]. 

8.3 FREQUENCY SCALING OF PROPAGATION PHENOMENA 

When a physical link between a satellite and a ground station is established on different 

frequencies, predicting the attenuation at one frequency from the attenuation at another 

frequency is of utmost interest as adaptive power control techniques can be employed in 

order to mitigate the channel-induced attenuation. For example, the uplink power control 

can be based on the knowledge of the downlink rain attenuation, for which a lower 

frequency is usually employed given the limited resources on board of the satellite (on the 

other hand, no limited resources, in principle, exist at the satellite ground station, although 

limits are required to ensure protection against harmful interference). Alternatively, a 

scheme of frequency diversity could be employed by just switching the link to another more 

suitable frequency-band where the propagation impairment is not so destructive. All of 

these approaches rely on the well-known concept of attenuation frequency scaling. 
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As long as the attenuation is a combination of the contributions from multiple sources, that 

have a different frequency dependence, the long-term frequency scaling is subject of 

inaccuracies. Some attempts to separate these contributions have been made, either by 

making use of neural networks [402], [359], [403] or the spectral properties of the 

propagation-induced impairments. In fact, lower frequency components of the attenuation 

power spectrum are associated to gaseous attenuation, the intermediate frequencies to 

both clouds and rain attenuation, and the higher frequencies to scintillation [404]. At the 

same time, also the variability of each contribution imposes challenges to the short-term 

or instantaneous frequency scaling. 

Traditionally the frequency-scaling ratio is the ratio between the frequencies squared to 

1.72. Several approaches were conducted then in order to improve this traditional 

approach [405], [406], [33], [407], [408], [409], [410], but only the most well-established 

are here reported. 

A well-established model for the long-term frequency scaling of rain attenuation statistics, 

enabling the prediction of rain attenuation at a frequency '̀  given the measured rain 

attenuation at the frequency '_, usually lower than '̀ , is recommended by the ITU-R [187] 

based on [411]. This approach is often preferable than employing the ITU-R rain 

attenuation prediction model given its larger error (30-35% in the best cases) when 

compared to frequency scaling methods (10-15%). 

The model is valid in the frequency range from 7 to 55 GHz where the attenuation �` (dB) 

at the frequency '̀  (GHz) is obtained by means of: 

�` = �_ l@`@_n_�F(AÙ,A¯,ØÙ)
 Equation 8-1 

with: @(') = '`1 + 10��'` Equation 8-2 

�(@_, @`, �_) = 1.12 × 10�®l@`@_n (@_�_)[.�� Equation 8-3 

where �` and �_ (dB) are the equiprobable values of the in-excess rain attenuation at the 

frequencies '̀  and '_ (GHz) respectively. 

The ratio between the rain attenuation at the two frequencies can be different during the 

rain event due to the variability of the DSD [412] in the context of the same event, especially 

if it is under a convective rain event where the DSD varies strongly. The variation of the 

frequency-scaling ratio during a rain event can thus reveal valuable information regarding 

the most dominant DSD along the propagation channel, consisting on a method to access 

the microphysical medium structure. When plotting the attenuations at the two 
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frequencies, a hysteresis is thus observed. At the beginning of the rain event, the rainfall 

rate is smaller and the frequency-scaling ratio is higher. As the rainfall intensity increases, 

so it does the droplets size and the frequency scaling ratio decreases. 

The instantaneous frequency scaling ratio decreases with the rain attenuation but its 

variability generally increases with the rain attenuation and with the decrease of the 

elevation angle. This behaviour is consistent with the long-term frequency scaling ratio, 

which decreases for lower time percentages (associated to higher attenuation values), and 

so the long-term frequency scaling ratio can be used in PIMT control loops, as described 

above, as a rough equivalent value of the instantaneous frequency scaling ratio. 

Nevertheless, the instantaneous frequency scaling ratio variability remains important. The 

ITU-R proposes a method predicting the statistical variation of rain attenuation at the 

frequency '̀  conditioned to the rain attenuation at the frequency '_ in the frequencies 

range between 19 and 55 GHz. The instantaneous frequency-scaling then requires the 

cumulative distribution of rain attenuation at both frequencies. This method can also be 

employed on uplink power control predicting the instantaneous uplink rain attenuation 

based on the measured instantaneous downlink rain attenuation, for a given probability 

that the uplink rain attenuation will exceed the predicted value. This subject has been the 

focus of several researchers [33], for instance Karagiannis et al in [413], Bertorelli and 

Paraboni in [414] and Montera et al in [415], [416]. 

For what concerns the XPD, for frequencies below the range of the ITU-R model earlier 

studied, it is preferable to scale the XPD statistics calculated at 6 GHz to a lower frequency 

down to 4 GHz. For that, the expression below shall be used: 

���` = ���_ − 20 log B'̀ Ó1 − 0.484(1 + cos(4:`))'_Ó1 − 0.484(1 + cos(4:_))C Equation 8-4 

where ���_ and ���` are the XPD values not exceeded for the same time percentage at 

the frequencies '_ (≥4GHz) and '̀  (≤30GHz) and polarization tilt angles :_ and :` 

respectively. Since it shares the same theoretical basis with the above presented prediction 

model, it can be used to scale the XPD data that include the effects of both rain and ice 

depolarization counting that both phenomena have roughly the same frequency 

dependence for frequencies lower than 30GHz [417]. 

Some other simplified versions of this expression exist neglecting the square roots 

contributions [418]. Moreover, the instantaneous XPD frequency scaling exhibits a clear 

trend, which means that the XPD at the two frequencies are well correlated. This allows its 

cancellation on the uplink given the depolarization measured on the downlink, by 

employing a suitable scaling ratio and dynamically compensating the XPD in a 

compensation network on the path to the antenna feed [72], assuming that the system-
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induced depolarization is characterized and can be mitigated. This assumption is 

reasonable, otherwise one could not derive XPD values as those used for this thesis. 

More studies on XPD frequency scaling were conducted by Rocha [154], Neves [288] and 

Fukuchi [419], introducing a number of parameters to the simplified referred expression. 

The increased complexity, however, does not pay back the gained accuracy, and thus the 

ITU model is widely accepted for long-term frequency scaling predictions. Nevertheless, a 

slightly modification of this model was proposed by Rogers and Allnutt in [420] accounting 

also for the elevation angle scaling. 

8.4 DYNAMICS OF PROPAGATION PHENOMENA 

The design of PIMTs requires however the characterization of the dynamic behaviour of 

the radio channel and of the propagation phenomena [421], [422], namely for what 

concerns their duration, return period and rate at which it takes place. These parameters 

further contribute to identify the underlying physical mechanisms that, of course, are 

important for the modelling of the associated propagation phenomena [423]. 

The impairment or event duration provides a prediction of the time interval during which 

the phenomenon of a given severity takes place and so, the amount of time the PIMT shall 

be running consecutively or the number and duration of the outages, so the system 

unavailability, due to the phenomenon on a given link. Moreover, the phenomenon 

duration assists the resources assignment policy and the choice for the type of PIMT that 

shall be suitable for a given situation, for instance, the best forward error correcting codes 

and modulation schemes, once the channel produces bulks of dependent errors, rather 

than independent errors. This can be further mitigated by means of interleaving, i.e. 

spreading the information along the time, for the case of very short fade events and 

especially for scintillation. 

The inter-event duration is time during which no impairment of a given severity takes place, 

and so it is also known as return period of a given event. This constitutes the time interval 

during which the satellite communication system has the opportunity to recover from the 

previous impairment and, thought of reduced interest, it provides valuable information to 

the decision support systems defining if a certain PIMT shall be or not turned off or if other 

is required. For example, for site diversity, it answers questions like: “is it worth switching 

to the previous ground station, or it is expectable to have to switch to this same link 

shortly?”. For time diversity, "is the available time, between two consecutive events, long 

enough to transmit the buffered data without interruption, or can the frequent system 

unavailability cause the overflow of data buffers?". In case of beamforming, “is it possible 

to maintain this power distribution, or another PIMT is required?”. Also for the QoS 

assessment, the statistical properties of inter-event duration are of most interest. For 
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example, if the probability of having inter-events of short duration is high, then services 

having long holding times can be compromised [424]. 

Finally, the event slope establishes the required velocity for the PIMT, which must track the 

phenomenon variations. In conclusion, the joint information of event duration, inter-event 

duration and event slope provide the required inputs to the real-time decision mechanisms 

which shall assign the suitable PIMT with the required intensity and agility based on the 

past, current state and future trend of the propagation channel conditions [425]. 

8.4.1 Attenuation 

8.4.1.1 Fade Duration 

Paraboni and Riva [426] proposed a model on fade duration, successively adopted by the 

ITU-R [427]. The model was originally studied to consider in-excess attenuation and 

scintillation (no gases and couds atenuation) but, at the end, it has shown to work also for 

total atteuation. The different contributions are taken into account, and are separately 

modelled, by means of a duration threshold known as ‘transition duration’ �V: shorter fade 

durations are due to scintillation and other small-scale effects (fast phenomena) and are 

modelled by a power-law distribution, whereas longer fade durations are due to rain and 

other slow phenomena and are modelled by a lognormal distribution. The fade duration 

statistic is then described by means of two conditioned complementary cumulative 

distribution functions (CCCDFs): the conditioned probability of occurrence of fades with 

duration U longer than � given that the fade depth 
 is greater than � (dB), �(U � �\
 ��), and the total fraction (between 0 and 1) of the fading time composed by fades 
 greater 

than � with duration U longer than �, �(U � �\
 � �). 

First, the mean duration �[ (s) of the lognormal distribution of the fraction of fading time 

is obtained according to: �[ = 80��[.�'_.���[.¬ Equation 8-5 

where � is the elevation angle (between 5o and 60o) and ' the frequency (between 10 GHz 

and 50 GHz). The standard deviation * of the same lognormal distribution is then computed 

from: * = 1.85'�[.[���[.[`Ä Equation 8-6 

The mean duration �` (s) of the lognormal distribution of the probability of occurrence of 

fading events is obtained employing: �` = �[��å¯
 Equation 8-7 

The exponent / of the power-law distribution of the fraction of fading time can be retrieved 

from: / = 0.055'[.����[.[[ Equation 8-8 
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and the transition duration is retrieved from: �V = �[�×Ùå¯¡×¯å�[.¬ Equation 8-9 

together with: >_ = 0.885/ − 0.814 Equation 8-10 >` = −1.05/` + 2.23/ − 1.61 Equation 8-11 

Then the fraction of time $ due to fades of shorter duration than the transition duration is 

retrieved from: 

$ = �1 + Ó�[�`(1 − /)æ lln(�V) − ln(�[)* n
�V/æ lln(�V) − ln(�`)* n ��_

 Equation 8-12 

The conditioned distributions above mentioned are then obtained by means of: 

�(U � �\
 � �) = µ́¶
µ· ��¢ 1 ≤ � ≤ �V

�V�¢ æ lln(�) − ln(�`)* n
æ lln(�V) − ln(�`)* n � � �V   Equation 8-13 

and: 

�(U � �\
 � �) = µ́µ¶
µµ· �1 − $ l ��Vn_�¢ 1 ≤ � ≤ �V

(1 − $) æ lln(�) − ln(�[)* n
æ lln(�V) − ln(�[)* n � � �V

 Equation 8-14 

If the total number of fades, or even the total fading time due to fades, of duration longer 

than �, for a given attenuation threshold � is required, the total time the attenuation 

threshold of � is exceeded, �VWV, can be retrieved from local data or, alternatively, from the 

long-term CCDF obtained by using the ITU-R P.618 model as described earlier, and 

associating it properly to the reference period under consideration. The total number of 

fades exceeding the same attenuation threshold can then be retrieved from: 

-VWV(
 � �) = �VWV(
 � �) × $/ × 1 − /�V_�¢  Equation 8-15 

From these developments, and employing the definition of conditioned probability, either 

the total number of fades or the total fading time due to fades of duration longer than �, 

for a given attenuation threshold �, can be calculated. 

No filtering is recommended, but filtering the data has significant impact on the obtained 

results as it removes short duration events [428], especially in what the conditioned 
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probability of exceeding a given duration is concerned. A limited impact from 100 s is, 

however, noticed in the conditioned total fraction of fade time exceeding a given duration. 

Comparing this model to the measurements obtained in the framework of a propagation 

experiment in Madrid, García-del-Pino et al [425] at 50 GHz concluded that the ITU model 

performs well regarding the number of fade events exceeding a given duration up to about 

10 s, underestimating, however, the number of events of longer duration. When 

considering another experiment in the same site at 20 GHz, the correlation was not so good 

for the lower attenuation thresholds and shorter fade durations for the same type of 

statistics [429]. Although the total number of fades at 50 GHz along the attenuation exhibits 

a good correlation with the ITU model, the conditioned probability of occurrence of fade 

events seems to be underestimated by the model. The authors further report that their 

distributions were almost coincident for the attenuation thresholds of 10, 15 and 20 dB up 

to 1000 s. The 3 dB curve was clearly below the remaining ones and the one for 5 dB 

appeared in the middle, which could be explained given the occurrence of a significant 

number of non-precipitation fades, namely clouds, which are expected to last longer than 

rain and so it would be reasonable to consider that the relative number of long events in 

the curves for lower attenuation thresholds be higher than in the remaining ones. 

Based on results from the Alphasat experiment at Q-band, Pimienta-Del-Valle et al in [430] 

further confirmed the general good correlation between the ITU model and the measured 

data in what regards the number of fade events (especially for lower attenuation 

thresholds) and the total fading time (especially for durations up to 200 s). The ITU model 

for the probability of occurrence of fade events follows the data for lower attenuations but 

it underestimates them for higher attenuation thresholds. However, when considering the 

CRC model, the underestimation is even worse, in this case for all the attenuations values 

considered. An effort for statistical modelling the data is made and, when comparing the 

models, the testing variable for the CRC model presented a RMS value almost twice the ITU 

one, putting in evidence the much better accuracy of the ITU model. 

At 20 GHz the conditioned probability of occurrence of fade events seems also to be better 

predicted by the ITU model, especially when considering higher attenuation thresholds, 

overestimating, however, the lower ones for which the CRC model provided an improved 

accuracy. This has been further confirmed in [431] where an effort for statistical modelling 

the data is detailed. 

Cheffena and Amaya [432] claimed the best performance for the model they proposed in 

2008, known as CRC model. Its performance was tested against the already existing models, 

namely the one described earlier and the one proposed by Dissanayake and Haidara which, 

once it remains unpublished, is not referenced. 

The Cheffena and Amaya’s proposed model accounts for the different phenomena by 

employing a sum of two lognormal distributions. The conditioned probability of occurrence 
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of fades longer than � given that the attenuation threshold of � dB was exceeded is given 

according to: 

�(U � �\
 � �) =  0 æ D�� s ��Xt*X E
æ u�� s 1�Xt*X v

+ (1 − 0) æ D�� s ��Gt*G E
æ D�� s 1�Gt*G E Equation 8-16 

where � is greater or equal to 1 s and æ is the so-called Q-function. The parameters �X 

and *X are the mean and standard deviation of the first lognormal distribution describing 

the fade duration due to scintillation and �G and *G are the parameters of the second 

lognormal distribution, accounting for the rain-induced fade duration. The 0 parameter 

defines the fraction of fades associated to each of the lognormal distributions and is 

retrieved from: 

0 = 0.8881 − 0.31681 + 0.1636�s� Ø`.�_t
 Equation 8-17 

where 1 is the convectivity parameter retrieved from the ITU-R P.837. 

The mean and standard deviation for the first lognormal distribution can be retrieved from: �X = 0.3636 − 2.0411 × 10��' + 11117��Ñ Equation 8-18 

*X = F1.6462 + 29.8038�� �.� − 1.3671 × 10���, < ≤ 50W
3.1199 − 204870��� − 1.7542 ��q(�)� , < � 50W  Equation 8-19 

where ' is the frequency (between 10 and 50GHz), � is the elevation angle (between 5 and 

90o) and < the latitude. 

On the other hand, the same parameters describing the second lognormal distribution are 

then retrieved from: �G = 686.59 − 173.51 log ' Equation 8-20 *G = 0.6210 + 4.3516 × 10�'_.� + 3.3637��` Equation 8-21 

The annual average number of fades can also be computed from: 

- = 17.92 + 22.02'`.`�� Ø`.�_ Equation 8-22 

which multiplied by Equation 8-16 gives the conditioned distribution of the absolute 

number of fades, therefore it is equivalent to -VWV in the ITU model. 

The claimed accuracy for this model was also confirmed by Amaya et al in [192] who 

presented results of fade duration statistics obtained for Ottawa, Madrid and Toulouse. For 

all sites, the CRC model provided globally better results, but its performance is somehow 
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equivalent to the ITU one in some cases. Both models seem, thus, to be fine in different 

attenuation and duration ranges, even if Dao et al further concluded that none fit their 

results [433]. Further studies are needed in order to find a final statement regarding this 

subject [434]. 

Other models were, nevertheless, proposed. In [406] Ku-band beacon measurements of 

the OTS and Sirio satellites were fitted from several experiments carried out in Europe. In 

[435] a double exponential was used in order to model data in Asia and in [436] Weibull 

and lognormal distributions were used to model the data in Brazil. In [421] a normalized 

lognormal distribution was used, having as input parameter the average fade duration and 

Safaai-Jazi et al in [437] proposed an empirical model for the fade time at both Ku and Ka 

bands. Recently, an alternative approach using copulas has been presented by Kelmendi et 

al at Ka and Q-band using Copulas [438]. 

The annual variability of fade duration was also subject of study by García-Rubia et al in 

[429], [431] at Ka-band in terms of the number, probability of occurrence, total fade time 

and fraction of fading time, of fade events of duration longer than a given time threshold 

and conditioned to several attenuation levels with respect to the long-term distribution. 

The conclusion is that this variability is higher as higher attenuation thresholds are 

considered but it is essentially constant (in logarithmic scale) up to 200 s for a given 

attenuation level in the case of the number of events and of total fade time, increasing, 

however, in the case of the probability of occurrence with the duration. The slope seems 

to increase with the attenuation threshold. The total fraction of fading time does not seem 

to present significant variability for a wide range of durations. Therefore, the authors 

conclude that within this range of durations (up to 200 s), the behaviour of fade duration 

statistics in individual years shall be expected to be close to their long-term equivalents. 

In the tropical region of equatorial Africa, Allnutt and Haidara [439] found at Ku-band a 

significant hourly transversal and longitudinal variability at the annual level for the 

cumulative fade duration for all, and among, the three sites considered. Just increasing the 

altitude of the site leads to a huge impact on the diurnal patterns. Nevertheless, Jong et al 

in [440] concluded that longest fade duration was found during the evening (12-18h) due 

to the local convective events that frequently occur during this period. 

Pan and Allnutt also in [226] presented four years of seasonal results for fade duration. The 

average fade duration, retrieved from the quotient between the accumulated time at a 

given attenuation threshold and the number of fade events at the same threshold, proved 

to decrease with attenuation, together with both the number of events and the 

accumulated time. The same trend was observed for the two seasons considered. 

Furthermore, at the attenuation threshold of 1 and 2 dB, the average fade duration was 

longer in the stratiform season, whereas above 3 dB the longer fade durations belonged to 

the convective season, where also the number of severe fades proved to be more 
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significant than in the stratiform one. The authors also stressed the importance of the 

equipment used in fade dynamics studies as the fade duration tend to be longer when 

measured using radiometers than beacon receivers due to the absence of scintillation in 

radiometric data. The link geometry, namely the elevation angle, is an important input 

parameter as considered on the above-described models, once longer fade durations are 

observed for reduced elevation angles. 

Attempts to relate the rainfall rate and fade duration have been made. For instance 

Goldhirsh [441] developed an empirical rainfall rate duration model based on 

measurements carried out in USA using a net of rain gauges after noticing a power-law 

relationship between the rainfall rate duration and the rainfall intensity at equal probability 

levels. After evaluating both the annual and site variability, assuming a vertical 

homogeneous structure for rain, the author converted rainfall rate into equal probability 

zenith attenuation using the Crane’s Global Model and then established a direct 

relationship between the probability of exceeding a given duration of rainfall rate given 

that a certain rainfall threshold was exceeded and the equivalent conditioned probability 

for the fade duration for zenith-pointing systems. Given the non-homogeneities of the 

propagation medium, this approach is limited to elevation angles different of the zenith if 

only one rain cell is crossed along the slant path. Nevertheless, the proposed approach for 

zenith-pointing systems needs to be handled carefully as it assumes a vertical 

homogeneous structure of the rain cells. 

Any attempt to correlate local rainfall rate measurements to measured slant path 

attenuation is only eventually valid on long-term basis; therefore studying the dynamic 

properties of propagation phenomena based on the same approach can lead to 

considerable inaccurate results and even misleading conclusions. Regardless than, Timothy 

et al in [423] concluded that rainfall events of higher intensity take place for shorter 

durations and confirmed the power-law relationship found by Goldhirsh for the rainfall 

duration and its intensity. The inter-event gap, which they defined as the time between 

rainfall events, proved, however, to follow a lognormal distribution. Moreover, they also 

further improved the study of Goldhirsh: following the same approach, they used the ITU 

models to convert rainfall statistics into rain-induced attenuation and established a power-

law relationship between the duration of fade events and the corresponding rain 

attenuation and the probability level. When comparing their results in India (Guwahati, 

where the rainfall rate exceeded for 0.01 % of the time is about 110 mm/h) against data in 

USA (Texas, where the rainfall rate exceeded for 0.01 % of the time is about 74 mm/h), the 

authors concluded that the dynamic properties over the two sites were in good agreement 

and so, even if the rainfall rate threshold varies from a location to another, the dynamic 

nature at each threshold level is the same everywhere. The approach is still limited to 

higher elevation angles as it is based on the Goldhirsh’s approach. 
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Alternatively, thought the SST allows the replication of actual attenuation time series, 

which can be used on fade dynamic studies [442], [235], [443], the enhanced Maseng-

Bakken (E-M-B) model [444] has been used to this end with success [445]. In this context 

also attenuation time series have been generated using fade and interfade models based 

on Markov chains [446], [447]. 

Other results regarding fade duration include those presented by Braten et al in [448], [396] 

at Ka-band and Dao et al in [449] at Ku-band. Others can also be found, for example, in 

[450], where it was found that successive fade and interfade durations are statistically 

independent whereas within the same rain event for durations longer than 10 s they are 

statistically similar. Another example is [451], where both fade and interfade duration 

statistics from different climatic regions are studied at different frequency bands and 

elevation angles. Fade duration distributions seem to follow a lognormal behaviour at all 

sites and at all frequencies for durations above 30-50 s. More than depending on the 

frequency and on the elevation angle, the fade duration seems also to depend on climatic 

factors. For example, the fade duration proved to be longer in Southeast Asia than in 

Canada or Europe. In Vancouver (maritime climate) the number of fades exceeding a given 

duration is clearly larger when considering lower attenuation thresholds, whereas in Tampa 

(subtropical climate), whatever the attenuation threshold, a larger number of fades takes 

place and so the total number of fade events is also larger than in Vancouver (similar trends 

were found Asia [422]). 

8.4.1.2 Interfade Duration 

No prediction models exist in the literature regarding interfade duration prediction, but 

some important efforts on statistically described data measured at Ka and Q-band have 

been reported in [452]. Similarly to the fade duration, the interfade events can be 

characterized by means of the conditioned complementary cumulative distribution 

function of interfade duration, in this case the probability of not exceeding a given 

attenuation threshold in periods longer than a certain duration. Also, the conditioned 

complementary cumulative distribution function (CCCDF) of the number of interfade 

durations, i.e. the number of interfade events exceeding a certain duration for a given not 

exceeded attenuation threshold is of interest. All of these attempts were based on limited 

interfade duration and/or on low availability measurement datasets, leading to a poor 

statistical characterization. 

For instance Arnold et al in [424] presented two years of interfade measurements at 19.04 

GHz collected at the Bell Laboratories in Crawford Hill during a campaign using the 

COMSTAR satellite. The data was collected with a sampling rate of 1 sample every 30 

seconds and with an amplitude accuracy of about 0.5 dB. Based on the CCCDF of the 

number of interfade events per year, they found that the slope of the distribution 

decreases with the attenuation threshold, whereas the median interfade duration 
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increases. Moreover, the higher-attenuation events were more isolated: almost 80 % of 

the 40 dB attenuation events were separated by more than 2 h, to be compared with the 

35 % of the 5 dB events. From similar statistics measured at 11.2 GHz in Singapore, Timothy 

et al in [421] concluded that the interfade duration for half of the rain events in a year is 

less than ten minutes. 

Braten et al [396] presented a CCCDF for one year of fade and interfade duration 

measurements carried out in Ottawa during the NASA campaign with ACTS satellite at 20.2 

GHz in order to estimate the system availability: after a fade event of at least 10 s the 

system was declared as unavailable, whereas after an interfade event of at least 10 s the 

system was declared available again. This is a reference time for recovering communication 

after deep fade events. Some additional data on this topic, collected as well with the ACTS 

satellite, is presented in [448], where also some difficulties with the measurement 

equipment are reported. 

In [453] CCCDFs of interfade duration were presented using measurements at 20 and 30 

GHz during the Olympus campaign in Denmark. The importance of interfade duration is 

stressed but the experimental statistical data are not commented. Pan and Allnutt [226] 

presented the annual and seasonal average duration of interfade events measured during 

four years at 12.75 GHz in Papua New Guinea for several attenuation thresholds, but no 

further discussion is detailed. Based on three years of interfade duration measurements 

carried out in Belgium during the Olympus campaign at 30 GHz, Amaya and Nguyen [451] 

presented both the CCCDF of interfade duration and of the number of interfade events. 

The number of interfade events for a certain duration decreases with the attenuation 

threshold, a trend that is reversed for very long periods. The probability distribution, which 

strongly depends on the attenuation threshold, is generally lognormal. Similar conclusions 

were also drawn in [422] using four years of interfade duration measurements with ACTS 

satellite at 30 GHz in Canada. Finally, one year of data collected at 50 GHz [425] confirmed 

that short interfade durations (less than 10 s), mainly due to scintillation, follow a power-

law distribution, while medium and long interfade durations, mainly related to 

precipitation, follow a lognormal one. 

8.4.1.3 Fade Slope 

The design of the control loop responsible for tracking the signal variation requires 

information regarding the fade slope, which also allows the short-term prediction of the 

propagation conditions. Whatever the case, only the slow signal variations are of interest, 

therefore scintillation and quick variations of rain-induced attenuation are removed by 

means of low-pass filtering the attenuation time series. As in the case of fade and interfade 

duration, the fade slope also depends on climatic factors, as for example the wind speed at 

which the precipitation crosses the propagation path, together with the DSD and the rain 

type. For instance, in convective rain the rain intensity is expected to change suddenly, 



Chapter 8 

Propagation Data Required for Phenomena Mitigation 

 

 

Page | 352 

 

whereas it is expected to change more gradually in the context of stratiform rain events, 

even if the peak rainfall rate could be the same. 

The fade slope is evaluated conditioned to a given attenuation threshold, as in the case of 

fade and interfade duration, and it shall decrease as the path length increases (and the 

elevation angle decreases) due to the smoothing effects . The satellite ground station also 

plays an important role when studying the fade slope. A receiver with a longer integration 

time reduces the instantaneous rate at which the fade takes place, spreading it over a 

longer period. The distribution of fade slope depends then on several parameters, namely 

the attenuation, the time interval ∆+ during which it is evaluated (2 to 200 s is the 

admissible range but 2 s or 10 s are usually employed), and the cut-off frequency and the 

type of the low-pass filter used to remove the quick signal variations. It is usually employed 

a raised-cosine low pass filter with a 3 dB cut-off frequency between 0.001 and 1 Hz but 

the 0.02 Hz is recommended. 

Several models exist for fade slope, most of empirical nature. For instance the empirical 

model of Matricciani [454], the Sweeney-Bostian model [455], the Nelson-Stutzman [456], 

the Timothy, Ong and Choo model [457], the Gremont model [458] and the van de Kamp 

one [286], [459]. The ITU recommended model for fade slope [427] is based on the van de 

Kamp model developed using beacon measurements carried out in Eindhoven with the 

Olympus satellite. The fade slope (dB/s), from the filtered data, is defined according to: 

Y(+) = � s+ + 12 ∆+t − � s+ − 12 ∆+t∆+  
Equation 8-23 

The proposed model is valid for attenuations up to 20 dB, frequencies between 10 and 30 

GHz and elevation angles from 10 to 50o. 

The first step is to calculate the function � providing the dependence on the time interval ∆+ and the cut-off frequency of the low-pass filter 'G according to: 

�('G, ∆+) = H 2�`
¸ 1'Ĝ + (2∆+)^º_̂ 

Equation 8-24 

where 3 assumes the constant value of 2.3. From this, the standard deviation *Z (dB/s) of 

the conditioned fade slope for a given attenuation threshold can be computed from: *Z = ��('G, ∆+)� Equation 8-25 

where � is a parameter dependent on climate and elevation angle. An overall average value 

in Europe and USA at the elevation angles assumed by this model is 0.01. 

The conditioned probability (probability density function) that the fade slope is equal to Y 

for a given attenuation threshold � is then computed using: 
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>(Y\�) = 2
�*Z ¸1 + l Y*Zn`º` 

Equation 8-26 

The corresponding complementary cumulative distribution function for the exceeded fade 

slope is obtained employing: 

�(Y\�) = 12 − Y*Z� ¸1 + l Y*Zn`º − arctan l Y*Zn�  Equation 8-27 

Alternatively, the conditioned probability that the absolute value of the fade slope is 

exceeded for a given attenuation threshold is retrieved from: 

�(|Y|\�) = � >(�\�)U� + � >(�\�)U� =�
Z

�Z
��  

= 1 − 2 l|Y|*Z n
� ¸1 + l|Y|*Z n`º − 2 × arctan l|Y|*Z n�  

Equation 8-28 

The conditioned probability density function is symmetrically distributed around 0 dB/s, 

which means that fade slopes occur with the same probability (regardless the type of rain), 

and has a spread which increases with attenuation. This distribution proved also to be quite 

similar among different frequencies, even if the attenuation is different, which lead to the 

conclusion that fade slope is independent of frequency. 

No specific cut-off frequency is defined on the proposed model. The filter bandwidth was 

chosen after a spectral study. The threshold frequency was found between the attenuation 

spectrum (which decreases with frequency) and the flat component of the scintillation 

spectrum. The threshold depends on the intensity of both attenuation and scintillation and 

so, it varies from event to event. The proposed 0.02 Hz was found to be the lower limit of 

this frequency threshold and thus scintillation effects are expected to be effectively 

removed. Nevertheless, it can impair the results as long as also part of the attenuation 

spectrum is removed. Moreover, the impact of the choice of the filter bandwidth is mainly 

on the standard deviation *Z which is proportional to the attenuation. If scintillation is not 

completely removed, then this direct proportionality relationship fails. Further details 

regarding the cut-off frequency for different types of filters and its influence on measured 

fade slope can be found in [286], [460] and [459]. 

Normalizing the fade slope to the attenuation threshold lead to the so-called relative fade 

slope, which has a constant standard deviation, regardless the attenuation level. The 
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variance depends on the site and on the local climatology and it is related to the above-

described model using a link-dependent parameter � according to: 

Ì*ZG̀ = ��('G, ∆+) Equation 8-29 

This parameter proved to increase with the wind speed at 850 mbar altitude, which 

suggests that the main variation in rain attenuation is determined by wind and is caused by 

horizontal structure of rain fields moving across the propagation path. A theoretical model 

was developed to retrieve this parameter from rainfall rate measurements having as inputs 

the autocorrelation of rainfall rate and meteorological parameters. This way, fade slope 

statistics can be retrieved only from rainfall rate measurement campaigns [461]. 

García-Rubia et al in [429] tested the ITU model at Ka-band in Spain obtaining good 

performance. In this same study, the authors further found that the annual variability of 

fade slope is important for time percentages lower than 5 %. Moreover, the relative 

differences between the annual distributions and the average long-term one are relatively 

low and fairly stable. At the same place, also García-del-Pino et al in [462] tested the model 

at 50 GHz and confirmed that the model performs well up to 30 GHz. Some divergences 

are, however, noticed for the lowest attenuations, where clouds can be present. 

Chambers et al in [463] also tested the referred model in England obtaining a good 

correlation between measurements and predictions, with a slight trend for the model to 

be less accurate when considering higher frequencies such as 50 GHz. The pointed reason 

is that the scaling factor is not constant with attenuation at higher frequency bands, such 

as the Q/V, given the different atmospheric factors (for instance clouds). 

Conditioned statistics of fade slope on both diurnal and seasonal basis were also addressed, 

revealing that around midday and during autumn higher fade slopes take place. Autumn, a 

season during which strong winds and convective rain occurs, is then followed by summer, 

spring and winter. Furthermore, the fade slope was extracted from the attenuation time 

series by means of different methods, proving that the chosen approach affects the final 

results. Finally, the authors further conclude that no correlation is evident between peak 

attenuation and fade slope and between the latter and fade duration. 

Finally, Jong et al in [440] found good agreement between their measurements at Ku-band 

in Malaysia and the ITU proposed model but, for the same climatic region, Dao et al in [464] 

found significant differences and proposed a modification of the ITU model. The 

discrepancies were justified by the standard deviation, which seemed not to follow a linear 

relationship with attenuation for that tropical location. The new model version was also 

used to generate attenuation time series and short-term predictions of attenuation [465]. 

Another improvement to the ITU mode is also proposed in [466]. 
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8.4.2 Depolarization 

Regarding the dynamics of depolarization, also no models are available in literature but the 

rain depolarization duration shall be expected to be comparable to the corresponding fade 

duration for a given climate and link configuration. The ice might additionally play an 

important role on extending the overall XPD duration and on increasing the number of XPD 

duration events. 

The XPD duration has been investigated [330], but no distinction between the XPD sources 

was made. The XPD proved to last longer for higher XPD values [330], or better 

depolarization values (equivalently to the fade duration). Some asymmetry can also be 

derived regarding XPD slope. 

Moreover, given the central importance of the medium canting angle, significant 

differences were found when considering XPD duration for different polarizations. This 

feature may be important in the framework of systems exploiting polarization diversity. In 

[467] circular polarization at 11.8 GHz exhibited longer XPD duration than the 

corresponding linear one at 11.6 GHz. 

Also as in the case of longer fade durations, a lognormal behaviour has been identified for 

XPD duration [468]. Finally, given that scintillation affects equally both the two co-polar 

and cross-polar channels, it shall not cause noticeable depolarization [243]. 
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9. CHAPTER 9 

DYNAMICS AND MITIGATION 

OF ATTENUATION AND 

DEPOLARIZATION 

9.1 INTRODUCTION 

The phenomena mitigation requires the assessment of their dynamics. Therefore, the fade 

duration is analysed first aiming to improve the model that best fits the data measured in 

Aveiro. The approach is to provide a step forward from the existing models, instead of 

statistically describe the data. From that, the interfade duration statistics are analysed and 

a classification procedure is proposed for distinguishing interfade and inter-events 

duration, so the first interfade duration prediction model may be proposed. 

The XPD duration is also investigated. Such assessment is, not only for, but also useful to 

assess the dynamics of the underlying physical causes to the phenomenon. An empirical 

study on filtering the XPD data is made first, so a comprehensive approach for the XPD 

events duration extraction and classification, as being generally due to rain or ice, may 

happen. The statistical properties are then characterized and described, considering the 

total XPD and the individual contributions. The XPD inter-duration events are finally studied 

so their statistical properties may be characterized and modelled as well. 
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From these results, the mitigation of attenuation using time diversity is considered on the 

long-term and seasonal basis. A similar approach is conducted for assessing the feasibility 

of depolarization mitgitation so the first model for XPD diversity gain may be proposed. 

9.2 FADE DURATION 

9.2.1 Statistical Analysis and Characterization 

The data used for the assessment of fade dynamics have been collected from September 

2004 to July 2013, unless otherwise stated. 

The average value and standard deviation of fade duration, conditioned to the attenuation 

threshold, were calculated for the 9 years period, and are reported in Table 9-1. It can be 

noticed that the average duration is nearly symmetric around the attenuation threshold of 

10 dB, increasing from 24.8 s (at 1 dB) up to 46.7 s (at 10 dB), and then decreasing down to 

24.7 s (at 25 dB). However, the fade duration standard deviation is monotonously 

decreasing with the increasing attenuation threshold. 

The maximum fade duration also decreases with increasing attenuation: from 4.6 h for 1 

dB, down to 10.1 min for 25 dB. These values represent, thus, the worst scenario for the 

periods of outage. 
 

Table 9-1 Fade duration: average duration, standard deviation and maximum duration. 

Attenuation Threshold 

(dB) 

Average Duration 

(s) 

Standard 

Deviation (s) 

Maximum 

Duration (s) 

1 24.8 169.5 16670 

3 37.3 130.6 3770 

5 44.9 122.5 2446 

10 46.7 102.0 1137 

15 43.1 93.4 1018 

20 34.1 70.1 674 

25 24.7 64.5 608 

 

The total time (s), during which the attenuation a exceeds the threshold � for time intervals U longer than �, �(U � � ∩ 
 � �), is depicted in Figure 9-1 as a function of � and �. It 

can be noticed that � is decreasing with the increasing � and � parameters. On the other 

hand, for a given attenuation, � remains almost constant up to 30 s duration. 
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Figure 9-1 Exceeded duration of fade events for the attenuation thresholds of 1, 3, 5, 10, 15, 20 and 25 dB 

with ITU-R P.1623-1 model predictions (left). 

The fraction of the exceeded time can be calculated by normalizing  T(d � D ∩ a � A) to 

the total exceeded time,  T(a � A): 

�(U � �\
 � �) = �(U � � ∩ 
 � �)�(
 � �)  Equation 9-1 

Figure 9-2 confirms that  F(d � D\a � A) decreases with the attenuation. 

The number of fade events exceeding �, averaged on the considered period,  N(a � A)������������, is 

depicted in Figure 9-3, where it is also compared to both the ITU-R and CRC predictions. As 

expected, the number of outages decreases with the increasing attenuation. The CRC 

model appears more accurate than the ITU-R one. Nevertheless, the shape of the 

distribution of the ITU-R model follows quite well the trend of measured data. 

The probability of occurrence of fade events exceeding � and longer than �,  P(d � D ∩ a � A), can be calculated by dividing the number of fade events exceeding � 

and longer than �,  N(d � D ∩ a � A), by the summation of the total number of events 

exceeding �, for all �, ∑ -PWV(�)Ø : 

�(U � � ∩ 
 � �) = -(U � � ∩ 
 � �)∑ -PWV(�)Ø × 100 Equation 9-2 

This statistic is depicted in Figure 9-4, where it is possible to notice that the larger number 

of events is associated with shorter durations and lower attenuation thresholds (the 

number of events for 1 and 3 dB comprises 94.5 % of the total number of events). As 

expected, fade events for higher attenuation have shorter durations. 
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Figure 9-2 Fraction of exceeded time for the attenuation thresholds of 1, 3, 5, 10, 15 and 20 dB and ITU-R 

P.1623-1 model predictions. 

The percentage of fade events exceeding a certain duration independently of the 

attenuation threshold,  P(d � D), can be computed as follows: 

�(U � �) = -(U � �)∑ -PWV(�)Ø × 100 Equation 9-3 

This statistic is presented in Figure 9-4 with the dash-dotted blue line. More than 60 % of 

the events last longer than 2 s and only 7.4 % longer than 65 s. Moreover, more than 99 % 

of the events are shorter than 740 s, which is the threshold characterizing the internal rain 

cells structure as we are going to see further in this text. 

The conditioned distribution of the exceeded number of events,  N(d � D ∩ a � A), is 

shown in Figure 9-5, which shows that the ITU-R model underestimates the measured data 

for all durations except the very long ones (longer than 200-500 s), regardless the 

attenuation threshold. 
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Figure 9-3 Number of fade events exceeding a fade threshold. The ITU-R P.1623-1  model always 

underestimates the measurements, but it outperforms the CRC model for several attenuation thresholds. 

 
Figure 9-4 CCCDF of the number of fade events and total number of events exceeding a given duration for 

the given attenuation thresholds. 

The CCCDF,  P(d � D\a � A) is retrieved as follows: 

�(U � �\
 � �) = -(U � � ∩ 
 � �)-(
 � �) × 100 Equation 9-4 

This statistic differs from that of Equation 9-2 in because only the number of fade-events 

exceeding the attenuation threshold of � dB are considered on the normalization, whereas 

previously all the events from all the thresholds were added up. 
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Figure 9-5 Number of events exceeding a given duration for the attenuation thresholds of 1, 3, 5, 10, 15 and 

20 dB and ITU-R P.1623-1 model predictions. 

Figure 9-6 compares the measured CCCDF with the ITU-R and CRC models’ predictions. The 

ITU-R model overestimates the measured data in the entire duration range, whereas the 

CRC model underestimates the data for a wide range of durations but overestimates for 

very long durations. Moreover, the CRC model seems to present a trend that do not follow 

the measured data, whereas the ITU model seems to better mimic the data behaviour. 

9.2.2 Model Testing 

In order to test the models, the following test variable is used: 

�< = �� l�O�=n × 100 Equation 9-5 

where � represents a given parameter, and �O and �= are the predicted and measured 

values, respectively. 
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Figure 9-6 CCCDF of fade duration for the attenuation thresholds of 1, 3, 5, 10, 15 and 20 dB and predictions 

according to the ITU-R P.1623-1 and CRC models 

Figure 9-7 shows that the ITU-R model provides a general overestimation of the measured 

data in what concerns the exceeded time regardless the exceeded attenuation threshold. 

This is confirmed by the values of the testing variable �P: 

�P = �� ¸�(U � � ∩ 
 � �)O�(U � � ∩ 
 � �)=º × 100 Equation 9-6 

 F(d � D\a � A) is plotted in Figure 9-8, together with �P: 

�P = �� ¸�(U � � ∩ 
 � �)O�(U � � ∩ 
 � �)=º × 100 Equation 9-7 
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Figure 9-7 ITU-R P.1623-1 model testing regarding the exceeded duration of fade events. 

 

Figure 9-8 ITU-R P.1623-1 model testing regarding the fraction of exceeded time of fade events. 
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Figure 9-8 confirms that the ITU-R model overestimates the experimental data, especially 

considering the longer durations and the attenuation thresholds between 1 and 20 dB. 

The prediction error, �ßQRS, depicted in Figure 9-9 is defined as: 

�ßSRS = �� ¸-(
 � �)�������������O-(
 � �)�������������=º × 100 Equation 9-8 

The average �ßQRS  for the ITU-R model is -77.4 % to be compared with the 14.0 % of the 

CRC model. Nevertheless, the ITU-R model is more accurate than the CRC model for 

attenuation thresholds of 3, 5, 10 and 20 dB, and less accurate for 1, 15 and 25 dB. The 

standard deviation of �ßQRS for the ITU-R and the CRC models are 40.5 % and 81.7 %. 

 

Figure 9-9 ITU-R P.1623-1 and CRC models testing regarding the number of events exceeding a fade depth. 

 

In what concerns the exceeded number of events, the testing variable �ß: 

�ß = �� ¸-(U � � ∩ 
 � �)O-(U � � ∩ 
 � �)=º × 100 Equation 9-9 

is plotted in Figure 9-10. 

In what concerns the CCCDF of fade duration, the figure of merit �O, defined as: 

�O = �� ¸�(U � �\
 � �)O�(U � �\
 � �)=º × 100 Equation 9-10 

is depicted in Figure 9-11, where a strong underestimation of the data is found for the CRC 

model. 
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Figure 9-10 ITU-R P.1623-1 model evaluations regarding the number of events exceeding a given duration 

for an exceeded fade depth. 

Figure 9-12 depicts the average value and the standard deviation of �O versus attenuation, 

showing that the CRC model exhibits a smaller average value of �O confirming the good 

accuracy reported in [432], although the standard deviation is larger. On the other hand, 

Figure 9-11 shows that the ITU-R model distribution seems to be closer to the experimental 

data than the CRC model. To clarify this issue, the RMS values of the testing variables have 

been computed for each attenuation threshold, as shown in Figure 9-13. This makes it clear 

that the ITU-R model outperforms the CRC one. 

Before choosing the ITU-R as the candidate to be improved, let us have a different thought 

and consider the role of the number of duration classes. Until now, logarithmically spaced 

duration classes were used, so that the weight of each decade is the same. This leads to a 

greater number of points for shorter durations in relation to longer durations; for example, 

assuming 10 durations classes per decade, the first ten seconds will have the same weight 

in the testing variable as the following ninety seconds. 
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Figure 9-11 ITU-R P.1623-1 and CRC models testing regarding the CCCDF of fade duration. 

Figure 9-12 Average and standard deviation of the testing variable for the attenuation thresholds of 1, 3, 5, 

10, 15, 20 and 25 dB.  
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Figure 9-13 RMS value of the testing variable for the attenuation thresholds of 1, 3, 5, 10, 15, 20 and 25 dB. 

If it is considered appropriate to give a more balanced weight to each decade, such that it 

would comprise an amount of points representative of the time it actually depicts, 10 times 

more points with respect to the previous decade was given to the next decade. In such 

scenario, we are distributing in a more balanced way the weight along the duration range, 

although such approach may be strongly criticised. 

Still, considering this, the average and standard deviation values of �O are presented in 

Figure 9-14. As it is possible to see, changing the number of duration classes leads to an 

increase of the testing variable value, but now the ITU-R model outperforms the CRC one. 

Similar conclusions can be drawn when considering the RMS value of the testing variable 

using a more balanced distribution of the duration classes, as it can be seen in Figure 9-15. 

Figure 9-14 Average and standard deviation of the testing variable for the attenuation thresholds of 1, 3, 5, 

10, 15, 20 and 25 dB, considering balanced duration ranges. 
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Figure 9-15 RMS value of the testing variable for the attenuation thresholds of 1, 3, 5, 10, 15, 20 and 25 dB, 

considering balanced duration ranges. 

This assessment aims only to consider a different scope when evaluating globally and 

mathematically the models. From the systems point of view, smaller durations are of major 

relevance, where the weight of logarithmic-spaced classes may be suitable. Nevertheless, 

some care is advisable. 

Finally, �P, �P , �ß present consistently a higher standard deviation and average value for 

lower attenuations than for higher ones, regardless the distribution of the duration classes, 

as confirmed by Figure 9-12 to Figure 9-15. 

Considering that the ITU-R model follows better the measured distributions, that it exhibits 

a lower RMS error and that such conclusion holds even when changing the duration classes 

distribution, it is, thus, considered the best candidate for improvement, as shown in the 

next section. 

9.2.3 Model Improvement 

The ITU-R model assumes that �(U �  � \ 
 �  �) can be modelled by a lognormal 

distribution for the long fades, due to slower absorption phenomena, and by a power-law 

distribution for the shorter ones, due to fast fluctuating scintillation. In fact, the model key 

parameters are the mean, �[, and the standard deviation, �, of the lognormal distribution 

and the exponent � of the power-law distribution. These parameters depend on link 

elevation angle, 	, transmission frequency, ', and attenuation threshold, �. The transition 

time, �V, is used to discriminate between long and short durations and $ is the fraction of 

the exceedance time composed by fades shorter than �+. The fraction of time that the 

lognormal distribution applies is 
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Table 9-2 reports the dependence of the key parameters on the input and of the secondary 

parameters on the primary ones. This graphical approach allows to assess the model by 

choosing a parameter on the first column (on the left) and identifying the corresponding 

parameters on which it depends along the corresponding row. 

Table 9-2 ITU-R model parameters and their dependency. 

 D0 � � Dt p1 p2 D2 k 	 f A 

D0         X X X 

�          X X 

�          X X 

Dt X X   X X      

p1   X         

p2   X         

D2 X X          

k X X X X   X     

P(d>D\a>A)  X X X   X     

F(d>D\a>A) X X X X    X    

Ntot(a>A)   X X    X    
 

Considering, as concluded in the previous section, that the ITU-R model describes 

adequately the trend of the experimental statistics, it is expected that the key parameters 

are correctly identified and that the model accuracy can be improved by adjusting their 

relationship with the input parameters. A multiplicative adjustment factor, �, was 

calculated for each key parameter and for each attenuation threshold, by minimizing the 

testing variables �< on the 9 years statistics collected at Aveiro. The improved model is then 

tested against an independent dataset. 

The adjustment factors �[ (for �[), �
�

 (for �) and �
�
 (for �) calculated from the Aveiro 

database are plotted in Figure 9-16, together with their following fittings: ρ[(A) = -6.7 × 10- × A + 5.2 × 10-_ Equation 9-11 ρV(A) = 1.9 × 10- × A + 7.8 × 10-_ Equation 9-12 ρW(A) = 4.9 × 10- × A`-1.4 × 10-_ × A + 1.7 Equation 9-13 �[ and �  are always overestimated by the original model, and thus they require a 

reduction factor. On the other hand, �  is underestimated by the model when considering 

the extreme attenuation values, but requires a reduction factor for the intermediate 

values. 

The number of measured events exceeding a given attenuation threshold and the 

predictions provided by the improved ITU-R model are depicted in Figure 9-17, together 

with the percentage error, which confirms the significant improvement of the model with 

respect to the original version on the experimental data (see also Figure 9-9). 
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Figure 9-16 Adjustment factors as a function of the attenuation and their modelling. 

Figure 9-17 Number  of fade events exceeding a fade depth, predictions of the improved version of the ITU-

R model and their evaluation. 

The conditioned fraction of time � predicted by the improved model is depicted in Figure 

9-18 and must be compared to Figure 9-2; the accuracy improvement is confirmed by the 

plot of �P on the right to be considered together with Figure 9-8. 

The conditioned fraction of time � multiplied by the total unconditioned exceeded time, �(
 � �) (retrieved from the CCDF of attenuation), gives �(U � � ∩ 
 � �), that is 

plotted in Figure 9-19 (to be compared to Figure 9-1 and Figure 9-7). Once � has been 

improved, so it was �. 

The conditioned probability of fade duration, �(U � �\
 � �), is presented in Figure 9-20 

and it can be compared with Figure 9-6 and Figure 9-11; the accuracy of the improved 

model is general much higher as can be seen from the plot of �O on the right. 

Attenuation (dB)

0 5 10 15 20 25

ρ
 (

A
)

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

ρ
0
: D

0
 adjustment factor

ρ
σ
: σ adjustment factor

ρ
γ
: γ adjustment factor

ρ
0
(A)=-0.0067*A+0.52

ρ
σ
(A)=0.0019*A+0.78

ρ
γ
(A)=0.0049*(A

2
)-0.14*A+1.7

0 5 10 15 20 25
10

1

10
2

10
3

10
4

10
5

Attenuation (dB)

A
v
e

ra
g

e
 N

u
m

b
e

r 
o

f 
E

v
e

n
ts

 E
x
c
e

e
d

in
g

 t
h

e
 A

b
s
c
is

s
a

 p
e

r 
Y

e
a

r

 

 

Data

Improved Model

Attenuation (dB)

0 5 10 15 20 25

ǫ
N

to
t(A

) 
(%

)

-40

-35

-30

-25

-20

-15

-10

-5

Improved Model



Chapter 9 

Dynamics and Mitigation of Attenuation and Depolarization 

 

 

Page | 372 

 

Figure 9-18 Fraction of exceeded time for the attenuation thresholds of 1, 3, 5, 10, 15 and 20 dB, 

predictions provided by the improved version of the ITU-R model and evaluations. 
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Figure 9-19 Exceeded duration of fade events for the attenuation thresholds of 1, 3, 5, 10, 15, 20 and 25 dB, 

predictions provided by the improved version of the ITU-R model and evaluations. 

Finally, the number of events exceeding a duration is also presented in Figure 9-21 (to be 

compared with Figure 9-5 and Figure 9-10). 

The average, the RMS and the standard deviation of the testing variables are plotted in 

Figure 9-22 and Figure 9-23 as a function of the attenuation, and can be compared to those 

in Figure 9-12 and Figure 9-13. The accuracy improvement is again evident. The largest 

error is associated to the exceeded number of events and to the CCCDF of fade duration 

for the attenuation depth of 1 dB. Events with attenuation around 1 or 2 dB are usually 

long lasting ones as they are associated with very weak and steady state low rain rate 

periods. Still, the performance of these predictions is quite better comparatively to the 

original model. 

The improved model was then tested against the ITU-R Study Group 3 database (dbsg3 

version 5) and the results are in Table 9-3. The database includes about 80 yearly or 

multiple-years statistics (for a total observation period of about 150 years) of the fraction 

of exceedance time conditioned to attenuation and duration, collected in Canada, U.S.A., 

Brazil, Europe, Japan, Australia and Indonesia. The database includes both radiometric 

(whose data do not include scintillation with string impact on fade duration distribution for 

short duration) and beacon data and covers a wide range (even if not exhaustive) of 

climatological conditions and frequency (between 11 and 30 GHz) and elevation angles 

(between 6 and 83o). Unfortunately, some statistics are described by few points (i.e. the 

fraction of time is reported for few attenuation and/or duration values) but in general, the 

database is quite reliable. Table 9-3 reports the results of the test in terms of the figure of 

merit �P , defined previously, as a function of duration. The RMS values show that the 

improved model performs better than ITU-R model, especially for high duration values. The 

reason could be due to the presence of radiometric statistcs, which do not include 

scintillation effecs. Moreover, the mean values reveal the lower bias of the improved 

model. 
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Figure 9-20 CCCDF of fade duration for the attenuation thresholds of 1, 3, 5, 10, 15 and 20 dB, predictions 

according to the improved version of the ITU-R model and their evaluation. 
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Figure 9-21 Number of events exceeding a given duration for the attenuation thresholds of 1, 3, 5, 10, 15 

and 20 dB, predictions of the improved version of the ITU-R model and their evaluation. 
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Figure 9-22 Average and standard deviation of the testing variables for the attenuation thresholds of 1, 3, 5, 

10, 15, 20 and 25 dB. 

 
Figure 9-23 RMS value of the testing variable for the attenuation thresholds of 1, 3, 5, 10, 15, 20 and 25 dB. 

Table 9-3 Test results of ITU-R P.1623-1 and improved model against DBSG3 database in terms of mean, 

RMS and standard deviation of the figure of merit �P 
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0 
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0 
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0 
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2 
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24

0 

25

2 

10

4 

51

2 
104 346 104 409 93 88 65 154 56 139 
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9.3 INTERFADE AND INTER-EVENT DURATION 

9.3.1 Statistical Analysis and Characterization 

Because the return period of propagation events may be long, it is important to assess the 

required statistical stability of the interfade duration, that has a great impact on the 

obtained results and when assessing the relevance of the ones published in the past or to 

be published in the future in similar climatological regions. 

In order to evaluate the statistical stability, several sub-datasets were generated first and 

are presented in Table 9-4, where each pair of numbers aa-bb represents the starting and 

ending year in a compact form. One year of measurements starts on September and ends 

in the next August. 

Table 9-4 Generated Sub-Datasets. 

Number of 

Years (Px) 
Combinations 

x=1 04; 05; 06; 07; 08; 09; 10; 11; 12; 13 

x=2 04-06; 05-07; 06-08; 07-09; 08-10; 09-11; 10-12; 11-13 

x=3 04-07; 05-08; 06-09; 07-10; 08-11; 09-12; 10-13 

x=4 04-08; 05-09; 06-10; 07-11; 08-12; 09-13 

x=5 04-09; 05-10; 06-11; 07-12; 08-13 

x=6 04-10; 05-11; 06-12; 07-13 

x=7 04-11; 05-12; 06-13 

x=8 04-12; 05-13 

 

The CCCDF was then computed for each sub-dataset (short term CCCDFs) and for the 9 

consecutive years (long term CCCDF). 

The natural logarithm of the ratio of probability values of short and long term CCCDFs for 

the attenuation thresholds of 3, 10 and 20 dB has been calculated to evaluate the impact 

of adding additional years of data according to Equation 9-14, where �V represents the 

probability values of the long term CCCDF and �d represents the probability values for each 

sub-dataset. 

�(U) = ��q ¸�V(U)�d(U)º × 100 Equation 9-14 

The results are presented in Figure 9-24 where each subplot presents all the possible 

combinations for a given number � of years. The first presents all the combinations for � =1, the second one all the combinations for � = 2, so on and so forth up to 8 years. 
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Figure 9-24 Natural logarithm of the ratio between the long-term CCCDF and each CCCDF obtained using 

different sub-datasets. Each subplot represents all the results for a given number of years. Red lines for the 

attenuation threshold of 20 dB, green ones for 10 dB and the blue ones for 3 dB. 
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As it’s possible to see, adding successively more years leads to a convergence of � and a 

decrease on the impact of the natural variability when considering different periods of 

time. 

Similar conclusions can be taken when plotting the probability values for each sub-dataset 

against the long-term values for the attenuation thresholds of 3, 10 and 20 dB, as noticed 

from Figure 9-25. 

Finally, taking all the combinations for a given period, the average standard deviation and 

average root mean square of � are presented in Figure 9-26 and Table 9-5, where a 

decrease is noticed for both as the number of years increases. 

The RMS and STD values, for the same combination of years, are higher for higher 

attenuation thresholds due to a reduced number of events in the data set and mainly for a 

smaller number of years. Also increasing the number of years beyond 6 has a limited 

impact. 

The number of interfade events for each attenuation threshold are presented in Figure 9-27 

where appears evident that the number of events decreases as the attenuation increases 

and seems to follow a power-law distribution. 

Moreover, the average number of interfade events per year is in Table 9-6 and, as it’s 

possible to see, it drastically decreases as the attenuation threshold increases. For instance, 

there are on average 15113 interfade events of 1 dB per year, whereas an average of 36 

interfade events of 25 dB per year is observed. 

In the same figure, we can observe that the maximum duration of the interfade events 

(green dashed curve) increases, as expected, with the attenuation threshold. For instance, 

considering an attenuation of 1dB, the maximum duration observed was about 47 days, 

while for 25 dB the maximum duration was about 251 days. 

As can also be seen in Figure 9-27, the increase of the maximum duration observed in an 

interfade event is not regular. The maximum duration seems to be quite similar between 3 

and 5 dB and between 20 and 25 dB, while a smoother increase is observed for the 

remaining attenuation thresholds. This information can be useful when considering the 

best scenario on the arrival process of fade events. 

In spite of being large, the maximum duration values presented previously correspond only 

to extreme events, as the average duration observed for each attenuation threshold is 

comparatively modest. 
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Figure 9-25 Probability values for each sub-dataset against the long-term one. Red stars for the attenuation 

threshold of 20dB, green crosses for 10dB and the blue dots for 3dB.  
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Figure 9-26 Average root mean square and average standard deviation of the error ε for all the 

combinations of number of years. 

 

Table 9-5 Average Root Mean Square and Average Standard Deviation. 

Number of 

Years (Px) 

Attenuation Thresholds (dB) 

3 10 20 

RMS STD RMS STD RMS STD 

x=1 24.18 21.62 32.62 21.09 48.14 30.2 

x=2 17.72 15.23 25.44 19.42 31.75 25.67 

x=3 14.24 12.74 16.10 13.93 19.00 16.67 

x=4 11.74 10.98 13.24 12.60 14.60 12.51 

x=5 10.46 9.59 11.19 10.41 16.00 13.59 

x=6 9.23 8.53 11.42 9.39 14.35 12.34 

x=7 6.71 6.36 7.55 5.57 7.57 6.47 

x=8 5.84 5.56 5.84 5.56 5.84 5.56 

 

 

In fact, the average duration of interfade events together with the corresponding standard 

deviation, shown in Figure 9-28, seems to follow a power-law distribution as for the 

number of interfade events. 
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Figure 9-27 Number of interfade events and the maximum duration as a function of the attenuation. 

 

Table 9-6 Average number of interfade events per year. 

Attenuation Threshold (dB) Average Number of Events per Year 

1 15113 

3 1962 

5 652 

10 173 

15 85 

20 53 

25 36 

 

The average duration increases with the attenuation threshold and for an attenuation of 1 

dB it is of 34 minutes, whereas for 25 dB it is of about 10 days. From the satellite system’s 

point of view, this information provides the average time between two consecutive 

outages. The same behaviour is observed for the standard deviation of the time between 

two consecutive outages, so caution should be taken in systems’ design to the time needed 

to recover from heavy propagation impairments. 
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Figure 9-28 Average duration of interfade events and its standard deviation as a function of the 

attenuation. 

Although depending on the attenuation threshold, the exceeded number of seconds is 

essentially constant up to 28 hours, as can be seen in Figure 9-29. The total interfade time 

does not increase with the attenuation threshold, rather seems to be primarily due to 

interfade events of 5 dB, followed by the 3 dB, 1 dB, 10 dB, 20 dB, 15 dB and 25 dB ones. 

Furthermore, the total interfade time is quite similar for the attenuation thresholds of 1 

and 10 dB and 15 and 20 dB. Indeed, both the interfade events of 1 and 10 dB seem to have 

a similar distribution up to almost 2 minutes and a similar conclusion can be drawn for the 

interfade events of 15 and 20 dB up to 28 hours. 

 
Figure 9-29 Exceeded time as a function of the duration for the given attenuation thresholds. 
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The histogram of Figure 9-30 shows the distribution of the number of interfade events; the 

larger number of events is clearly associated to the lower durations, as expected. In fact, 

due to scintillation and other small scale effects, a large number of interfade events should 

occur for durations up to 30 s as concluded by [469] and [396]. Furthermore, the interfade 

events associated to higher attenuation thresholds assume, as expected, a greater range 

of values for the duration. 

 
Figure 9-30 Distribution of the number of interfade events as a function of the duration for a given 

attenuation thresholds. 

The CCCDF of the number of interfade events is depicted in Figure 9-31. Clearly, there are 

a greater number of interfade events for the 1dB threshold that contribute to 83.6 % of the 

entire database. Interfade events at 3, 5, 10, 15, 20 and 25 dB represent the 10.9, 3.6, 0.96, 

0.47, 0.29 and 0.2 % of the recorded events, respectively. 

Generally, the interfade events at lower attenuation thresholds dominate the distribution; 

on the contrary, the interfade events at higher attenuations dominate for very long periods 

starting from a certain duration depending on attenuation. Furthermore, the distribution 

for higher attenuation thresholds seems to be more constant while, for lower attenuation 

thresholds, greater slopes are observed. 

The percentage of interfade events exceeding a certain time threshold is also illustrated in 

Figure 9-31. More than 50 % of the interfade events have durations higher than 3 s and 13 

% of them have duration longer than 60 s. Moreover, 99 % of the interfade events have 

duration less or equal to 1 day and about 90 % of them have duration less or equal to 130 

s which, from the system’s point of view, means a general high demand for a quick response 

on recovering after a fade event. 
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Figure 9-31 CCCDF of the number of interfade events and total number of events as a function of duration 

for the given attenuation thresholds. 

The Figure 9-32 shows the CCCDFs of interfade duration for various attenuation thresholds. 

They depend on attenuation, as reported in [469], but their behaviour seems to be 

composed by four distinct phenomena, as it is also evident in Figure 9-31: scintillation and 

very short duration events seem to be present up to about 10 s, probably due to the 

medium microstructure non-homogeneities (spatial distribution of hydrometeors and their 

physical properties). 

 
Figure 9-32 Conditioned complementary cumulative distribution function of interfade duration and 

probability of exceeding the abscissa as function of the duration. 

Then there is a decrease on the distribution slope up to a duration, which depends on the 

attenuation threshold; this component may be due to the internal rain cells structure like 

the distribution of the rainfall intensity inside the rain cell. Another increase of the slope is 
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then noticed, probably associated to the rain cells orientation and their horizontal and 

vertical extent. The final part could be attributed to seasonal phenomena (new rain fronts 

arriving) and so associated with large-scale climatic factors. 

The interfade duration (to be compared with system recovery time) generally increases 

with the attenuation but some caution shall be taken; for instance there is a probability of 

about 50 % to have an interfade duration longer than 3, 4, 10, 32, 32, 23 and 7 s for 

attenuation thresholds of 1, 3, 5, 10 15, 20 and 25 dB, respectively. 

9.3.2 Distinction between Interfade and Inter-Event 

The ITU recommendation P.1623 [470] predicts the existence of both interfade intervals 

and inter-event intervals as it’s possible to see from Figure 9-33, but no reference regarding 

the classification criteria was proposed, i.e. a definition of interfade and inter-event, 

probably because no difference between them are found in the open literature. However, 

the physical mechanisms underlying the time lapse between fade-events as a whole should 

be different, i.e. they should contribute to the time lapse on different scales, depending on 

their own dynamics. 

 

Figure 9-33 Fade dynamics according to the ITU-R P.1623-1. 

For instance, the medium microstructure non-homogeneities, causing scintillation, 

backscattering and other small-scale effects should dominate the shorter time lapses. On 

its turn, the internal rain cells structure, associated to the distribution of the rainfall 

intensity inside the rain cell, should dominate the following ones. 

The rain cells orientation and both their vertical and horizontal extension should impair 

longer time lapses and finally the longest time lapses should be impaired by the climate, 

being associated to the frequency and seasonality at which new weather fronts arrive. 

Past studies on interfade duration concluded that higher attenuation events were more 

isolated one from each other [424] and the small scale effects can play an important role 

up to 30-50 s [469]. The probability distribution of interfade duration is generally lognormal 

[422], but when considering only short interfade durations (less than 10 s), a power-law 

distribution was found and the dependence on the attenuation thresholds was weaker 

than in the case of longer interfade durations [425]. 
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The fade dynamics is much more complex that what appears in Figure 9-33. Indeed, the 

measured attenuation during October 7th 2009 is depicted in Figure 9-34, where several 

attenuation events with different peak values and crossing several attenuation thresholds 

can be observed. The highest attenuation threshold values are exceeded less often than 

the lower ones and it’s seen that these are associated to higher interfade durations. In this 

example, it is also clear that interfade durations inside the attenuation events are 

significantly shorter than the ones observed between attenuation events. 

 

Figure 9-34 Attenuation observed on 7th October 2009. 

A detail of the previous picture is also observed in Figure 9-35, where is possible to see 

rapid fluctuations of the signal causing very short interfade durations, regardless the 

attenuation threshold. 

 

Figure 9-35 Detail of the measured attenuation on 7th October 2009, where signal fluctuations can be 

observed. 
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When testing these evidences against the interfade duration histogram, which is presented 

in Figure 9-36 for several attenuation thresholds, it turns clear that there is a strong 

decrease on the observations up to 8-10 s, independently on the attenuation threshold. 

This is due to the fact that scintillation are fast signal fluctuations around the signal average 

value and causes the crossing of whatever threshold. 

 

Figure 9-36 Interfade duration histogram together with the time thresholds (vertical lines at 8s, 740s, 

9.6e4s, 1.4e5s, 1.9e5s, 2.7e5s respectively) separating different behaviours. 

Moreover, in the context of thunderstorms, the atmospheric turbulence and electric fields 

eventually present, should also induce oscillations on the raindrops shape, size, orientation 

and falling speed, causing modifications on the scattering properties of these 

hydrometeors and so also leading to quick fluctuations of the received signal. 

An increase on the observations after 8 s is noticed, the number of observations starts then 

smoothly decreasing up to 740 s (or about 12 minutes) when a more severe decrease is 

observed, fairly independently on the attenuation threshold. Here the interfade durations 

internal to the attenuation events should dominate, when both the spatial distribution of 

rain intensity and the drop size distribution inside the rain cells play a major role. For 

example, an interfade duration of this magnitude is observed at 10 dB in the event depicted 

in Figure 9-34, which is presented in detail in Figure 9-37. 

An increase on the number of observations after 740 s is then observed, especially when 

considering lower attenuation thresholds, where the number of events is also greater, 

which means that the interfade durations associated to the time lapse between 

attenuation events are now frequent, reaching a maximum value around 8400 s (or about 

2 h and 20 min). Here the shape, size (both horizontal and vertical extension) and both the 

direction and speed of rain cells should influence the time lapse between fade-events. 

Some examples of this time threshold can also be found in Figure 9-34. 
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Figure 9-37 Detail of an interfade event recorded on 7th October 2009. 

A decrease in the number of observations is then noticed up to a time threshold when there 

is an inversion of this behaviour. This time threshold not only clearly depends on the 

attenuation threshold, as it increases with it, for instance it’s about 1 day 2 hours and 45 

minutes for 3 dB, 1 day 13 hours and 50 minutes for 5 dB, 2 days 5 hours and 40 minutes 

for 10 dB and 3 days 4 hours 0 minutes for 15 dB. After each of these different time 

thresholds, the number of observations holds or even increases (as in the case of the 

attenuation threshold of 10 dB). These observations are probably associated to the arrival 

of new fronts, which are conditioned by the climate. 

Table 9-7 summarizes the time thresholds retrieved for each classification and the 

attenuation threshold considered. 

 

Table 9-7 Time thresholds retrieved from classification. 

Attenuation 

Threshold (dB) 

Time Threshold (s) 

Small Scale 

Effects 

Interfade Inter-Event Climate 

Induced Effects 

3 <  8 8 ~ 740 740 ~ 9.631 × 10� �  9.631 × 10� 

5 <  8 8 ~ 740 740 ~ 1.364 × 10� �  1.364 × 10� 

10 <  8 8 ~ 740 740 ~ 1.931 × 10� �  1.931 × 10� 

15 <  8 8 ~ 740 740 ~ 2.734 × 10� �  2.734 × 10� 
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9.3.3 Interfade and Inter-Event Duration Components Extraction and 

Empirical Modelling 

When applying the time thresholds presented in Table 9-7 in order to separate each 

component of the whole interfade durations, the conditioned complementary cumulative 

distribution function was obtained for each attenuation threshold. 

9.3.3.1 Small-scale Effects 

Considering only small scale effects, the CCCDF in Figure 9-38 is obtained, which seems to 

be well approximated by a power-law distribution, as reported in [425], and for which the 

probability increases with the attenuation threshold, meaning that the small scale effects 

play a non-negligible effect depending on the fade intensity. 

The approximating power-law function is given by: �(U � �\
 ≤ �) = 3 × US + � Equation 9-15 

where U is the considered duration, � is the exceeded time threshold, 
 is the considered 

attenuation and � is the not exceeded attenuation threshold. 

With the parameters in Table 9-8, the fitting model of the previous equation performs quite 

well, regardless the attenuation threshold. This is confirmed by the average and the 

standard deviation values of the relative error, computed for each duration and reported 

in Table 9-9. 

 

Figure 9-38 Conditioned complementary cumulative distribution function for small-scale effects. 
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Table 9-8 Model parameters for small-scale effects. 

Parameter Parameter Value 

3dB 5dB 10dB 15dB 

b 131.6 141.9 150.7 174 

c -0.6569 -0.5583 -0.4972 -0.3811 

e -31.51 -41.72 -50.78 -74.68 

 

Table 9-9 Average value and standard deviation of the relative error for small-scale effects. 

Attenuation 

(dB) 

Average Relative Error 

(%) 

Standard Deviation of the Relative Error 

(%) 

3 3.7 6.2 

5 1.8 1.4 

10 3.9 4.9 

15 6.7 7.0 

 

9.3.3.2 Interfade Duration 

Considering exclusively the interfade duration between 8 and 740 s the CCCDF in Figure 

9-39 is obtained. 

As it is possible to see, the interfade duration follows a power-law distribution as in the 

case of the small-scale effects, however it is almost independent on the attenuation 

threshold, meaning that the occurrence at which the fade becomes severe is the same, 

regardless the fade intensity, which gives an important remark on the internal structure of 

rain cells. 

 

Figure 9-39 Conditioned complementary cumulative distribution function for interfade durations. 
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Using Equation 9-15, the fitting model parameters are presented in Table 9-10; the model 

also performed well, as shown by the error values in Table 9-11. 

Table 9-10 Model parameters for interfade duration. 

Parameter Parameter Value 

3dB 5dB 10dB 15dB 

b 255.5 257.9 263.1 275.8 

c -0.2637 -0.226 -0.2105 -0.1745 

e -43.89 -57.82 -65.28 -88.89 

 

Table 9-11 Average value and standard deviation of the relative error for interfade duration. 

Attenuation 

(dB) 

Average Relative Error 

(%) 

Standard Deviation of the Relative Error 

(%) 

3 2.4 1.7 

5 2.8 2.7 

10 6.3 7.2 

15 4.5 5.0 

 

9.3.3.3 Inter-Event Duration 

The inter-event durations strongly increase with the attenuation threshold and its CCCDF 

is well approximated by a lognormal function, as shown in Figure 9-40. 

 

Figure 9-40 Conditioned complementary cumulative distribution function for inter-event durations. 
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The inter-event durations were modelled using a sum of two exponentials (Equation 9-16) 

whose parameters are reported in Table 9-12. The performance of this model can be 

assessed by means of Table 9-13. 

�(U � �\
 ≤ �) =  
1 × ��s>�^_S_ t¯ + 
2 × ��s>�^`S` t¯
 Equation 9-16 

 

Table 9-12 Model parameters for Inter-Event duration. 

Parameter Parameter Value 

3dB 5dB 10dB 15dB 

a1 1.216 × 10`7 5.415 × 10`� 2.162 × 10`[ 2.43 × 10_¬ 

b1 −4.075 × 10� −6.051 × 10� −5.394 × 10� −3.445 × 10� 

c1 5.236 × 10� 7.974 × 10� 8.2 × 10� 5.378 × 10� 

a2 3.394 × 10_ 1.645 × 10_` 1.261 × 10� 1.41 × 10� 

b2 −1.491 × 10� −1.917 × 10� −1.098 × 10� −1.313 × 10� 

c2 2.86 × 10� 3.9 × 10� 3.504 × 10� 4.762 × 10� 

 

Table 9-13 Average value and standard deviation of the relative error for Inter-Event duration. 

Attenuation 

(dB) 

Average Relative Error 

(%) 

Standard Deviation of the Relative Error 

(%) 

3 5.9 7.0 

5 5.5 10.6 

10 6.6 16.8 

15 2.6 3.1 

 

9.3.3.4 Climate-induced Effects 

The longer inter-event durations (see Table 9-14) were also evaluated and their CCCDF is 

presented in Figure 9-41. It seems to depend more heavily on the attenuation threshold 

than in the previous case, but it still follows a lognormal behaviour. It is important to 

remember that only a long database with high availability can provide a sufficient number 

of inter-events in this duration range as some may last for several months. 

Table 9-14 Model parameters for Climate Induced Effects. 

Parameter 
Parameter Value 

3dB 5dB 10dB 15dB 

a1 3.409 × 10_Ä 16.45 1.167 × 10� 2.229 × 10_¬ 

b1 −2.127 × 10Ä 1.597 × 10� −8.11 × 10� −6.479 × 10Ä 

c1 3.543 × 10� 1.239 × 10� 3.469 × 10� 1.02 × 10Ä 

a2 1455 9.597 × 10_� 1.879 × 10� 5.933 × 10� 
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Parameter 
Parameter Value 

3dB 5dB 10dB 15dB 

b2 −1.067 × 10Ä −8.705 × 10Ä −3.308 × 10Ä −7.984 × 10Ä 

c2 5.802 × 10� 1.481 × 10Ä 1.391 × 10Ä 3.018 × 10Ä 
 

 

Figure 9-41 Conditioned complementary cumulative distribution function for longer inter-event durations. 

Applying the same model as in Equation 9-16, the model parameters can be found in Table 

9-14 and an evaluation of their performance in Table 9-15. 

Table 9-15 Average value and standard deviation of the relative error for Climate Induced Effects. 

Attenuation 

(dB) 

Average Relative Error 

(%) 

Standard Deviation of the Relative Error 

(%) 

3 2.3 2.6 

5 9.7 19.4 

10 6.8 12.3 

15 4.3 3.8 

 

9.3.4 Interfade Prediction Model from Fade Duration 

In the previous developments, four time intervals between consecutive fade-events were 

associated to different physical causes. The atmospheric microstructure non-

homogeneities, causing scintillation, and the oscillation of raindrops shape, size, 

orientation and falling speed, causing other short-scale effects, were associated to time 

intervals, between consecutive fade events, up to 8-10 s. 

On the other hand, the internal rain cells spatial structure (rain intensity and drop size 

distribution) were associated to time intervals between fade episodes in the same event, 
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named interfade durations and arriving up to 740 s. Then the rain cells orientation, speed 

and size were associated to the time intervals whose duration depends on the attenuation 

value; they are named inter-event durations and are related to the temporal distance 

between different propagation events. Finally, the longest time intervals were associated 

to temporal distance between seasonal weather fronts. 

Being interfade and fade duration complementary, it is reasonable to assume that they are 

linked and related by their underlying physical causes. This is the basis of the InterFade 

From Fade model (I3F). The Figure 9-43 illustrates the conditioned probability of fade and 

interfade duration and their probability ratio � defined as: 

�(�, �) = �(U � �\
 ≤ �)�(U � �\
 � �) Equation 9-17 

The trend of � versus the logarithm of duration is monotonic and can be fitted by a 2nd 

order polynomial, whose coefficients depend on the attenuation threshold, as also shown 

in Figure 9-43: �(�, �) = 
(�) × ��q`(�) + 3(�) × ��q(�) + 1 Equation 9-18 

The parameters 
 and 3 are depicted in Figure 9-42. 

The 
 parameter can be approximated by a 1st order polynomial: a(A) = 6.2 × 10-� × A + 2.4 × 10-� Equation 9-19 

whereas 3 is better described by a 2nd order polynomial: b(A) = 4.9 × 10-� × A`-5.4 × 10-� × A + 7.3 × 10- Equation 9-20 

By replacing the previous two expressions into Equation 9-18, �Mod is calculated and 

plotted in Figure 9-43. 

The testing variable ��: 

�Z = �� l�O�ªn × 100 Equation 9-21 

is then calculated, as shown in Figure 9-44. 

The accuracy of the fitting relationship is satisfactory, being the worst prediction associated 

to the attenuation threshold of 1 dB. The average, RMS and standard deviation of �� are 

depicted in Figure 9-45. 

The interfade duration can thus be predicted from fade duration by employing the 

proposed approach and using Equation 9-17. The obvious limitation of this approach is that 

the longest predicted interfade duration is limited by the longest fade duration, while 

usually the former can be much longer than the latter. 
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Figure 9-42 Model parameters values as a function of the attenuation.  
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Figure 9-43 Conditioned complementary cumulative distribution function of fade and interfade duration, 

their relationship, �, its best fitting, �(�), and its modelling, �Mod, for the attenuation values of 3, 5, 10, 

15, 20 and 25 dB. 
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Figure 9-44 Evaluation of the parameters retrieved using the proposed model. 

 
Figure 9-45 Average, standard deviation and RMS of the absolute values of the testing variable when 

predicting the relationship between fade and interfade duration using the proposed model. 

Duration (s)

100 101 102 103 104

|ǫ
ψ
 (

D
,A

)|

20

40

60

80

100

120
1dB

3dB

5dB

10dB

15dB

20dB

25dB

Attenuation (dB)

0 5 10 15 20 25

A
v
e

ra
g

e
 o

f 
ǫ
ψ
 (

D
,A

)

-20

-15

-10

-5

0

5

10

15

20

25

Attenuation (dB)

0 5 10 15 20 25

S
ta

n
d

a
rd

 D
e

v
ia

ti
o

n
 o

f 
ǫ
ψ
 (

D
,A

)

5

10

15

20

25

30

35

40

45

50

Attenuation (dB)

0 5 10 15 20 25

R
M

S
 o

f 
|ǫ

ψ
 (

D
,A

)|

5

10

15

20

25

30

35

40

45

50

55



Chapter 9 

Dynamics and Mitigation of Attenuation and Depolarization 

 

 

Page | 399 

 

 

The interfade duration predicted by Equation 9-18 to Equation 9-20, using as input both 

measured and predicted (through equations Equation 9-11 to Equation 9-13) fade duration 

statistics are depicted in Figure 9-46. 

Figure 9-46 Interfade duration prediction from fade duration experimental data and from the fade duration 

improved predictions for the attenuation values of 3, 5, 10, 15, 20 and 25 dB. 
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Figure 9-47 Interfade duration predictions testing variable: as a function of the duration for the attenuation 

values of 3, 5, 10, 15, 20 and 25 dB when computed from fade duration data (top-left), when computed 

from fade duration model (top-right), its average for each attenuation value (bottom-left), its standard 

deviation for each attenuation value (bottom-right) and its RMS for each attenuation value (bottom). 
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The good accuracy of the prediction of interfade duration statistics from measured fade 

durations statistics can be assessed in Figure 9-47. Similar results are obtained when 

interfade duration statistics are predicted using, as input, the fade duration statistics 

provided by the improved model (as confirmed by the similar average RMS and standard 

deviation of the testing variable). Unfortunately, being not available a large database of 

interfade duration, it was not possible to run an independent test, like it has been done for 

the fade duration improved model. 

9.4 XPD DURATION 

9.4.1 Empirical Study on XPD Filtering 

From the underlying physical causes of scintillation and given the definition of XPD, it would 

be expected that the so-called wet scintillation would not be present in XPD time series. In 

the framework of such investigation, it will be necessary to separate three causes that may 

be present on time series as fast fluctuations of signal amplitude around its mean value: 

eventually the scintillation, the measurement noise and fast-phenomena associated to the 

atmospheric turbulence causing fast fluctuations on the scattering properties of 

hydrometeors. 

The noise may be expected for weak depolarization regardless the population causing such 

depolarization, but it is also expected, particularly, in the framework of rain-induced 

depolarization events that cause a significant reduction of the carrier-to-noise ratio. This 

noise is not significant to strongly impair the first-order or the high-order modelling but it 

is of major importance when considering the second-order modelling, and so the dynamics, 

of XPD, especially in what concerns the number of shorter duration events. 

Considering the goal of characterizing the XPD duration and finding major features 

regarding the dynamics of rain and ice populations affecting the XPD, noise and other fast-

phenomena over the XPD signal are to be removed. In order to assess the cut-off frequency 

of a Butterworth filter to be applied to the XPD time series, some empirical analyses were 

carried out. 

The attenuation and XPD time series of the 7th April 2008 were loaded and several time 

series sections used for analysis are depicted in Figure 9-48 and Figure 9-50. The first 

section corresponds to the second major set of events of the day, the second corresponds 

to the first major set of events and the third is the second part of the day comprising events. 

Finally, the last section is the entire day. 

The single-sided amplitude spectrum of the XPD time series are those depicted in Figure 

9-52. The exercise aimed to find visually the corner-frequency or the transition frequency 

between the decreasing spectrum and the plateau of fast-phenomena. For the portion a) 

a minimum transition frequency found was of about 0.028 Hz. 
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A similar frequency of 0.027 Hz was found for the portion b). Above this minimum transition 

frequency, a slight increase of the spectrum is noticeable, decreasing then to the plateau. 

By considering both portions together, the minimum transition frequency slightly 

decreases but it keeps at about 0.027 Hz. 

 

Figure 9-48 Attenuation time series of 7th April 2008 and time sections taken for analysis. 

 

Figure 9-49 Attenuation time series of 10th April 2008 and time section taken for analysis. 
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Figure 9-50 XPD time series of 7th April 2008 and time sections taken for analysis. 

 

 

Figure 9-51 XPD time series of 10th April 2008 and time sections taken for analysis. 
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Figure 9-52 Single-sided amplitude spectrum of the XPD for the several time sections of 7th April 2008. 
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Figure 9-53 Single-sided amplitude spectrum of the XPD for several time sections of 10th April 2008. 

 

Considering that this corner-frequency changes from event to event, a general frequency 

of 0.025 Hz seems to be plausible. 

Finally, the 19th April 2008 is considered for being a day full of events, as it can be seen in 

Figure 9-54 and Figure 9-55. 

 

Figure 9-54 Attenuation time series of 19th April 2008. 
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Figure 9-55 XPD time series of 19th April 2008. 

A global corner-frequency of 0.025 Hz shall globally preserve the XPD dynamics while 

efficiently removing the fast contributions to the phenomenon. This must be verified now 

by applying the filter to the data and by inspecting the time-series. 

 

Figure 9-56 Single-sided amplitude spectrum of XPD of 19th April 2008. 
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ice and shall actually improve the classification by removing some uncertainties around a 

fixed angular threshold used for classification. 

By applying the mentioned filter, it seems, indeed, that the filtered signal follows quite well 

the trend of the original data, as it can be seen in Figure 9-57. At the same time, the fast 

fluctuations around the average signal are removed in what seems a fair trade-off. 

 

Figure 9-57 Impact of filtering on the following of the original time series. 

At the same time the shorter duration events are removed, as assessed through the detail 
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such that they result on a single event, the trend of the original data is followed, as shown 

at the top figure. 

 

Figure 9-58 Impact of filtering on the number of events and on the event-type classification. 

Moreover, some samples changed their classification after filtering. As it can be seen, these 
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This improvement shall not have a significant impact when considering first or high-order 

analysis, especially because these samples are more the exception than the rule, especially 

considering the (big) amount of data in consideration, but aiming to classify the events, for 

those of shorter duration, this improvement may be important. 

9.4.2 XPD Events Extraction and Classification 

As in the case of fade dynamics, the XPD dynamics data were taken from September 2004 

to June 2013, and are thus concurrent with the attenuation time series considered earlier 

in this chapter. 

In order to extract the XPD duration several XPD thresholds have been considered, namely 

those of 15, 20, 25, 30, 35, 37 and 40 dB. 

Whenever filtering is applied (two datasets were retrieved for assessing the impact of 

filtering the data on the statistics) the data are filtered first and each event is then found. 

The XPD duration event shall be the one that satisfies the condition of not exceeding a 

threshold; i.e. ��� < ���V³G.The data are then automatically classified according to the 

angular threshold of 72o that proved to give a general good classification. At the end in time 

series parts are classified as rain and others as ice. 

An entire XPD duration event may not be a pure event, where all samples are classified as 

belonging to one of the categories. In order to overcome this situation, each event is thus 

classified according to the percentage of samples composing it, therefore, it is considered 

as dominated by rain (XPD duration event of rain), or by ice (XPD duration event of ice), if 

more than 50% of its samples have been classified accordingly. In the presence of an equal 

number of samples classified as rain and ice, the event is considered a composite of rain 

and ice and it is discarded. An example is depicted in Figure 9-59. 

Several events can be identified from the selected XPD thresholds and some are 

represented in the picture. It is possible to identify two XPD duration events of ice for the 

XPD thresholds of 35 and 30 dB. As it can also be seen, the same conclusion would be found 

if other thresholds have been considered, namely the one of 37 and 40 dB. These XPD 

duration events are 100 % composed by samples classified as being ice-induced XPD. 

On the other hand, considering the XPD threshold of 35 dB, there is also an event classified 

as rain that comprises 91.2% of rain-XPD samples. For the corresponding time stamp and 

for the XPD threshold of 30 dB, the percentage of rain-induced XPD increases to 94.3 %. 

The same effect is seen in the following event identified at the XPD threshold of 40 dB that 

comprises 52 % of samples classified as being rain-induced XPD. This XPD duration event of 

rain presents 100 % of rain-induced XPD samples when considering the XPD threshold of 

25 dB, but it also comprises 100% of ice-induced XPD samples if the XPD threshold of 35 or 

37 dB is considered. 
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Figure 9-59 XPD duration events classification. 

Considering the XPD threshold of 40 dB, there is an event comprising an equal number of 

samples classified as being rain and ice-induced XPD. This event, because it is a perfect 

composite of rain and ice effects, is discarded, but the events at the threshold of 35 dB at 

the same time stamp are not. In fact, considering this XPD threshold, it is possible to see a 

usual pattern: there is 100 % ice at the beginning of the set of events, then this percentage 

reduces (for example to 74.2 %) giving place to rain (for example 80 %) whose influence 

increases (for example to 91.2 %). The percentage of ice increases again as the event 

approaches the end (for example to 100 %). 

Considering unfiltered data, the average percentage of ice on ice-classified events is of   98 

%, whereas the average percentage of rain on rain-classified events is of 96.4 %. After 

filtering the data, the average percentages of ice and rain reduce to 96.6 % and 93.5 %, 

respectively. The distributions of the percentage of each population in the corresponding 

classified XPD events is in Annex 6. 

9.4.3 Characterization of Integrated Effects 

A global assessment is carried out first considering the integrated effects of rain and ice on 

the XPD duration, so by considering the total XPD duration without any event classification. 

The distribution of the number of XPD-events as function of the XPD value is depicted in 

Figure 9-60. As it is possible to see, filtering the data removes events across all XPD values. 

The number of events filtered out seems to be bigger for extreme XPD values. This is in-line 

with the expectations, as the XPD shall be contaminated by noise for smaller XPD values in 

the case of rain-induced effects that reduce the carrier-to-noise ratio, but also for bigger 
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XPD values, when closer to the equipment dynamic range. Considering that the 40 dB is 

already a threshold quite far from the actual equipment dynamic range (around 50 dB) this 

may be a symptom of a bigger turbulence for smaller depolarizations. Regardless that, the 

number of events increase with the XPD and the trend seems more natural in the case of 

filtered data. 

 

Figure 9-60 Distribution of the number of events as a function of XPD. 

The average duration of XPD-events as a function of the XPD threshold increases for smaller 

depolarization values, as expected and seen in Figure 9-61. 

 

Figure 9-61 Average duration distribution of XPD-events. 
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smaller than those observed for worse depolarization. The number of short-duration 

events definitely plays here a major role. On the other hand, the filtered data show a 

consistent and linear increase of the duration with the XPD value, which is quite longer 

than in the case of the filtered data. XPD-events of 15 dB have an average duration of about 

44 s, whereas those of 40 dB take longer, in average, 3.7 min, as seen in Figure 9-61. 

The standard deviation of the duration of XPD-events (Figure 9-62) increases quadratically 

as a function of the XPD value in the case of filtered data, whereas in the case of the 

unfiltered data, the increase also follows a parabolic relationship, but it has the concavity 

faced down. The standard deviation is also bigger in the case of filtered data but the 

discrepancy tends to vanish as the depolarization value gets worse. 

 

Figure 9-62 Standard deviation of the duration of XPD-events as a function of the XPD value. 

The distribution of the XPD-events according to their duration is depicted in Figure 9-63 

and, as it is possible to see, they follow a lognormal function whose average and standard 

deviation increase with the XPD value. 

The same distribution from unfiltered data is also presented, evidencing the big number of 

short-duration events that are filtered out. 

From the previous results, it is possible to derive the distribution of the number of events 

exceeding a given duration, as depicted in Figure 9-64, where it is possible to see that the 

impact of filtering depends on the XPD value. 
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presenting direct a relationship, i.e. smaller XPD values converge at shorter durations. For 
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Figure 9-63 Distribution of XPD-events according to their duration. Unfiltered data are presented using 

dashed lines. 

 

Figure 9-64 Distribution of the number of events exceeding a duration. Unfiltered data are presented using 

dashed lines. 
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immediate decrease on the probability from the duration of 1 second. Some persistence 

seems, however, to exist for durations longer than 10 seconds, observed by a smaller slope 

on the distributions and considering higher XPD values. 

 

Figure 9-65 Fraction of conditioned events exceeding the abscissa and probability of exceeding a duration. 

Filtered data depicted with thicker lines. 

At the same time, the conditioned probability of occurrence of XPD events of duration 

longer than a threshold is depicted in Figure 9-66. As it is possible to see, filtered data 

provide generally bigger probability of occurrence and a clear pattern along the exceeded 

XPD value. Non-filtered data present smaller probabilities, being observed complex 

relations between the exceeded XPD values. 

 

Figure 9-66 Conditioned probability of an XPD event to exceed a duration. Filtered data depicted with 

thicker lines. 
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For instance, the probability of an XPD event longer than 30 seconds, for an XPD threshold 

of 25 dB is larger than that for an XPD threshold of 40 dB. On the other hand, the probability 

of an XPD event longer than 10 minutes, for an XPD threshold of 40 dB, is larger than that 

for an XPD threshold of 25 dB. This change of patterns is not seen when considering filtered 

data, where the conditioned probability of an XPD event exceeding a given duration is 

always larger for higher XPD values. 

Finally, it is interesting to see the similarity between these distributions with those of fade 

duration, meaning that it is possible to carry out a similar modelling approach, although 

differences exist. 

The effective exceeded time by events of duration longer than a given time is presented in 

Figure 9-67. As it is possible to see, the events exceeding for a longer time are, indeed, 

those of higher XPD values and there is no strong difference on the distributions when 

considering filtered or non-filtered data. 

 

Figure 9-67 Effective exceeded time due to events duration exceeding the abscissa. Filtered data depicted 

with thicker lines. 

More results concerning this section from non-filtered data are in Annex 7. 
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In what concerns the average duration, it seems that the ice-induced XPD events last longer 

than the rain-induced ones. This evidence is found regardless the XPD value and the data 

filtering. Nevertheless, considering the filtered data, the ice-induced XPD events present 

an average duration that increases quicker with the XPD value than in the case of rain, 

which is equivalent to say that for the worse depolarization the average duration of XPD 

events caused by rain and ice tends to get closer. This is clear in Figure 9-69. 

 

Figure 9-68 Number of rain and ice events as a function of the XPD threshold considering both filtered and 

non-filtered data. 

 

Figure 9-69 Average duration of rain and ice-induced XPD duration events considering either filtered and 

non-filtered data. 
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The standard deviation is presented in Figure 9-70, where it is possible to see that there is 

a general larger spread of the duration of ice-induced XPD events than of rain-induced 

ones, regardless the XPD exceeded value and the filtering activity. This spread also 

increases quicker with the XPD value in the case of ice than in the case of rain-induced XPD 

duration events. 

 

Figure 9-70 Standard deviation of the XPD events duration caused by rain and ice. 

The maximum duration of rain and ice-induced XPD events is presented in Figure 9-71. As 

it is possible to see, filtering the data has a limited impact on the results concerning the ice-

induced XPD events, but that is not the case of those caused by rain, where filtering the 

data cause a significant increase of the maximum duration of these type of events. 

 

Figure 9-71 Maximum duration of rain and ice-induced XPD duration events. 
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This is expected, as the rain-induced XPD events shall take place in the presence of 

significant co-polar attenuation that decreases the carrier-to-noise ratio that may lead to 

the contamination of the data with noise. The ice, on the other hand, causes depolarization 

in the absence of strong attenuation, which means that the carrier-to-noise ratio is often 

better in this case and the contamination of the data by noise is smaller. 

The histograms of rain and ice-induced XPD duration events are depicted in Figure 9-72. It 

is interesting to see that a lognormal distribution seems to fit the data for the different XPD 

thresholds considered. There is, generally, a larger number of XPD duration-events caused 

by rain for the XPD threshold of 20 dB than in the case of ice for the same XPD value. 

 

 

Figure 9-72 XPD duration events from filtered data: rain on top and ice on bottom. 
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On the other hand, considering the XPD threshold of 25 dB, the number of XPD duration 

events caused by ice is generally bigger than those caused by rain. This shrinkage of 

distributions leads to the interesting observation: the histogram of XPD duration events 

caused by ice for the XPD threshold of 30 dB is similar to the one of rain for the XPD 

threshold of 40 dB. 

From these results, it is then possible to assess the number of XPD duration events 

exceeding a duration when a given XPD threshold is exceeded, as presented in Figure 9-73. 

These results make also clear the match between the distribution of the exceeded number 

of XPD duration events caused by rain at the XPD threshold of 40 dB and the same 

distribution caused by ice at the XPD threshold of 30 dB. 

 

 

Figure 9-73 Number of events from filtered data exceeding a duration: rain on top, ice on bottom. 
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Moreover, when filtered data are considered there is an general offset between the 

distribution caused by rain and ice. 

By normalizing the previous results to the total number of XPD duration events, regardless 

the XPD value, different patterns arise. For example, there is now a closer correspondence 

in the distributions due to rain and ice, especially for XPD values higher than 30 dB, as it 

can be seen in Figure 9-74. 

 

 

Figure 9-74 Fraction of XPD events from filtered data exceeding a duration: rain on top, ice on bottom. 
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fraction of events caused by rain is bigger than that of events caused by ice, especially for 

smaller durations. 

The comparison between the probability of XPD exceeding a duration in the case of rain or 

ice, from filtered and non-filtered data, can be observed in Figure 9-75. As it is possible to 

see, the probability of an ice-induced XPD event to exceed a duration is larger than one 

induced by rain. The distributions match for shorter durations, and diverge from each other 

for durations longer than about 30-40 s. 

 

Figure 9-75 Probability of the XPD events exceeding a given duration. 
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(Figure 9-76), it seems that there is somehow a shift of the distributions when comparing 

those of rain and ice. For instance, the distribution of the conditioned probability of rain-

induced XPD duration events for the XPD threshold of 40 dB matches the one of ice-induced 

XPD duration events for the XPD threshold of 30 dB. Similarly, that happens with those of 

rain-induced XPD events for the XPD threshold of 30 dB and 25 dB and the one of ice-

induced XPD duration events for the XPD threshold of 25 dB and 20 dB, respectively. 

The effective exceeded time by events exceeding a given duration is in Figure 9-77. Also in 
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9.4.5 Statistical Model Development 

The desired development of a physical model for the prediction of XPD duration is not 

realistic at this date because the underlying physical mechanism causing the observed 

dynamics are not well understood yet. One of the reasons is because there are no available 

data available at different climates. This reason also stands for the impossibility of 

developing a statistical model considering different link parameters: there are no 

experimental data covering, for example, different elevation angles, polarization tilt angles 

and frequencies. That will only be possible when long-term and reliable databases turn 

available for an eventual joint effort towards such modelling activity. A single contributor 

hardly will afford a number of experiments to cover the required diversity on the link 

parameters abovementioned. Nevertheless, an effort has been made to give a first step in 

this direction. 

 

 

Figure 9-76 Conditioned probability of the duration of an XPD event from filtered data exceeding a given 

duration : rain on top, ice on bottom. 
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The full database from, September 2004 to June 2013, is here used in order to extract, from 

the filtered data, the mean and standard deviation of the lognormal distribution identified 

as a candidate to characterize the conditioned probability of an XPD event to take a 

duration longer than a given period. This effort is made considering the joint effects of rain 

and ice (global effects) and each one individually (separated effects). 

In the absence of other models, this may be considered a reference, given the median 

features of the link geometry, namely the fair elevation angle and fair polarization 

inclination and the local temperate climatology. Hopefully, other researchers with relevant 

data measured in different link configurations and/or under different climates, may 

develop other similar models or may embrace a joint venture on this matter. 

 

 

Figure 9-77 Total exceeded time by XPD events caused by rain (on top) and ice (on bottom), from filtered 

data. 
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The extracted mean, &, and standard deviation, *, of the lognormal distributions 

characterizing the XPD events duration caused by rain, ice and by the joint effects 

(disregarding any classification) are depicted in Figure 9-78 and Figure 9-79. As it is possible 

to see, the mean value increases with the XPD, and so the standard deviation as seen 

previously and each mean and standard deviation is approximated by the models 

superimposed in the figures. 

 

Figure 9-78 Mean of the lognormal distribution characterizing the XPD event duration caused by rain, ice 

and the full database. The derived models are superimposed. 

 

Figure 9-79 Standard deviation of the lognormal distribution characterizing the XPD event duration caused 

by rain, ice and disregarding any classification. The derived models are superimposed. 
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For the function below, 

�(U � �\��� < ���V³G) = �(U � � ∩ ��� < ���V³G)�(��� < ���V³G) =
= 100 − [50 × ¸1 + erf¸log(U) − &* ∙ √2 ºº\ 

Equation 9-22 

the mean and standard deviation for the joint effects are given, as a function of the 

exceeded XPD, according to a power-law function and a first-order polynomial, 

respectively: &\]W^H](���) = −24.2 ∙ ����_.�[` + 2.074 Equation 9-23 *\]W^H](���) = 0.00916 ∙ ��� + 0.2635 Equation 9-24 

By considering the values provided by the abovementioned models, the evaluation of the 

predictions against the measured data are depicted in Figure 9-80 (recall Equation 9-5). 

 

 

Figure 9-80 XPD event duration model testing. 
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As it is possible to see, the testing variable, for the prediction of the overall XPD events 

duration, ranges from about -20 to 20 for durations up to 100 s and from about -40 to 40 

for durations up to about 6000 s. 

In the case of rain-induced effects, the mean and standard are given, once more as a 

function of the exceeded XPD, according to a power-law function and a first-order 

polynomial, respectively: &QHIJ(���) = −6004 ∙ ����.�� + 1.899 Equation 9-25 *QHIJ(���) = 0.0103 ∙ ��� + 0.1839 Equation 9-26 

The results of the model testing are in  Figure 9-81. 

 

 

Figure 9-81 Rain-induced XPD event duration model testing. 
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The RMS falls within +/- 20 for durations up to about 400 s, and +/-40 are observed roughly 

up to 3000 s. The exception is the XPD threshold of 15 dB for which a big deviation is 

observed due to the fitting over not statistically stable results (a value rarely measured), 

showing the importance for modelling purposes of very reliable databases of strong and 

long duration events. By not considering the unstable data, for durations higher than 32 s 

the deviation for this threshold is kept close to the ones observed for other XPD thresholds. 

Finally, in the case of ice-induced effects, the mean and standard deviation are given 

according to the following power-law function and a first-order polynomial, respectively: &RST(���) = −8.589 ∙ ����_._�Ä + 2.056 Equation 9-27 *RST(���) = 0.01327 ∙ ��� + 0.1466 Equation 9-28 

The results of the model testing are in Figure 9-82. 

 

 

Figure 9-82 Ice-induced XPD event duration model testing. 
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In the case of ice, the deviation is within +/- 20 for durations up to about 200 s, and it 

exceeds -40 for durations longer than 400 s. The exception is the XPD threshold of 15 dB 

for which a deviation higher than 40 is observed for durations longer than 100 s. 

The RMS value of the deviation observed between measured data and the statistical 

models using the logarithmic value of the coefficient of the two, is depicted in Figure 9-83. 

As it is possible to see, the deviations observed for the statistical models are quite similar. 

The exception is the one for rain and XPD events worse than 15 dB, as explained above. 

This value is kept below the model for the overall XPD events duration if only the durations 

up to 32 s, where there is statistical stability, are considered. 

 

Figure 9-83 RMS value of statistical model testing variable. 
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Figure 9-84 Mean duration of XPD inter-duration events. 

 

Figure 9-85 Standard deviation of XPD inter-duration. 
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Figure 9-86 XPD maximum inter-duration. 

Figure 9-87 is depicts the distribution of XPD inter-duration events. As it is possible to see, 

the filtering activity removes mostly shorter inter-duration events, revealing the underlying 

statistical distribution associated to the slower dynamics. The number of XPD inter-events 
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some considerations are made whenever possible. 

 

Figure 9-87 XPD inter-duration events histogram. 
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are only a few XPD inter-duration events. It is remarkable the similarity of the distributions 

to those observed in the framework of the interfade duration. 

 

Figure 9-88 Number of XPD inter-duration events exceeding a given duration. 

The fraction of XPD inter-duration events is depicted in Figure 9-89. The inter-duration 

events of 40 dB represent 34 % of the entire number of observed inter-duration events, 

whereas the XPD threshold of 37 dB represents 26 %, followed by the 35 dB one with  21.7 

%, and 30 dB with 11.8 %. 

 

Figure 9-89 Fraction of XPD inter-duration events exceeding a duration. 
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The XPD inter-duration events associated to the threshold of 25 dB represent about 4.9 %, 

whereas that of 20 dB represent 1.5 %. Only about 0.1 % of the observations were done 

regarding the XPD threshold of 15 dB. 

The probability of exceeding the abscissa, regardless the XPD threshold, is also depicted. It 

is shown that the number of short inter-XPD duration events of unfiltered data matters as 

the percentage of inter-duration events exceeding a given period is considerable smaller 

than in the case of filtering the data. The last presents a distribution quite similar to the 

one observed for interfade duration. 

The conditioned probability of XPD inter-duration events is depicted in Figure 9-90 for 

filtered and unfiltered data. As it is possible to see, events with higher depolarization are 

more likely to exceed a given inter-duration, similarly to interfade durations for the highest 

attenuation thresholds. This is valid regardless the data are filtered or not. 
 

 

Figure 9-90 Conditioned probability of XPD inter-duration events exceeding a given period for filtered 

(thicker lines) and unfiltered data. 
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Figure 9-91 XPD exceeded inter-duration. 
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The parameters of the distributions are first retrieved, as depicted in Figure 9-92, and they 

are depicted in Figure 9-93 and Figure 9-94, together with the corresponding best-fitting 
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polynomials. 
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Figure 9-92 XPD inter-duration events CCCDF and statistical model parameters retrieval. 
 

As it is possible to see, power-law functions fit the parameters trend as a function of the 

XPD value, except for the case of the mean value of the first lognormal function, for which 

an exponential of two terms was required if the XPD threshold of 15 dB is to be considered. 

Simpler models can be found if the 15 dB XPD threshold is neglected. Moreover, the XPD 

threshold of 30 dB appears as a systematic outlier. 
 

 

Figure 9-93 Mean values and controlling parameter of the CCCDF of XPD inter-duration events. 
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Figure 9-94 Standard deviation of the CCCDF of XPD inter-duration events. 
 

By employing the proposed statistical models, the predictions are superimposed on the 

data in Figure 9-95. The performance of such models can be assessed by inspecting Figure 

9-96. As it is possible to see, the deviations are within +/-50 for XPD inter-durations longer 

than 25 days. 
 

 

Figure 9-95 Model predictions superimposed on the measured data. 
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Figure 9-96 Model testing for the CCCDF of XPD inter-duration events. 

The RMS value of the error variable (Equation 9-5) for the different XPD thresholds is also 

depicted in Figure 9-97, where it is possible to see that is assumes comparable values to 

those observed for the models derived for the XPD duration, although slightly larger in the 

case of the CCCDF of XPD inter-duration. The longer (full) period considered for modelling 

contributes to the decrease of the model accuracy. For an upper limit on the inter-duration 

of 105 s, the worst RMS deviation obtained is for the XPD threshold of 30 dB and it would 

be of 10.7. 

 

Figure 9-97 RMS value for the CCCDF of XPD inter-duration proposed model. 
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9.6 ATTENUATION AND DEPOLARIZATION MITIGATION USING TIME 

DIVERSITY 

Among the different propagation phenomena mitigation techniques, time diversity is 

convenient as it is simple to deploy and it does not require the allocation of more resources 

but time, relying on the exploitation of the temporal correlation of the propagation 

phenomena. In other words, a time delay is admitted to establish a connection later in the 

context of better propagation conditions. 

For the study of this section, 8 full years of data, from January 2005 to December 2012 have 

been used. 

9.6.1 Long-term Time Diversity 

9.6.1.1 First-order Time Diversity 

Figure 9-98 presents the CCDF of the in-excess attenuation together with the ones that are 

obtained considering the minimum attenuation between the original time series and the 

corresponding delayed versions. The time delays considered range from 30 seconds to 2 

hours. Of course, from the systems performance point of view, long time delays, such as 2 

h, are not convenient or useful, but these longer delays are still considered to bound the 

extreme behaviour of the propagation phenomena. 

For example, it seems that the upper limit of 15 min for the time delay brings the better 

relationship between achieved performance and inconvenience imposed by the delay: 

after 30 minutes, doubling the time delay to 1 h does not bring much more diversity gain, 

a trend observed also from 1 h to 2 h. 

 

Figure 9-98 CCDF of attenuation for different time delays. 
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Time diversity has been considered in the fade mitigation but it may be considered also in 

the depolarization mitigation, as it is seen in Figure 9-99, where similar conclusions to those 

drawn regarding fade diversity gain can be retrieved regarding XPD. 

At the same time, contrary to what happens with fade diversity gain, which seems to 

increase significantly with the decrease of time percentage, the XPD diversity gain seems 

to depend more on the imposed time delay than on the time percentage in consideration. 

 

Figure 9-99 CDF of XPD for different time delays. 

The diversity gain for fade and XPD time diversities are depicted in Figure 9-100 and Figure 
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Figure 9-100 Fade time diversity gain. 
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As it is possible to see, both increase with the time delay and both present similar curves. 

At the same time, smaller time percentages achieve larger fade diversity gains, contrasting 

with XPD where the bigger diversity gains are achieved by the larger time percentages. 

 

Figure 9-101 XPD time diversity gain. 

The dependency on the time percentage is also stronger in fade diversity gain than in the 

XPD diversity gain, for which differences arise especially for longer time delays, in opposite 

to what is observed regarding attenuation for which a clear departure of the diversity gain 

curves is patent since shorter time delays. This may happen due to the ice effects. A 

comparison between both diversity gains is in Figure 9-102. 

Interestingly, the XPD diversity gains for the time percentages from 0.0001 % to 0.1 % of 

the time are generally confined between the fade diversity gains for the time percentages 

of 0.05 % and 0.01 %, as evidenced in Figure 9-102. 

The XPD diversity gains seem also to be more modest comparatively to those achieved for 

the mitigation of attenuation, which may find justification also on the additional ice 

contribution to the XPD and long lasting ice depolarization events. 

However, another feature is that the XPD diversity gains for the time percentages greater 

than 0.005 % are still increasing significantly after a delay of 2 h, whereas all the fade 

diversity gains seem to be marginally increasing. This feature can be assessed by means of 

the derivative of the diversity gain for both phenomena, as depicted in Figure 9-103. 

If a derivative of the gain (the gain rate) of 0.001 dB/s can be considered as a reference 

threshold below which the gain can be said marginal, then 2 h are indeed necessary for the 

XPD diversity gains of all considered time percentages to achieve what seems to be a 

saturation. 

δt (s)

0 1000 2000 3000 4000 5000 6000 7000

D
iv

e
rs

it
y
 G

a
in

 (
d

B
)

0

2

4

6

8

10

12
XPD

0.0001%

0.0005%

0.001%

0.005%

0.01%

0.05%

0.1%



Chapter 9 

Dynamics and Mitigation of Attenuation and Depolarization 

 

 

Page | 440 

 

 

Figure 9-102 Comparison between attenuation and XPD diversity gains. 
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so much on the time percentage, contrary to what is observed as in the case of the gain 

rate of attenuation, for which three clusters may clearly be identified: the time percentages 

of 0.005 and 0.01 %, 0.05 and 0.1 % and 0.5 and 1 %. This clustering, observed also in the 

diversity gain of Figure 9-100, is not so evident in the case of XPD. Nevertheless, two 

clusters can still be observed either in the case of XPD diversity gain or in the case of XPD 

gain rate (although even less evident in this case): 0.001% and below, and 0.005 % and 

above. 

Considering the results of Figure 9-98, and data in the range from 0.005 % up to 1 % of the 

time, it is possible to draw the diversity gain also as a function of the corresponding 

exceeded attenuation with no diversity. 

For example, there is a fade diversity gain of about 11 dB for a time delay of 15 min for 0.01 

% of the time or, correspondingly, for an exceeded attenuation with no diversity of about 

16.5 dB. This relation is depicted in Figure 9-104. 
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Figure 9-103 Derivative of both attenuation (At) and XPD diversity gains G. Time in log-scale on top, and 

time in linear-scale on bottom. 

δt (s)

100 101 102 103

d
G

/d
δ
t 
(d

B
/s

)

10-4

10-3

10-2

10-1

0.005% (At)

0.01% (At)

0.05% (At)

0.1% (At)

0.5% (At)

1% (At)

0.1% (XPD)

0.05% (XPD)

0.01% (XPD)

0.005% (XPD)

0.001% (XPD)

0.0005% (XPD)

0.0001% (XPD)

δt (s)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

d
G

/d
δ
t 

(d
B

/s
)

10-4

10-3

10-2

10-1

0.005% (At)

0.01% (At)

0.05% (At)

0.1% (At)

0.5% (At)

1% (At)

0.1% (XPD)

0.05% (XPD)

0.01% (XPD)

0.005% (XPD)

0.001% (XPD)

0.0005% (XPD)

0.0001% (XPD)



Chapter 9 

Dynamics and Mitigation of Attenuation and Depolarization 

 

 

Page | 442 

 

 

Figure 9-104 Fade diversity gain as a function of attenuation. 

This approach has been considered by Matricciani in [397] where it is presented a SST data-

based model that is a function of the frequency, exceeded attenuation and time delay: 7 = (0.65��[.[�� + 0.38)�1 − ��[.[¬/V�_�Të�.^^_��� Equation 9-30 

where 7 is the gain in dB, ' is the frequency in GHz, �+ is the time delay in minutes and � 

is the exceeded attenuation in dB with no diversity or, in other words, the marginal 

exceeded attenuation. 

This model, valid for the frequency range of 10-100 GHz, attenuation up to 30 dB and time 

delay up to 60 minutes, when tested using the Eutelsat 13A data produces the results of 

Figure 9-105. 

On one hand, for each time delay, the model can be evaluated in terms of the predicted 

exceeded attenuation with regard to the measured data, using the well-known equation: 

�_ = �� l�O�=n × 100 Equation 9-31 

In this case, the experimental marginal CCDF of rain attenuation is used together with the 

predicted gain to derive the predicted joint CCDF of rain attenuation for a given time delay. 

On the other hand, it is evaluated by considering the difference between the predicted gain 

and the measured one, normalized to the corresponding exceeded attenuation: 

�` = 7O − 7=�× × 100 Equation 9-32 
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Figure 9-105 Matricciani fade time diversity model testing using two test variables. 
 

For each of the previous testing variables, and for each considered time delay, the RMS 

value has been obtained, as presented in Table 9-16. 
 

Table 9-16 RMS results of Matricciani model testing. 
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These results are comparable, but still worse, than those reported by Pimienta-del-Valle 

for the experiments in Madrid [395]; for example, the average RMS value of �` was of 12.1, 

to be compared to 8.9 in Madrid. 

It shall be noticed, however, that the authors have reported their values using data from 

0.01 % of the time up to 3 %, whereas in this study we use data from 0.005 % up to 1 % of 

the time and with similar, but different, time delays. Nevertheless, the major significant 

difference relies on the drier climate of Madrid, when compared to the one experienced in 

Aveiro. 

Attempting to follow a similar approach regarding the XPD time diversity, by considering 

the results of Figure 9-99, the time percentages range is selected to be between 0.005 % 

and 0.14 %. Smaller time percentages are a cluster exhibiting a behaviour different from 

the one of higher time percentages and may be conditioned by strong ice-induced effects, 

especially for longer time delays. This aspect is investigated later in the framework of high-

order analysis of time diversity. 

By drawing the achieved gain as a function of the marginal XPD, it is patent the invariability 

of the gain with the XPD value, as depicted in Figure 9-106, except for very long time delays 

as 2 h, where a clear slope is seen. 

 

Figure 9-106 XPD time diversity gain as a function of XPD. 

Contrary to the fade diversity gain, the XPD time diversity gain is generally constant across 

a wide range of marginal XPD values. For shorter time delays, it increases with the decrease 

of the XPD, similarly with the fade time diversity gain that increases with the increase of 

the attenuation, but as the time delay increases it tends to stabilize and to invert, 

decreasing with the decrease of the marginal XPD value. This effect is caused by persistent 

ice-induced effects as demonstrated later. 
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From these results, it turns clear that an XPD time diversity model shall consider mainly the 

time delay as the major source for diversity gain. By computing the median and mean value 

of the diversity gain in the XPD range of Figure 9-106 for each time delay, the following 

models, depicted in Figure 9-107, have been derived for the time percentages between 

0.005 % and 0.14 % or, equivalently, for XPD values not exceeded between about 17.5 dB 

27.5 dB. 7=T>IHJ(�+) = 0.34 × ��q_[(�+)`.�� Equation 9-33 7=THJ(�+) = 0.35 × ��q_[(�+)`.�_ Equation 9-34 

 

Figure 9-107 XPD time diversity models for time percentages between 0.005% and 0.14%. 
 

These models are valid for the prediction of the XPD time diversity gain for time delays up 

to 2 h. As it is possible to see, the mean and median values match. 

For the time percentages smaller than 0.005 %, namely from 0.005 % down to 0.0001 %, or 

equivalently from marginal XPD values of 13.5 dB to 17.5 dB, similar models have been 

derived: 7=T>IHJ(�+) = 0.38 × ��q_[(�+)`.[ Equation 9-35 7=THJ(�+) = 0.37 × ��q_[(�+)`.`7 Equation 9-36 

These models are valid for the prediction of the XPD time diversity gain for time delays up 

to 1 h and are depicted in Figure 9-108. As it is possible to see, the median and mean values 

are close, but they do not match, unlike what has been observed for larger marginal XPD 

or time percentage values. 
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Figure 9-108 XPD time diversity models for time percentages smaller than 0.005% down to 0.0001%. 

 

These models are worst-case scenarios for the achievable gain as the upper limit for the 

time percentage considered was of 0.1 %, admitting a delay up to 2 h. If 15 minutes is the 

admissible delay, then data up to more than 0.4 % of the time may be considered, 

corresponding to a marginal XPD value of 33.2 dB. In such case, similar models may be 

derived accordingly, providing bigger achievable gains. For instance, for 15 minutes and 0.4 

% of the time, the gain shall be of about 6 dB. For 10 minutes, a diversity gain of 5.2 dB is 

achievable for 0.5 % of the time, corresponding to a marginal XPD value of 34.7 dB. 

9.6.1.2 High-order Time Diversity 

If a frequency-reuse or polarization diversity-based system design, deployment and/or 

operation depends on the joint analysis of the attenuation and XPD, then the mitigation of 

both phenomena must be considered together. 

In such case, one of the variables shall control the mitigation process. One of them to be 

considered is the attenuation such that the joint XPD-CPA relationship is derived by 

considering the smallest attenuation among the original and delayed version of the data, 

together with the corresponding XPD value (regardless its magnitude). 

With reference to Figure 9-109, where it is depicted the XPD-CPA relationship with no 

diversity, the XPD-CPA relationship derived by admitting a time delay of 30 s having the 

CPA-based control, is depicted in Figure 9-110 where it is possible to see that the 

distribution has started to shrink. Still, the time lag is not enough to originate significant 

differences on the mean value of the XPD as a function of the CPA. 

δt (s)

0 500 1000 1500 2000 2500 3000 3500

D
iv

e
rs

ity
 G

a
in

 (
d

B
)

0

1

2

3

4

5

6

7

8

Data (Median)

G
Median

(δt)=0.38*log
10

(δt)
2.30

Data (Mean)

G
Mean

(δt)=0.37*log
10

(δt)
2.28



Chapter 9 

Dynamics and Mitigation of Attenuation and Depolarization 

 

 

Page | 447 

 

 

Figure 9-109 XPD-CPA relationship with no time diversity. 
 

By considering the minimum CPA among the original version and the 10 minutes delayed 

one together with the corresponding XPD values, the joint relationship between XPD and 

CPA is depicted in Figure 9-111. An improvement is seen regarding the XPD for moderate 

and strong attenuation values. A number of observations made for stronger depolarization 

values have disappeared, but still the mean XPD value as a function of the CPA holds. For 

lower attenuations, the improvements are not evident. On contrary, the mean XPD value 

got worse than the original one. 

 

Figure 9-110 XPD-CPA with CPA-controlled XPD time diversity: time lag of 30s. 
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Figure 9-111 XPD-CPA with CPA-controlled XPD time diversity: time lag of 10min. 
 

By assuming a time delay of 1h, it is evident that the most part of the distribution due to 

rain has vanished, as seen in Figure 9-112. An improvement on the XPD distribution also 

for lower attenuations can also be observed, although the mean value worsened. For the 

attenuation around 0 dB there is, however, no improvement, where the ice effects play the 

dominant role. That improvement happens modestly after 2h, as it can be seen in Figure 

9-113. Some recovery of the XPD-CPA distribution of rain seems to happen, most probably 

due to the arrival of new rain cells. 

 

Figure 9-112 XPD-CPA with CPA-controlled XPD time diversity: time lag of 1h. 
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Figure 9-113 XPD-CPA with CPA-controlled XPD time diversity: time lag of 2h. 
 

From these results, it seems that the CPA-based control is not good enough to mitigate the 

depolarization effects using XPD time diversity. On the contrary, it seems that by deploying 

CPA-based controlled XPD time diversity the XPD-CPA relationship is actually worse than 

that with no diversity, except if very long time delays as 2 hours are admissible. Still, the 

gain obtained is marginal for the mitigation of ice-induced effects. 

On a complementary approach, the XPD can be used as reference to establish the control 

of its mitigation. In other words, it is possible to draw an XPD-CPA relationship by selecting 

the most favourable (bigger) value of XPD among the original and delayed versions of the 

time series, and considering the corresponding CPA value, regardless its value. 

This approach has been used and the results for a time delay of 30 s are depicted in Figure 

9-114. Contrary to what happens when using CPA-based control, there is already an 

improvement on the XPD-CPA mean value for all CPA values, but especially for attenuations 

larger than 20 dB. 

The improvements get more evident with the increase of the time delay. After 10 minutes, 

there is a noticeable gain on the XPD for all CPA values. The rain-induced effects are 

mitigated as in the previous approach, but also the mitigation of the ice-induced effects is 

significantly noticeable with a gain on the XPD mean value of about 0.8 dB for the CPA 

around 0 dB. Although apparently quantitatively modest, the distribution has shrunk 

significantly compared to the reference one (no diversity). 
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Figure 9-114 XPD-CPA with XPD-controlled XPD time diversity: time lag of 30s. 

 

Figure 9-115 XPD-CPA with XPD-controlled XPD time diversity: time lag of 10min. Gain for CPA=0 dB of 

about 0.8dB. 
 

By employing XPD-based controlled XPD time diversity, the gains are in both CPA and XPD 

directions, as evident in Figure 9-116, where the XPD-CPA relationship admitting a delay of 

1h is depicted. The worse effects of both rain and ice populations have vanished and a 

mean XPD curve is seen as a roughly offset of the original one. The gain for the CPA around 

0 dB is now bigger than 1 dB, but the distribution is clearly more limited than the original 

one. 
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Figure 9-116 XPD-CPA with XPD-controlled XPD time diversity: time lag of 1h. Gain for CPA=0 dB of about 

1.1dB. 

After 2 h the gain is still increasing in both CPA and XPD directions. For the CPA around 0 

dB, the gain is of about 1.3 dB. 
 

 

Figure 9-117 XPD-CPA with XPD-controlled XPD time diversity: time lag of 2h. Gain for CPA=0 dB of about 

1.3dB.  
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A comparison between both approaches on the XPD time diversity control is possible by 

considering the contours of the distribution for the extreme delay of 2 h and the original 

one. This is depicted in Figure 9-118. As it is possible to see, the CPA-based approach 

enables the mitigation of XPD, especially of the rain-induced effects on the XPD and the 

gains are more evident in the CPA direction. On the other hand, the XPD-based approach 

enables the mitigation of both rain and ice-induced effects on XPD with gain for all CPA 

values. The gain takes place in both CPA and XPD directions. 

 

 

Figure 9-118 Comparison between CPA-based (on top) and XPD-based (on bottom) controlled XPD time 

diversity for a time delay of 2h.  
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From these results, it seems that the actual mitigation of XPD using time diversity is only 

possible by considering the XPD as the controlling variable. The effects of ice, indeed, limit 

the achievable gain as a function of the time delay. This effect is more evident when 

considering worse depolarization values and longer time delays, which is the underlying 

physical cause for the clusterization observed earlier below/above 0.005% of the time. This 

also causes a (more or less evident) slope and even distortion on the gain curves when 

plotted as a function of the marginal XPD value. 

9.6.2 Seasonal Trends on Time Diversity 

Given the seasonality of the propagation phenomena, one may consider to assess the 

statistical properties of time diversity gain according to the season. The marginal CCDFs of 

rain attenuation during each season together with those obtained by considering time 

diversity (so the joint CCDFs of rain attenuation in each season) are presented below. 

  

  

Figure 9-119 Marginal and joint CCDFs of rain attenuation for different time delays during each season. 

These statistics provide a full evaluation of the achievable gain during each season, but they 

also provide the time percentage interval suitable for a fair comparison, as each season has 

a different distribution. 
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As it is possible to see, the time percentage of 0.01 % seems to be a common denominator, 

as both the marginal and joint distributions seem stable for this threshold and for the 

different seasons. Therefore, the fade diversity gain for 0.01 % of the time is depicted for 

each season in Figure 9-120. 

Autumn is the season where a bigger gain is achieved, followed generally by spring, winter 

and summer. Winter supersedes spring for time delays shorter than 600 seconds. 

Furthermore, it is interesting to see that the achievable gain in autumn is significantly 

bigger than the following season (spring) that do not diverge much from the following one 

(winter). Regardless that, there is a clear departure of the distributions according to the 

season, thus justifying future developments regarding the seasonality on fade mitigation 

using time diversity. 

 

Figure 9-120 Fade diversity gain for 0.01% of the time for different seasons. 

 

The XPD, similarly to the rain attenuation, also exhibits a seasonality that may be 

considered in the framework of XPD mitigation using time diversity. Therefore, the 

marginal and joint CDFs of XPD for the different seasons are presented below. 

Again, considering the presented distributions, the 0.01 % threshold, although eventually 

not very significant in terms of time, seems to be one of those admissible for the 

comparison as the data seem stable and the diversity gain exhibits a behaviour consistent 

with the earlier observations, so no disturbances or distortions are present. Therefore, the 

XPD time diversity gain is depicted in Figure 9-122. 
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Figure 9-121 Marginal and joint CDFs of XPD for different time delays during each season. 

 

As it is possible to see, contrary to fade diversity gain, the XPD diversity gain does not 

depend so much on the season. This may be explained by the fact that we have found ice-

induced effects across all seasons with no season in particular depleted of ice. 

Nevertheless, there are some features to be considered. 

For instance, all gains are similar for delays up to 600 seconds. For moderate-small time 

delays, from 600 to 2500 seconds, spring is the season presenting the biggest gain. This is 

observed for winter when considering time delays from 2500 to 4500 seconds, a time delay 

threshold from which summer provides better gain. 

Interestingly, autumn is the season, in general, leading to smallest diversity gains from a 

time delay of 1000 seconds. This observation is consistent with the hypothesis of ice-

induced effects, more dominant during autumn. 
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Figure 9-122 XPD diversity gain for 0.01% of the time for different seasons. 
 

9.7 CONCLUSION 

The number of outages decreases with the increasing attenuation and the maximum fade 

duration decreases with increasing attenuation: from 4.6 h for 1 dB, down to 10.1 min for 

25 dB. These values represent the worst scenario for the periods of outage. 

There is a bigger number of events associated with shorter durations and lower attenuation 

thresholds. The number of events for 1 and 3 dB comprises 94.5 % of the total number of 

events. Fade events of higher attenuation have shorter durations. More than 60 % of the 

events last longer than 2 s but only 7.4 % longer than 65 s. Moreover, more than 99 % of 

the events are shorter than 740 s, which is the threshold characterizing the internal rain 

cells structure. 

The ITU model proved to perform better than the CRC one. Moreover it follows better the 

shape of the experimental distributions. The ITU model underestimates the measured data 

in what regards the number of events exceeding a duration for all durations except the very 

long ones (longer than 200-500 s), regardless the attenuation threshold. In what regards 

the CCCDF of fade duration, the ITU model overestimates the measured data in the entire 

duration range, whereas the CRC model underestimates the data for a wide range of 

durations but overestimates for very long durations. The role of the statistical classes has 

been investigated in the framework of models testing. Changing the number of duration 

classes leads to an increase of the testing variable value, and some conclusions regarding 
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the models performance may change, even when considering the RMS value of the testing 

variable. Some care is then advisable when testing the models. 

Being the best candidate for improvement, the ITU model was studied and it was concluded 

that the key parameters are correctly identified. Therefore, the model accuracy can be 

improved by adjusting their relationship with the input parameters. Such approach 

resulted on the improved model, outperforming the original one, also when tested against 

the ITU DBSG3 database. 

The statistical stability to be observed in the framework of fade dynamics in temperate 

Mediterranean climates (Csb) with oceanic climates (Cfb) influences was evaluated, 

concluding that at least 3 years of measurements are needed to characterize the interfade 

events. 

The number of interfade events decrease with the attenuation threshold, which means the 

satellite system is more often affected by fade events of lower attenuation depths. On the 

other hand, the average recovering time increases with the attenuation threshold, but 

caution should be taken since the distribution of the interfade events with the duration 

turns to be more spread when the attenuation increases. In fact, despite the fact that the 

recovering time generally increase with the attenuation, that is not true when considering 

short durations. The interfade events of 1 dB comprise almost 84 % of the whole database, 

so the remaining interfade events associated to higher attenuation thresholds only 

contribute about 16 %. More than 85 % of the interfade events have duration less than or 

equal to 1 min, imposing a high demand for a quick response on recovering after a fade 

event 

In order to model interfade duration, it is necessary first to understand and define what is 

an interfade. A time-based classification was applied in order to separate each component 

of the interfade duration, correlating at the same time these time intervals to both the 

physical phenomena and medium structure. Four main components were identified: small-

scale effects, due to the medium non-homogeneities, interfade durations due to the 

distribution of rain intensity inside the rain cells, inter-event durations due to rain cells size 

and speed and longer inter-event durations due to the arrival of new weather fronts. Here 

the climate should be the major player; nevertheless, the remaining components are also 

naturally conditioned by climate effects, at least indirectly. 

Both the small-scale effects and the interfade duration follow a power-law distribution and 

depend less on the attenuation threshold than both the inter-event duration and the 

climate-induced effects, which follow a lognormal behaviour. Both models performed well 

when attempting to reproduce the behaviour of each component for each attenuation 

threshold. 
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Being interfade and fade duration complementary, it is reasonable to assume that they are 

linked and related by their underlying physical causes. Therefore, the relationship between 

them has been investigated. The probability ratio between the CCCDF of fade and interfade 

duration along the logarithm of the exceeded duration proved to follow a 2nd-order 

polynomial, whose parameters were modelled as a function of the attenuation. 

When using either fade duration data or the ITU improved model for fade duration, 

together with the proposed model for the prediction of the interfade duration, it is seen 

that the performance of this model (I3F) is comparable to the accuracy of the improved ITU 

model for the prediction of fade duration. The obvious limitation of I3F is that the longest 

predicted interfade duration is limited by the longest fade duration, while usually the 

former can be much longer than the latter. Nevertheless this is not considered an 

important limitation as, for practical applications, shorter interfades are of special interest. 

Moreover, the longer interfades are actually inter-event intervals and climate-induced 

effects, thus not belonging to the definition of interfade as proposed in this work. 

Considering the goal of characterizing the XPD duration in order to find major features 

regarding the dynamics of rain and ice populations affecting the XPD, noise and other fast-

phenomena over the XPD signal were removed. In order to assess the cut-off frequency of 

a Butterworth filter to be applied to the XPD time series, some empirical analyses were 

carried out. The absence of events leads to the decrease of the transition frequency in the 

XPD spectrum. The presence of events leads to its increase and it varies from one event to 

the other. A global corner-frequency of 0.025 Hz shall globally keep in the dynamics of XPD, 

removing efficiently the fast contributions to the phenomenon, improving at the same time 

the events classification with regard to the underlying population. 

Two datasets were retrieved for each aspect of the dynamics of XPD in order to further 

assess the impact of filtering the data on the statistics. Whenever filtering was applied, the 

data were filtered first and each event is then found. The data were then automatically 

classified according to the angular threshold of 72o that proved earlier to give a general 

good classification. At the end, parts of the time series are classified as rain, and others as 

ice. Each event was then classified as belonging to one of the populations accordingly to 

the highest percentage of the corresponding classified samples composing it. In the 

presence of an equal number of samples classified as rain and ice, the event was considered 

a composite of rain and ice and it was discarded. 

A usual pattern was observed: 100 % ice at the beginning of the set of events, this 

percentage reduces then (for example to 74.2 %) giving place to rain (for example 80 %) 

whose influence increases (for example to 91.2 %). The percentage of ice increases again 

as the event approaches the end (for example to 100 %). Although typical, it shall be kept 

in mind that ice-induced events may also happen isolated from rain-induced ones. 
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Considering the joint effects of rain and ice on the XPD duration, the number of events 

increase with the XPD. The average duration of XPD-events as a function of the XPD 

threshold increases for smaller depolarization values. An empirical linear model has been 

derived for the joint effects. The standard deviation of the duration of XPD-events increases 

quadratically as a function of the XPD value in the case of filtered data, whereas in the case 

of the unfiltered data, the increase also follows parabolic relationship, but it has the 

concavity faced down. 

The distribution of the XPD-events according to their duration follows a lognormal function 

whose average and standard deviation increase with the XPD value. The impact of filtering 

depends on the XPD value when deriving the distribution of the number of events 

exceeding a given duration. There is about 10 % of probability for the occurrence of an XPD 

event taking longer than 8.7 minutes. This duration decreases for the same probability to 

about 30 seconds considering non-filtered data. 

Filtered data also provide generally bigger conditioned probability of occurrence of XPD 

events of duration longer than a threshold and a clear pattern along the exceeded XPD 

value which the statistics are conditioned to. Non-filtered data present smaller 

probabilities, being observed complex relations between the exceeded XPD values. The 

events exceeding for a longer time are, indeed, those of higher XPD values and there is no 

strong difference on the distributions when considering filtered or non-filtered data. 

Considering the rain and ice effects individually, the number of XPD events dominated by 

ice is bigger for higher XPD values, whereas the number of events of rain seems to 

dominate the stronger depolarization. 

The ice-induced XPD events last longer than the rain-induced ones. This evidence is found 

regardless the XPD value and the data filtering. Considering the filtered data, the ice-

induced XPD events present an average duration that increases quicker with the XPD value 

than in the case of rain. Empirical models have been derived for these features. In addition, 

the maximum duration of ice is always longer than that of rain. There is a general larger 

spread of the duration of ice-induced XPD events than of rain-induced ones, regardless the 

XPD exceeded value and the filtering activity. Empirical models have been derived for this 

matter. 

The histograms of rain and ice-induced XPD duration events follow a lognormal 

distribution. The probability of an ice-induced XPD event to exceed a duration is larger than 

one induced by rain. The distributions match for shorter durations, and start to diverge 

from each other for durations longer than about 30-40 s. In what concerns the conditioned 

probability for a XPD duration event to exceed a given duration, it seems that there is 

somehow a shift of the distributions when comparing those of rain and ice. In addition, it 

is possible to observe that the effective exceeded time due to rain-induced XPD events 

exceeding 40 dB follows quite well that of ice-induced XPD events exceeding 30 dB. 
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The desired development of a physical model for the prediction of XPD duration is not 

realistic at this time because the underlying physical mechanism causing the observed 

dynamics are not completely understood yet. One of the reasons is because there are no 

available data available at different climates or from experiments using different link 

parameters. 

A single contributor hardly will afford a number of experiments to cover the required 

diversity on the link parameters abovementioned. Nevertheless, an effort has been made 

to give a first step on this direction, by statistically modelling the conditioned distribution 

of XPD duration. Hopefully, other researchers with relevant data measured in different link 

configurations and/or under different climates, may develop other similar models or may 

embrace a joint venture on this matter which the author is, and has been, available for. 

Meanwhile, in the absence of other models, the developed ones for the joint effects and 

for those of rain and ice may be considered a reference, given the median features of the 

link geometry, namely the fair elevation angle and fair polarization inclination and the local 

temperate climatology. 

In what concerns the XPD inter duration, the mean and standard deviation decrease as the 

XPD threshold increases and they seem to be modelled by a power-law function. The 

filtering activity, as it happens in the case of XPD duration, increases the mean and standard 

deviation of XPD inter-duration. The maximum XPD inter-duration also decreases with the 

increase of the XPD threshold. Whereas the worst XPD value is found again, in the best 

case, after more than a year, the smallest depolarizations shall be found no later than two 

and a half months. 

The number of events exceeding a given inter-duration tends to decrease with the decrease 

of the XPD threshold and as the inter-duration increases. Events with higher depolarization 

are more likely to exceed a given inter-duration, similarly to interfade durations for the 

highest attenuation thresholds. This is valid regardless the data are filtered or not. 

Moreover, lognormal distributions seem to fit the conditioned probability of XPD inter-

event duration. 

Differences in the distributions of the exceeded time due to XPD inter-events arise for 

durations longer than 104 seconds. The impact on filtering is not very evident in the results. 

As in the case of the XPD duration, an effort has been made to statistically model the XPD 

inter-duration based on the sum of two lognormal functions, being the first of his kind in 

the literature. 

The attenuation and XPD mitigation have been covered using time diversity. It seems that 

the upper limit of 15 min for the time delay brings the better relationship between achieved 

performance and inconvenience imposed by the delay in the framework of time diversity. 

This is valid for both attenuation and depolarization mitigation. 
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Contrary to what happens with fade diversity gain, which seems to increase significantly 

with the decrease of time percentage, the XPD diversity gain seems to depend more on the 

imposed time delay than on the time percentage in consideration. Both diversity gains 

increase with the time delay and both present similar curves. At the same time, smaller 

time percentages achieve larger fade diversity gains, contrasting with XPD where the bigger 

diversity gains are achieved by the larger time percentages. 

The dependency on the time percentage is also stronger in fade diversity gain than in the 

XPD diversity gain, for which differences arise especially for longer time delays, in opposite 

to what is observed in the case of attenuation for which a clear departure of the diversity 

gain curves is patent since shorter time delays. This may happen due to the ice effects. 

Interestingly, the XPD diversity gains for the time percentages from 0.0001 % to 0.1 % of 

the time are generally confined between the fade diversity gains for the time percentages 

of 0.05 % and 0.01 %. XPD diversity gains for the time percentages greater than 0.005 % 

are still increasing significantly after a delay of 2 h, whereas all the fade diversity gains seem 

to be marginally increasing. Up to about 30 s all gain rates are stable, a time delay after 

which the gain rates start to decrease. The larger time percentages of attenuation achieve 

saturation first, whereas in the case of XPD happens the opposite. As observed in the case 

of the diversity gain, the gain rate of XPD does not depend so much on the time percentage, 

contrary to what is observed as in the case of the gain rate of attenuation. 

The Matricciani model has been tested, providing worse predictions than those reported 

in other places. Climate-induced effects may be the underlying reason for the comparable, 

but different, achieved performances. 

By drawing the achieved gain as a function of the marginal XPD, it is patent the invariability 

of the gain with the XPD value, except for very long time delays as 2 h, where a clear slope 

is seen. If 15 minutes is an admissible delay, a general diversity gain of about 5.0-5.5 dB 

may be expected for all XPD values. 

Being the XPD mitigation using time diversity addressed for the first time in this work, the 

first models have been proposed considering the median and mean diversity gain as a 

function of the time delay (up to 2h) for marginal XPD values below 27.5 dB (time 

percentage below 0.14%). These models are the worst scenario as for the deployment of 

systems considering admissible delays up to 15 minutes bigger time percentages can be 

considered, to which the achieved gain is bigger. 

The joint mitigation of XPD and CPA has been considered. Both attenuation and XPD were 

considered to lead the control of the mitigation technique. Whereas the CPA-based 

approach enables the mitigation of the XPD-CPA mostly in the CPA direction, and thus of 

the rain effects, the XPD-based approach enables gain for all CPA values, meaning the 

shrink of the XPD-CPA distribution in both CPA and XPD directions with mitigation of both 
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rain and ice-induced effects. The actual mitigation of XPD using time diversity seems only 

feasible by considering the XPD as the controlling variable. Finally, the effects of ice, indeed, 

limit the achievable gain as a function of the time delay. Nevertheless, the achievable gain 

is still encouraging. This mitigation technique may be specially interesting for Earth 

observation high-resolution data measured from GEO. 

Given the seasonality of the propagation phenomena, one may consider to assess the 

statistical properties of time diversity gain according to the season. Considering the fade 

time diversity, autumn is the season where a bigger gain is achieved, followed generally by 

spring, winter and summer. There is a clear departure of the distributions according to the 

season, thus justifying future developments regarding the seasonality on fade mitigation 

using time diversity. 

Contrary to fade diversity gain, the XPD diversity gain does not depend so much on the 

season. This may be explained by the fact that we have found ice-induced effects across all 

seasons with no season, in particular, depleted of ice. 
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The work of this Thesis covered all main radio frequency propagation mechanisms and 

phenomena on Earth-space paths, revealing important features affecting directly all space-

borne systems and services operating at Ka and Q/V-bands. 

The main objectives and contributions are drawn in the following pictures. In what 

concerns the rainfall rate and rain attenuation, a model testing has been conducted for its 

long-term and inter-annual variability prediction. A feasibility analysis has also been 

conducted for the annual and seasonal longitudinal and transversal hourly variabilities. 

The annual hourly characterization of rainfall rate and rain attenuation revealed that the 

period of 10-12 h is the most favourable for satellite communications and Earth 

observation services, recording the smallest rain and rain attenuation for time percentages 

up to 1 %. The period 10-14 h seems to be drier than other periods for time percentages 

higher than 1 %, the typical outage probability of space exploration missions. On the other 

hand, the afternoon seems to be the most critical period. 

Therefore, in the absence of hourly variability models, the ITU-R P.678-3 model seems to 

be useful when predicting a worst case for the long-term annual hourly variability of both 

rainfall rate and rain attenuation. 

 

Figure 10-1 Contributions in the rainfall rate and rain attenuation domain. 

The tropospheric dry scintillation was statistically analysed. The wet component of 

scintillation has been neglected in this study because it is assumed that under rainy 

conditions the additional contribution of scintillation shall have a relative limited impact, 

especially considering the relative high elevation angle of the experiment considered in this 

work. 

Some seasonal longitudinal and transversal variability is observed, especially in winter and 

autumn, corresponding to the seasons associated to the smaller yearly average standard 

deviation value. No significant inter-annual variability is evident concerning the yearly 

statistical distributions of dry scintillation enhancement and fades. The fades and 

enhancements distributions match for probabilities down to 1 %. For smaller probabilities, 

they get apart, where fades are slightly bigger than enhancements. 
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Considering the depolarization, two novel physical methods, applicable worldwide, have 

been developed for the separation of rain and ice contribution to the total XPD. 

 

Figure 10-2 Contributions in the depolarization domain. 

The contribution of ice in the presence of rain proved to have a limited impact on the total 

measured XPD or, in order words, the XPD due to rain generally matches the total 

measured XPD when it rains, supporting the hypothesis of a simpler structure for the 

propagation channel, where a major contribution is present at each instant. This hypothesis 

was further investigated, considering the depolarization ratio vector of ice in the presence 

of rain, which proved to follow a Gaussian distribution with an average value close to zero, 

way below the dynamic range of the equipment. 

The ITU-R 1st-order prediction model has been improved by improving its individual 

contributions. For the particular case of ice-induced XPD, this has been the very first 

improvement since its formulation back in the 80s that was done based mainly on limited 

datasets measured at lower frequency-bands. This improvement has been the first based 

on Ka-band data, being of special importance given the frequency-scale of ice-induced 

effects. Moreover, a feasibility analysis has been conducted for the physical modelling of 

ice-induced XPD. Finally, both rain and ice contributions have been combined based on a 

new proposed approach. 

The equiprobability principle between exceeded rain attenuation and not exceeded XPD 

proved to fail whenever ice effects are present, which imposes the need for correction of 

the title of ITU-R P.618-13 §4.2 recommendation that is only valid for rain-induced effects. 

The high-order statistical properties for total, rain- and ice-induced XPD-CPA joint 

distributions have been assessed for the first time using a long-term reliable database, 

proving that the XPD, rather than the cross-polar to co-polar voltage ratio, follows better a 

normal function, which further requires the need for the revision of the ITU-R P.618-13 
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§4.2 recommendation. Moreover, the standard deviation of normal distribution of the ice-

induced XPD conditioned to the CPA proved to be quite bigger than the corresponding one 

due to rain or due to the combined effects. This statistical assessment and characterization 

is also very useful for future modelling activities given the lack of long-term reliable data in 

open literature. 

Of course, for that the first massive extraction and quantification of each contribution has 

been conducted, followed by its characterization and modelling. These are the first models 

for the weight of rain and ice as function of attenuation that are important for the 

prediction of total XPD-CPA joint relationship based on the novel approach to do it so and 

that is proposed in this work. The quantified and modelled weights are to be applied to the 

improved models of rain- and ice-induced XPD-CPA. 

For the case of rain-induced XPD-CPA, the physical background of the existing models, 

including the ITU one, has been evaluated and the ITU model has been improved. For the 

case of ice-induced XPD-CPA, the first physical-based approach has been proposed. 

The required statistical stability for the assessment of the high-order relationship between 

total XPD and CPA has been investigated. Three years enable a good statistical stability 

across all the attenuation values and percentiles, except the smaller than 1 %. 

In what regards the rain-induced effects, at least four years are necessary to make the 

distributions stable along all the attenuation values, except for the percentile of 1 % at 

higher attenuations. For the ice-induced effects, six years are required to achieve 

reasonable stability for all attenuations except the in the case of the 1% percentile and 

attenuation bigger than 15 dB. 

The variability of XPD has been studied for the first time. In general, the rain contribution 

supersedes the ice one for worse XPD values, but this is not a rule. The inter-annual 

variability of total XPD is similar to that of rain and to that of ice-induced XPD and adding 

both does not result on the total XPD variability. The ITU-R P.678-3 model for the inter-

annual variability of rain attenuation and rainfall rate has been then extended for the 

prediction of the total, rain- and ice-induced XPD inter-annual variabilities. 

The longitudinal annual hourly variability of XPD has been studied, being smaller than the 

inter-annual variability. On the other hand, the transversal annual hourly variability of total 

XPD is generally larger than the inter-annual one. It thus seems that the ITU-R P.678-3 

model can work as a worst-case predictor of the longitudinal annual hourly variability of 

the total XPD, and a generally best-case predictor of the transversal one. 

Considering the annual hourly variability, the best hours seem to be generally those in the 

period of 10-12 h, where smaller depolarization values are noted. On their turn, the worst 

hours are those of 00-04 h for moderate and strong depolarization and 06-08H for better 

(small) depolarization. 
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Concerning the longitudinal seasonal variability of total XPD, it seems that autumn is the 

worst season, followed by winter and spring. The weight of each population in each season 

was also assessed for the first time. Autumn presented weights for rain and ice more 

balanced than other seasons for which bigger discrepancies between contributions were 

seen. 

For the phenomena mitigation, their dynamics is of utmost importance. For the case of 

attenuation, the main fade duration models have been tested. The ITU-R model proved to 

be more accurate and to follow better the data distribution, being thus the candidate for 

improvement. The improved model was tested against the ITU DBSG3 confirming better 

accuracy. 

 

Figure 10-3 Contribution in the attenuation dynamics domain. 

The first method for the classification of interfade duration has been proposed. In addition, 

a full statistical characterization of interfade duration has been detailed for the first time 

and the required statistical stability for such assessment has been investigated so results 

derived from shorter databases may be duly considered. Three years of reliable data are 

the minimum admissible. Finally, the first prediction model for interfade duration has been 

proposed. 

For the depolarization dynamics, the first method to extract and classify XPD events 

accordingly to the causing population has been proposed. 

 

Figure 10-4 Contributions in the depolarization dynamics domain. 

For the XPD duration the very first statistical characterization has been conducted, along 

with its statistical modelling. The effects of rain and ice on XPD duration have been assessed 



Chapter 10 

Contributions and Final Remarks 

 

 

Page | 468 

 

for the first time, revealing important features about the propagation channel behaviour. 

The ice-dominated events seem to arrive first, giving place to rain dominated ones, which 

vanish to let the cluster of events to finish with ice-dominated effects. The ice-induced 

effects take longer and present a bigger spread on their duration than the corresponding 

rain-induced ones. Finally, the XPD inter-duration has been assessed and the first statistical 

model has been derived. 

Finally, considering the phenomena mitigation, the fade time diversity gain has been 

assessed and a model testing activity has been presented. For the first time, the XPD 

mitigation using time diversity has been considered, proving to be feasible with 

encouraging gains, even if they may be considered, on a first analysis, modest 

comparatively to the one achieved by attenuation using time diversity. This is due to ice-

induced effects that are more persistent and that last longer.The first model for the XPD 

time diversity gain has been proposed. 

 

Figure 10-5 Contributions in the phenomena mitigation domain. 

Whereas the fade diversity gain increases with attenuation, the XPD diversity gain is 

essentially constant with the marginal XPD value and depends mostly on the admissible 

time delay. 

Considering the joint mitigation of XPD and CPA, the XPD proved to be the required 

controlling variable, enabling the mitigation of both rain and ice effects. Finally, seasonal 

aspects were also studied in the framework of fade and XPD time diversity. The fade 

diversity gain presented seasonal dependencies, whereas the XPD diversity achievable gain 

seems to have a limited seasonal sensitivity. 

The experimental data, namely the total XPD-CPA joint distributions and the total XPD 

CDFs, have been submitted to the ITU DBSG3, constituting this the biggest data submission 

in the history of the ITU databanks. The submission has been approaved and the quality of 

the dataset has been acknowledged unique, making it the reference for future 

international regulatory studies. Although the data used in this work has been measured 

at Ka-band, the results and conclusions hold for the Q/V-band and the models may be used 

by considering the proper frequency-scaling of the phenomena and of their physical causes. 

A first step has been done in many new domains that need further research and 

development. Such advances seem to be unrealistic if considered by a single contributor. 

Hopefully, in the future others will find inspiration on these findings and will knockdown 

walls, embracing a joint endeavour towards the collective advance of radio sciences, which 

the author has been and will keep being available for. 
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ANNEX 1: PROPIT GRAPHICAL INTERFACE 

 

Figure 11-1 PropIT graphical interface.
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ANNEX 2: RAYLEIGH CROSS-SECTIONS 

The Rayleigh cross-sections for water spheres of radii from 0.5 to 2 mm at 10 oC and for ice 

spheres of the same radii at -10 oC are presented in Figure 11-2 and Figure 11-3 respectively 

for frequencies where the approximation is applicable. It is possible to see that all the cross-

sections increase with the frequency and the particle size. 

 

Figure 11-2 Rayleigh cross-sections for water spheres of radii from 0.5 to 2mm at 10oC. 

Considering water spherical drops it is possible to observe that as the particle size 

decreases the absorption cross-section assumes more importance and, for a certain 

frequency range and particle size, it is even more important than the scattering one. 

Nevertheless, both the absorption and scattering effects are comparable in magnitude, 

meaning that the total extinction occurs due to both scattering and absorption. 
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On the other hand, given the ice dielectric properties, ice spherical particles do not present 

a significant absorption cross-section, whereas the scattering effects are dominant for all 

particle sizes and frequencies considered. 

 

Figure 11-3 Rayleigh cross-sections for ice spheres of radii from 0.5 to 2mm at -10oC. 

When comparing the extinction cross-sections of both water and ice spheres (Figure 11-4), 

it is possible to see that the water spheres are more prominent to cause the extinction of 

the wave front than the ice ones for the illustrated frequency range. 

For higher frequency ranges however, they become comparable and the total cross-section 

of ice even overcomes the water one. Thought the ice effect would not be a serious 

problem when talking about extinction, and therefore attenuation, it can significantly 

impair the radio communications by means of depolarization and interference. 
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Figure 11-4 Rayleigh total cross-sections for water and ice spheres of radii from 0.5 to 2mm at 10oC and -

10oC respectively. 
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ANNEX 3: STATISTICAL PROPERTIES OF RAIN, ICE AND TOTAL XPD-CPA 

The individual statistical properties of rain and ice and the integrated effects on the (total) 

XPD-CPA joint distribution have been assessed and modelled in the main text. Here they 

are put together for better comparison. 

 

Figure 11-5 Rain, ice and total XPD-CPA joint distribution mean and median. 

 

Figure 11-6 Rain, ice and total XPD-CPA joint distribution standard deviation 
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ANNEX 4: ADDITIONAL MODELS FOR ICE ANISOTROPY ADJUSTMENT 

FACTOR 

Different models have been considered for modelling the ice anisotropy adjustment factor 

as a function of the attenuation. The alternative to those presented in the main text are 

based on a 2nd-order polynomial and a power-law function of three parameters: N = 
 × >` + 3 × > + � Equation 11-1 N = U × >T + ' Equation 11-2 

The retrieved model parameters are in Table 11-1. 

Table 11-1 Model parameters for ice anisotropy adjustment factor prediction. 

Model í × �5 + ? × � + a b × �� + $ 

Attenuation í ? a b � $ 

0-2 -1.839e-5 4.157e-3 8.301e-1 1.433e-1 2.683e-1 5.824e-1 

2-4 -5.459e-6 3.699e-3 7.172e-1 6.998e-3 8.394e-1 7.018e-1 

4-6 1.334e-5 1.652e-3 6.778e-1 4.101e-4 1.420 6.878e-1 

6-8 2.422e-5 5.963e-4 6.324e-1 7.627e-5 1.793 6.380e-1 

8-10 1.484e-5 1.509e-3 5.721e-1 3.470e-4 1.456 5.814e-1 

10-12 8.645e-6 1.542e-3 5.527e-1 4.760e-4 1.342 5.608e-1 

12-16 9.282e-6 8.685e-4 5.218e-1 1.763e-4 1.493 5.278e-1 

16-20 1.228e-5 7.478e-4 4.380e-1 1.209e-4 1.597 4.437e-1 

20-25 4.717e-6 1.161e-3 3.960e-1 4.368e-4 1.277 4.013e-1 

 

An immediate observation is the small magnitude of the 
 parameter of the 2nd-order 

polynomial. Moreover, the two models provide similar predictions in the range of 

applicability in consideration. Consequently, the power-law based model was considered 

for the parameters modelling as a function of the attenuation, and the 2nd-order 

polynomial has been dropped. 

The power-law based model comprises three parameters: U, � and '. The � and ' 

parameters may be accurately modelled along the entire attenuation range based on 

Gaussian and exponential functions, but the U parameter, exhibiting an exponential 

behaviour, imposes an upper limit for the attenuation of 6 dB as seen in Figure 11-7. 

In this case, the � parameter could have been modelled using a 2nd-order polynomial, rather 

than a Gaussian function. 
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Figure 11-7 Power-law models parameters as a function of attenuation. 
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The retrieved models for each one of these parameters, depicted in Figure 11-7 (alternative 

model for � parameter not shown), are those as follows. U = 0.6481 × ��_.�[¬×ØV Equation 11-3 

� = 1.141 × ��sØV��._�7.��Ä t¯ + 1.615 × ��sØV�_Ä.`_[.7� t¯
 Equation 11-4 � = −0.01238 × �+` + 0.3568 × �+ − 0.08696 Equation 11-5 ' = 0.7909 × ��[.[[7×ØV − 0.6061 × ��_._7¬×ØV Equation 11-6 

In order to quantitatively assess the models performance, the RMSE and standard deviation 

has been computed using the testing variable described by Equation 7-7. The results are 

below. 

 

 

Figure 11-8 Root-mean-square error and standard deviation of the mismatch between measurements and 

the considered model. 
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The overall RMSE and STD of the power-law based model are of 11.7 and 5.7 respectively. 

For the attenuation range up to 6 dB, the power-law based model presents better 

performance with an overall RMSE and STD of 3.5 and 1.9 respectively. 
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ANNEX 5: ADDITIONAL MODELS FOR THE WEIGHT OF RAIN AND ICE 

When modelling the ice and rain XPD weights as a function of CPA the models described in 

this annex were considered as well. They are based on an exponential function but they 

differ from the others presented in the main text as they have only one parameter (the 

value of the exponent), assuming the convergence towards 1 as the attenuations 

approaches 0 in the case of ice weight and the convergence towards 0 as the attenuation 

approaches 0 in the case of rain weight: )RST,` = 1.0 × ��[._Ä×ØV Equation 11-7 )QHIJ,` = −1.0 × ��[._Ä×ØV + 1 Equation 11-8 

These models are superimposed over data in Figure 11-10. 

When using these models together with the average XPD due to rain and the XPD due to 

ice, it is possible to see (Figure 11-9) that the derived expressions for the weight of each 

population enable the accurate prediction of the total XPD as a function of the attenuation. 

 

 

Figure 11-9 XPD-CPA prediction using the modelled weights. 
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Figure 11-10 Ice (on top) and rain (on bottom) weights as a function of attenuation. 
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Figure 11-11 Error on the XPD predictions when using the proposed weight for rain and ice populations. 

 

Figure 11-12 XPD-CPA predictions using the ITU and Paraboni/Martellucci et al improved models together 

with the proposed weights for rain and ice. 
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Figure 11-13 Deviation of the predicted XPD-CPA with regards to the measured data. 
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ANNEX 6: ASSESSMENT OF WEIGHT OF RAIN AND ICE ON THE 

CORRESPONDING XPD DURATION EVENTS 

This appendix describes the impact of filtering the XPD time series on the percentage of 

each population in the framework of the corresponding XPD events classification. 

The average percentages of ice on ice-classified events as a function of the XPD threshold 

are those depicted in Figure 11-14. As it is possible to see, the minimum average 

percentage of ice samples on an ice-classified event is of 97 % for the XPD threshold of 15 

dB, whereas the maximum is of 98.5 % for the XPD threshold of 30 dB. By filtering the data, 

the average percentage of ice samples in ice-classified events decreases for all XPD 

thresholds, except for the XPD threshold of 15 dB, where it increases. 

 

Figure 11-14 Average percentage of ice on ice-classified events. 

In what concerns the average percentage of rain samples on rain-classified events as a 

function of the XPD threshold, these are depicted in Figure 11-15. 

 

Figure 11-15 Average percentage of rain on rain-classified events. 
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Also in the case of rain, filtering the data leads to the reduction of the average percentage 

of rain samples in rain-classified events, except for the XPD threshold of 20 dB. At the same 

time, filtering the data leads to a bigger span of the average percentages, a conclusion also 

observed for the case of ice-classified events. 

The distribution of the percentage of each population on the corresponding classified-

events are depicted in Figure 11-16 and Figure 11-17 for unfiltered and filtered data 

respectively. 

 

Figure 11-16 Distribution of the percentage of rain and ice on corresponding classified events (unfiltered 

data). 

 

Figure 11-17 Distribution of the percentage of rain and ice on accordingly classified events (filtered data). 
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The number of composite-events (50%) and the distribution of the percentage of 

composite-events relatively to the total number of events observed at the corresponding 

XPD value are depicted below. 

 

 

Figure 11-18 Distribution of the number of composite-events (50%): absolute number of events on top, and 

relative percentage to the total number of events at each XPD threshold on bottom. 
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ANNEX 7: ADDITIONAL RESULTS FOR XPD DURATION 

These are additional results on XPD duration using non-filtered data. 

 

Figure 11-19 XPD duration events from non-filtered data: rain and ice. 

 

Figure 11-20 Number of events from non-filtered data exceeding a duration: rain and ice. 
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Figure 11-21 Fraction of XPD events from non-filtered data exceeding a duration: rain and ice. 

 

Figure 11-22 Conditioned probability for an XPD duration event to exceed a given duration from non-

filtered data: rain and ice. 
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Figure 11-23 Total exceeded time by XPD events caused by rain and ice, from non-filtered data. 
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