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Abstract
Research on ocean internal waves using seismic oceanography is a frontier issue both for
marine geophysicists and physical oceanographers. Images of the ocean water layer obtained
by conventional processing of multichannel seismic reflection data can show the overall
patterns of internal waves. However, in order to extract more information from the seismic
data, new tools need to be developed. Here, we use the ensemble empirical mode
decomposition (EEMD) method to decompose vertical displacement data from seismic
sections and apply this method to a seismic section from the northeastern South China Sea,
where clear internal waves are observed. Compared with the conventional empirical mode
decomposition method, EEMD has greatly reduced the scale mixing problems induced in the
decomposition results. The results obtained show that the internal waves in this area are
composed of different characteristic wavelengths at different depths. The depth range of
200–1050 m contains internal waves with a wavelength of 1.25 km that are very well coupled
in the vertical direction. The internal waves with a wavelength of 3 km, in the depth range of
200–600 m, are also well coupled, but in an oblique direction; this suggests that the
propagation speed of internal waves of this scale changes with depth in this area. Finally, the
internal waves with a wavelength of 6.5 km, observed in the depth range of 200–800 m, are
separated into two parts with a phase difference of about 90◦, by a clear interface at a depth of
650 m; this allows us to infer an oblique propagation of wave energy of this scale.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Ocean internal waves are waves that oscillate within,
rather than at the surface of seawater when there is
density stratification. The frequency of ocean internal waves
varies between the inertial frequency and the Brunt–Vaisala

frequency. Ocean internal waves are the most important part
of the ocean energy cascade. The generation, propagation
and dissipation of ocean internal waves cause great energy
exchange with an important influence on the ocean dynamic
processes. Unlike surface waves, the amplitude of internal
waves can be very large, sometimes greater than 100 m (Liu
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et al 1998); therefore they can have major impacts on the safety
of marine engineering, ocean communications, oil exploration
(Cai and Gan 2001) or marine military facilities (Jiang et al
2009). Therefore, the research on ocean internal waves is of
great concern to a large number of scientists from various
countries.

The development of research on ocean internal waves
is however highly dependent on the quality and quantity
of observational data. Since the early 1970s, with the rapid
development of oceanography, the intense development of
new instrumentation tools to probe the oceans allowed great
progress to be made in research on ocean internal waves.
Garrett and Munk (1972) proposed the GM72 model spectra
for ocean internal waves, and through constant improvement,
new editions of this model have been proposed subsequently
(Garrett and Munk 1975, 1979), which are also referred to
as GM model spectra. Although these spectra are essentially
statistical descriptions of oceanic phenomena, they have
been a key reference in analysing the data from ocean
internal waves. One of the limitations of conventional physical
oceanography instrumentation, such as XBTs (expendable
bathythermographs), CTDs (conductivity, temperature and
depth sensors), XCTDs (expendable CTDs) and ADCPs
(acoustic Doppler current meters), is that they cannot provide
vertical sections of the ocean in a very short time and lack
good lateral resolution. Remote sensing cannot also provide
the necessary subsurface water information directly (Fang and
Du 2005).

In 2003, Holbrook showed that there were weak reflection
signals inside the water that could be correlated with the ocean
structure (Holbrook et al 2003); this gave rise to an exciting
new research field: seismic oceanography. Holbrook and Fer
(2005) further noted that there were continuous undulations
in the reflection section of seawater. They compared the
spectra of these undulations with the GM76 model spectra, and
proposed that these undulations were representations of ocean
internal waves, hence laying the foundations for the research
on ocean internal waves using the multichannel seismic
reflection method. Compared with conventional oceanography
measurements, seismic reflection can provide vertical sections
of the water layer in a very short time, with the required high
lateral resolution to image internal waves.

The northeastern South China Sea is an excellent
internationally recognized natural laboratory for these types
of studies (Fang and Du 2005). Song et al (2009) processed
a seismic section from the northeast South China Sea and
showed that the undulations of the reflections in the stacked
seismic section exhibited the overall patterns of internal waves.
Dong et al (2009) computed the wavenumber spectra5 of these
undulations and found that the overall patterns of those spectra
were very similar to the GM76 model spectra. More recently,
Song et al (2010) decomposed part of that section using the
EMD (empirical mode decomposition) method Huang et al
(1998), with encouraging results. However, recent studies
showed that, although useful, the EMD method has some

5 Since the signals analysed here are a function of distance (space) and not
time, therefore instead of frequency spectrum we will always use the term
wavenumber spectrum.

severe drawbacks, such as scale mixing problems (Huang
et al 1999), which cause some difficulties in the physical
analysis of the results. In order to overcome the drawbacks
of EMD, Wu and Huang (2009) more recently proposed an
improved method called ensemble EMD (EEMD). This paper
investigates the characteristics of ocean internal waves in
northeastern South China Sea using EEMD.

2. The EMD method and its drawbacks

Unlike almost all previous signal analysis methods, the EMD
method is adaptive. Huang et al (1999) have shown that
all signals can be interpreted as composed of a series of
IMFs (intrinsic mode functions) and the objective of EMD
is precisely to decompose signals into series of IMFs and a
residual (1):

X (t) =
n∑

i=1

ci + rn, (1)

where X(t) is the signal to be decomposed, ci are the resultant
IMFs and rn are residuals.

IMFs are oscillatory functions with varying amplitude and
frequency, which are defined as follows: (1) throughout the
whole length of an IMF set, the number of extrema (including
all maximum and minimum) and the number of zero-crossings
must either be equal or differ at most by 1; (2) at any data
location, the mean value of the envelope defined by the local
maxima and the envelope defined by the local minima is zero
(actually, it is not strictly zero but controlled by a certain stop
criterion).

In practice, the IMFs are obtained through a sifting
process.
(1) Firstly, all the local maxima are identified and connected

with cubic splines to obtain the upper envelope of the
signal (the length of the envelope should be the same as
the original data set); this process is then repeated for the
local minima to obtain the lower envelope of the signal
(the whole data set variation should then be within the
range between the two envelopes).

(2) Secondly, the mean of the upper and lower envelopes (m1)
is calculated and the difference (h1) between the original
data and m1 determined:

X(t) − m1 = h1. (2)
This process is known as the ‘one sifting process’; ideally,
h1 should be an IMF, but this is not usually the case.
Consequently, the sifting process should be repeated
several times until the results satisfy the definitions of
IMFs

h1 − m11 = h11, h11 − m12 = h12 . . .

h1(k−1) − m1k = h1k.
(3)

(3) Then, denoting the final result (h1k) by c1 and the residual
(X(t) – c1) by r1, c1 is the first component while r1 is
now treated as the data and the decomposition process is
repeated again and again so as to obtain c2, c3, . . . , cn in
turn, and a residual rn.
In terms of its practical application, the EMD method

mainly has the following two main drawbacks: (1) sometimes,
there will be scale mixing problems in some IMFs; (2) the
EMD is too sensitive to some local tiny changes.
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3. The EEMD method

In order to overcome some of the drawbacks of EMD, Wu and
Huang (2009) proposed an improved method, called EEMD.
Based on EMD, the EEMD method improves the results of
the decomposition through the following two techniques: (1)
noise-assisted data analysis, i.e. the addition of finite amplitude
(usually small) white noise to the data before decomposition;
(2) the application of a simple statistics principle—stacking
the white noise many times will suppress that noise.

If the wavenumber spectra are continuous (i.e. if they have
a continuous representation of all constituting components of
different scales), the centre wavenumber of the spectra of the
successive IMFs, obtained through the EMD sifting process,
will be approximately halved (Wu and Huang 2004, Flandrin
et al 2004). However, when the wavenumber spectrum is
not continuous, although the centre wavenumber for each
successive IMF spectra will still decrease, there are no fixed
rules in this case, and this often causes scale mixing problems
in the data analysis, especially when processing 2D data sets
(such as images or seismic sections). For 2D data sets, such as
the one analysed here, that result from the picking of the main
reflectors in the horizontal direction from a seismic section
(see figure 1), these are treated as composed of a vertical stack
of 1D data sets, each of which is decomposed in the horizontal
direction.

What often happens is that the information from similar
scales is distributed in different levels of IMFs (i.e. the
information concerning a certain scale can be distributed
between the second and third level IMFs) and/or IMFs of
a certain level contain information from various different
scales. However, when we work with images and combine
the IMFs, we usually combine the IMFs of the same level
as one component (of the image). For example, we combine
all the IMFs of the second level as one component, and all
the IMFs of the third level as another component. If in one
of the components there is information from different scales,
then there is scale mixing. Sometimes, scale mixing problems
can be avoided by adjusting some IMFs manually; however,
when the data volume is too large, this will be inefficient and,
moreover, when a single IMF has scale mixing problems it is
meaningless to do any adjustment.

However, when we apply the EEMD method (Wu and
Huang 2009), we will first add finite amplitude white noise
to the data (with the same length as the data set). This
will make the wavenumber spectrum energy (maybe not
continuous originally) more continuous, because the added
energy of the white noise will be evenly distributed throughout
the wavenumber spectrum. In such a case, the ranges of
wavenumber spectra of the successive IMFs will again
decrease by a factor of about 2 (Wu and Huang 2009). This
will then reduce the scale mixing problems.

Although we can reduce the scale mixing problems by
adding white noise to the data, the result of the decompositions
may not look good because of the added noise; however, we
can use the stacking technique, mentioned above, to reduce
or cancel significantly the added noise. We repeat the noise-
added decompositions a certain number of times (called the

ensemble number—NE), with different white noise added
each time; then we stack and average the IMFs of the same
level, to suppress the added white noise (since the addition of
many white noise sequences will statistically tend to cancel
each other). Theoretically, if the ensemble number approaches
infinity, the white noise will be fully suppressed to zero.
However, in practice, stacking for about 100 times is generally
good enough. It should be noted that, because of the added
noise, sometimes there are IMFs containing no information on
the original data since they purely consist of noise; these IMFs
will generally approach zero after stacking.

In summary, the implementation steps for EEMD are as
follows (Wu and Huang 2009).

(1) Add white noise to the data and apply EMD.
(2) Subtract the same white noise used by step (1) from the

data, and apply EMD.
(3) Stack the results of steps (1) and (2).
(4) Repeat steps (1)–(3) several times (NE times) with

different white noise added each time.
(5) Stack all the IMFs of the same level and divide the result

by 2 × NE, to obtain the average.

The purpose of steps (1) and (2) is to suppress the white
noise more efficiently with a certain finite number of stacks.
Some points should nevertheless be noted: (1) sometimes
IMFs of different levels should be combined to obtain a result
with more physical meaning (see the discussion above); (2)
frequently, it is also not necessary to decompose the data until
it cannot be decomposed any further; we can decompose as we
need, and treat the remaining as a residual; however, it should
be noted that the number of IMFs should not exceed � log2(N)
– 1�, where N is the length of data, i.e. the number of samples,
and � � denotes the floor function6 of the expression inside;
(3) theoretically, we can suppress any finite amplitude white
noise by performing an infinite number of stacks; however,
since the ensemble number is finite and we aim to highlight
small undulations in the data, it is better to add white noise
with only a small energy.

Appendix A and appendix B give some detailed
discussions and illustrations of how EEMD can solve the two
main drawbacks that EMD has.

4. Application of EEMD to the analysis of ocean
internal waves

Song et al (2010) processed a seismic section (figure
1) from the northeastern South China Sea, and got
the vertical displacement distribution of internal waves
shown in figure 2. These authors then decomposed
figure 2 in the common mid point (CMP) direction
(horizontal), using the EMD method; from the resulting
low wavenumber components they were able to image the
fine structure of the internal waves, as shown in figure 3,
and get new insights into their structure and kinematics.
Figure 3(a) shows 10–11 positive and negative vertical
displacement bands, well coupled in the vertical direction in

6 The floor function of x, also called the greatest integer function or integer
value, gives the largest integer less than or equal to x.
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Figure 1. Seismic reflection section of the water column from the northeastern South China Sea (Song et al 2010). The purple lines denote
the picked horizons (such as D56 and D57). TWT is the two-way travel time; CMP stands for common mid point.

Figure 2. The vertical displacement distribution of internal waves computed from figure 1, by subtracting the trend from each picked
horizon in the original data.

the depth range of 200–900 m. Figure 3(b) shows 5–6 positive
and negative vertical displacement bands, well coupled in the
vertical direction in the depth range of 600–1000 m. The
waves shown in figures 3(c) and (d), however, show a large
difference between the upper and lower areas, separated by
clear interfaces at 600 and 700 m, respectively. In particular
for figure 3(d), the phase difference is about 90◦, which was
interpreted as evidence of oblique propagation of the wave
energy.

A more careful analysis, however, shows that the four
components obtained with EMD have evidence of scale
mixing. In figure 3(a) the scales of areas (1) and (2) are similar
to the overall scale of figure 3(b). In figure 3(b), the scales

of area (4), denoted by four rectangles, are also similar to
the overall scale of figure 3(a), and the pattern of area (3) is
almost the same as that of area (6) in figure 3(c). As such, it
appears better to incorporate area (5) in figure 3(b) into the
corresponding place in figure 3(c), and to incorporate area
(7) in figure 3(c) into the corresponding place in figure 3(d).
This brief analysis shows that figure 3(b) clearly has various
scale mixing problems, almost everywhere. Also, there are
many ‘stratified’ patterns in the four components, such as the
lower part of area (3), in figure 3(b). This is also a type of
scale mixing, and the missing part of the ‘stratified’ patterns
can always be found in the neighbouring components. The
existence of these scale mixing problems has greatly affected
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(a) (b)

(c) (d)

Figure 3. The four low wavenumber components of the EMD decomposition of figure 2: (a) shows 10–11 positive and negative vertical
displacement bands well coupled in the vertical direction, while (b) shows 5–6; (c) and (d) show a large difference between the upper and
lower areas, separated by clear interfaces at 600 and 700 m, respectively. Areas marked by rectangles are those with various kinds of scale
mixing problems: the scales of areas denoted by (1), (2), (5) and (7) are obviously different from their background scales; area (3) and area
(6) almost show the same pattern; the scale of area (4) in (b) is more similar to the overall scale of (a). The ‘stratified’ patterns in all these
four components are also the results of scale mixing.

(a) (b)

(c) (d)

Figure 4. The corresponding wavenumber spectra of figure 3. Affected by the scale mixing problems, all four wavenumber spectra show a
‘stratified’ pattern, and the wavelength range with significant energy is hard to estimate precisely.
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(a) (b) (c)

Figure 5. The three low wavenumber components of the EEMD decomposition of figure 2. Compared with figure 3, it is clear that the scale
mixing problems are greatly reduced, although some are still present, such as in the middle lower part of (a) and left lower part of (b). The
structures shown here are much clearer than those of figure 3.

(a) (b) (c)

Figure 6. The corresponding wavenumber spectra of figure 5. Due to the reduction of scale mixing problems, the wavelength range for each
single component is now much more concentrated than before, and more continuous in the vertical direction. Despite the remaining scale
mixing problems in the lower part of (a) and (b), it is still easy to estimate that the characteristic wavelength for (a) is about 1.25 km; for (b),
it is about 3 km for the upper part and 2.2 km for the lower part; for (c) it is about 6.5 km.

the previous interpretation of the physical meaning of the
patterns represented by the four components, especially the
estimation of the wavenumber range, and then the estimation
of wavelength range (figure 4).

Figure 5 shows the decompositions of figure 2, now using
the EEMD method (with the ensemble number NE = 100).
Here, it is clear that the main components become three
rather than the original four. Compared with figure 3, it is
clear that the scale mixing problems were greatly reduced,
although some are still present, such as in the middle lower
part of figure 5(a) and left lower part of figure 5(b). With the
scale mixing problems greatly reduced, the ‘stratified’ patterns
almost disappeared, revealing a much clearer image of the
fine structure of the ocean internal waves. Figure 6 shows the
wavenumber spectra corresponding to the three components of
figure 5. Comparing figure 6 with figure 4, due to the reduction
of the scale mixing problems, the wavelength range for each
single component is now much more concentrated than before,
and more continuous in the vertical direction. This provides
a much more reliable basis to estimate the wavelength range
of each component. From the analysis of the wavenumber
spectra, the observed pattern in figure 5(a) is mainly composed
of internal waves with a wavelength of 1.25 km, which couple
well in the depth range of 200–1050 m. Because there are still
some scale mixing problems in the middle lower part, other
energy peaks with a wavelength of 2–3 km in figure 6(a),
at a depth of about 800 m, and also in the depth range of
900–1000 m, are nevertheless observed. The upper part above

600 m in figure 5(b) mainly consists of internal waves with a
wavelength of 3 km, and the waves in the middle upper part
couple well in an oblique direction, with the apparent angle
of about 30◦ to the vertical direction; from this observation,
we infer that the internal waves of this scale, in this part of
the section, have different propagating speed with depth. The
lower part below 600 m mainly consists of internal waves with
a wavelength of 2.2 km, well coupled in the vertical direction.
Like the situation in figure 6(a), there are other energy peaks
around 4 km wavelength in the lower part of the section, at
a depth of about 800–900 m, and beneath 1000 m in figure
6(b), in addition to the peaks around the 2.2 km wavelength.
The upper part above 850 m in figure 5(c) mainly consists
of internal waves of 6.5 km wavelength, while the lower
part mainly consists of internal waves of 5 km wavelength.
However, because of the influence of scale mixing, the energy
of the lower part in figure 6(c) is relatively small. With an
interface at 650 m, the upper and lower parts of figure 5(c)
have a phase difference of about 90◦, which can be interpreted
as indicative of the oblique propagation of wave energy at this
scale.

5. Conclusions

The seismic section of the water column obtained from the
processing of one multichannel seismic reflection line from
the northeastern South China Sea shows undulations in the
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reflectors that likely correspond to the stacking of internal
waves of various scales, and therefore can only show their
overall pattern. The previous application of the EMD method to
this seismic section allowed the extraction of the fine structure
of the internal waves, at various scales. However useful the
EMD proved to be for this purpose in a first approach, some
drawbacks of this method nevertheless remained unsolved,
such as scale mixing and sensitivity, which affected the
decomposition of the data. As such, in this paper, we applied
an advanced version of EMD, called EEMD, to reprocess
the same section from the northeastern South China Sea.
Comparing the new decompositions with the results previously
obtained with EMD we could largely solve the previous
scale mixing problems, which are now greatly reduced. The
upper part of the section, above a water depth of about
800 m, rarely contains any scale mixing problems. The lower
part, however, around the depth of about 800 m and in the
range of 900–1050 m still has a few remaining scale mixing
problems. The resulting wavenumber spectra of the various
components now show the energy much more concentrated
in the wavenumber range than before, and more continuous
in the vertical direction, which provides a much more sound
basis to better estimate the wavelength range of each of the
components.

The new results show that there are internal waves of
1.25 km wavelength in the depth range of 200–1050 m, very
well coupled in the vertical direction. Also, internal waves of
3 km wavelength were observed in the depth range of 200–
600 m, and part of this scale also is well coupled in an oblique
direction, from which we infer that internal waves of this scale
in this part of the section have different propagating speed
with depth. In the depth range of 600–1050 m, internal waves
of 2.2 km wavelength, well coupled in the vertical direction,
were also imaged. Finally, above 850 m water depth, there
are internal waves of 6.5 km wavelength, separated by a clear
interface at a depth of about 650 m, which show a clear phase
difference of about 90◦ between the upper and lower parts;
this is interpreted as indicating an oblique propagation of wave
energy at this scale.
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Appendix A. Scale mixing problems

Scale mixing problems in 1D signals are often caused by
intermittency (Wu and Huang 2009, Wu et al 2009). Not only
the intermittency of the whole signal, but also intermittency at
certain scales will lead to scale mixing. There are three main
types of causes for scale mixing.

Figure A1. The signal used for testing the method is composed of
the sum of two signals: s1 and s2 (after Huang et al (1999)). s1 is
intermittent and its scale is comparatively small. s2 is a simple
sinusoidal signal with a much larger scale. The vertical axis
represents the amplitude of the signal and the horizontal axis
represents the sampling points, without any particular physical
meaning.

(1) Information from different scales exists in a single IMF.
(2) Information from the same scale is distributed between

different levels of IMFs.
(3) When there are some relatively large (or small) values in a

certain IMF, often a neighbouring IMF will have relatively
small (or large) values at the corresponding position. This
type of feature is artificial and has no physical meaning.

Tackling scale mixing problems is therefore extremely
important because they will cause severe difficulties in the
interpretation of the physical processes responsible for the
generation of the data analysed.

Below, we show an example from Huang et al (1999)
and Wu and Huang (2009), which illustrates how scale
mixing problems occur when EMD is applied, and how
they can be solved by EEMD. As mentioned before, scale
mixing problems occur mainly because of intermittency in the
signal. This makes the distribution of extrema non-uniform
and therefore the range defined by the upper and lower
envelopes, interpolated from the extrema, cannot cover the
data completely and the mean of the upper and lower envelopes
does not represent the exact trend of the signal (see, for
example, figure A2(a), middle image). It should also be noted
that, each time the sifting process subtracts the estimated
trend from the signal, it will also likely subtract information
concerning other scales from the original signal. Therefore, if
the signal trend cannot be correctly defined, the final result,
which will be an IMF, will of course have information from
other scales and scale mixing problems will emerge. However,
the added white noise will make the extrema be distributed
uniformly throughout the whole signal when applying EEMD,
and therefore the envelopes and trend can be defined more
accurately, thereby reducing the scale mixing problems.

Figure A1 shows the signal used in this example, which
is composed of the sum of two signals: s1 and s2. s1 is
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(a) (b)

Figure A2. (a) The first sifting process and the corresponding result (recalculated after Wu and Huang (2009)). The first image is the
original signal. The second image shows the process of sifting, in which the black solid line is the signal, the grey dotted lines are the
envelopes (upper and lower) and the grey solid line is the mean of the envelopes. The third image is the result after sifting once. (b) The
complete decompositions of the signal by EMD; imf1 is the first component, and res is the residual.

intermittent and its scale is comparatively small, whereas s2 is
a simple sinusoidal signal with a larger scale. According to the
EMD theory, several sifting processes are necessary to extract
an IMF. Figure A2(a) is the result after sifting once. We can
see that there are many oscillations with a larger scale left in
the result shown in the third row of figure A2(a); however only
one sifting process was carried out. Figure A2(b) shows the
final decomposition of the signal into imf1 and a residual (res).
Again there are still some oscillations of small scale mixed with
large scale in imf1, and this is the first type of scale mixing
described above; oscillations of large scale also exist in both
imf1 and the residual—this is the second type of scale mixing;
finally, at the location denoted as (1), because of the relatively
small value of imf1, the corresponding location of the residual
is relatively large, and at location (2) the opposite situation
occurs—this is the third type of scale mixing.

Figure A3 shows the decomposition of the same signal
shown in figure A2, using EEMD. Figure A3(a) shows the
result when the ensemble number is set to 1. Without stacking,
the first three IMFs contain much noise besides the signal, but
the purpose of avoiding scale mixing has been achieved for
there are no oscillations of large scale in the first three IMFs.
However, the result does not look so good without stacking.
Figure A3(b) is the result when the ensemble number is set
to 100. Now the result looks much better because the noise is
nearly completely eliminated by stacking. In order to obtain
a result with more physical meaning, the first three IMFs
were combined into a new component c1, and the last two
IMFs into another component c2, as shown in figure A3(c).
Figure A3(d) shows the differences between the original signal
and the results from EEMD (diff1 is the result of s1 minus c1
and diff2 is the result of s2 minus c2). The locations marked by
circles are those which earlier had relatively large differences,
but that now look very small, confirming the excellent result
obtained with EEMD.

Appendix B. Sensitivity of EMD to perturbations

Any digital signal processing method should be stable and
robust, and therefore one does not expect very large changes
in the result from just tiny oscillations in the input signal.
However, the performance of EMD is not satisfactory in this
respect (Wu and Huang 2009, Wu et al 2009). In the smooth
area of a signal, if a tiny change is introduced at any point, the
decompositions will show dramatic changes in a broad range
centred at the perturbed point.

In the smooth area of the signal, there are a few
extrema and therefore the interpolated envelopes can easily
be significantly influenced by the ‘outsider’ perturbation.
Because of such tiny perturbations, there will appear one
or more extrema. Since the envelopes are interpolated from
the extrema, the envelopes will change a lot around the
perturbations, which will in turn cause the mean of envelopes to
also change a lot, and this will affect the final decompositions.
The affected area will be mainly between the two extrema
closest to the perturbations, because when applying cubic
splines, the area between two nodes (here referred to as
extrema) is most affected by the two closest nodes; the other
nodes will have less and less influence with increasing distance
from the perturbation. The reason why EEMD can reduce
sensitivity to perturbations is that the added white noise make
the extrema distributed along the signal, and therefore the area
affected by the local perturbation will be minimized.

Another example is shown in figure B1. Here, the
original signal is now composed of the sum of two sinusoidal
signals. Figure B1(a) shows the resulting EMD decomposition.
Because of the lack of adequate sampling rate and the influence
of edge effects, the decompositions are not identical to the
original sinusoidal signal, especially near the boundaries.
Nevertheless, the overall pattern is fairly similar, and it
was possible to successfully decompose the signal into two
components. In figure B1(b), a small perturbation was added
at point 100 in the horizontal axis (marked by the circle), and
then the signal was again decomposed with EMD. From the
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(c) (d)

(a) (b)

Figure A3. (a) EEMD decomposition of the synthetic signal shown in figure A1 for an ensemble number of 1 (NE = 1). (b) EEMD
decomposition for NE = 100. (c) c1 is the sum of imf1, imf2 and imf3; c2 is the sum of imf4 and the residual. (d) diff1 is the difference
between c1 and s1 (of figure A1); diff2 is the difference between c2 and s2. The three circles mark the positions where some very small
differences can be observed.

(a) (b)

Figure B1. Synthetic signal composed of the sum of two sinusoidal curves. (a) The decompositions by EMD; (b) the EMD decomposition
when there is a small disturbance added at the position marked by the circle. Rectangles roughly mark the areas affected by the disturbance.
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(a) (b)

Figure B2. (a) EEMD decompositions of the signal in figure B1(b), for NE = 100; (b) c1 is the sum of imf1, imf2 and imf3; c2 is imf4; c3 is
the residual.

next two images of figure B1(b) it can be observed that the
results of decompositions change a lot within the area marked
by the rectangle. This is what we would like to avoid, and
is due to the sensitivity of EMD to perturbations, rather than
related to any real physical meaning of the signal. Figure B2
shows the decompositions of the signal (same as shown in
figure B1(b)) by EEMD with the ensemble number equal
to 100. Contrary to the results from EMD, not only has
the stability of the decomposition process been guaranteed,
but also the perturbation could be isolated. As shown in
figure B2(a), the perturbation was mainly contained in imf1
and imf2; imf3 contains little information of the original
signal but has some edge effects. The main components of
the signal are contained in imf4 and the residual, respectively.
Just as before, the first three IMFs were combined into a new
component c1, imf4 was treated as a new component c2, and
the residual was treated as c3 (figure B2(b)).
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Abstract
Research on ocean internal waves using seismic oceanography is a frontier issue both for
marine geophysicists and physical oceanographers. Images of the ocean water layer obtained
by conventional processing of multichannel seismic reflection data can show the overall
patterns of internal waves. However, in order to extract more information from the seismic
data, new tools need to be developed. Here, we use the ensemble empirical mode
decomposition (EEMD) method to decompose vertical displacement data from seismic
sections and apply this method to a seismic section from the northeastern South China Sea,
where clear internal waves are observed. Compared with the conventional empirical mode
decomposition method, EEMD has greatly reduced the scale mixing problems induced in the
decomposition results. The results obtained show that the internal waves in this area are
composed of different characteristic wavelengths at different depths. The depth range of
200–1050 m contains internal waves with a wavelength of 1.25 km that are very well coupled
in the vertical direction. The internal waves with a wavelength of 3 km, in the depth range of
200–600 m, are also well coupled, but in an oblique direction; this suggests that the
propagation speed of internal waves of this scale changes with depth in this area. Finally, the
internal waves with a wavelength of 6.5 km, observed in the depth range of 200–800 m, are
separated into two parts with a phase difference of about 90◦, by a clear interface at a depth of
650 m; this allows us to infer an oblique propagation of wave energy of this scale.

Keywords: seismic oceanography, ocean internal waves, EMD, EEMD

(Some figures may appear in colour only in the online journal)

1. Introduction

Ocean internal waves are waves that oscillate within,
rather than at the surface of seawater when there is
density stratification. The frequency of ocean internal waves
varies between the inertial frequency and the Brunt–Vaisala

frequency. Ocean internal waves are the most important part
of the ocean energy cascade. The generation, propagation
and dissipation of ocean internal waves cause great energy
exchange with an important influence on the ocean dynamic
processes. Unlike surface waves, the amplitude of internal
waves can be very large, sometimes greater than 100 m (Liu

1742-2132/12/030302+10$33.00 © 2012 Sinopec Geophysical Research Institute Printed in the UK 302

http://dx.doi.org/10.1088/1742-2132/9/3/302
mailto:baiyang@mail.iggcas.ac.cn
http://stacks.iop.org/JGE/9/302


Analysis of ocean internal waves imaged by multichannel reflection seismics, using ensemble empirical mode decomposition

et al 1998); therefore they can have major impacts on the safety
of marine engineering, ocean communications, oil exploration
(Cai and Gan 2001) or marine military facilities (Jiang et al
2009). Therefore, the research on ocean internal waves is of
great concern to a large number of scientists from various
countries.

The development of research on ocean internal waves
is however highly dependent on the quality and quantity
of observational data. Since the early 1970s, with the rapid
development of oceanography, the intense development of
new instrumentation tools to probe the oceans allowed great
progress to be made in research on ocean internal waves.
Garrett and Munk (1972) proposed the GM72 model spectra
for ocean internal waves, and through constant improvement,
new editions of this model have been proposed subsequently
(Garrett and Munk 1975, 1979), which are also referred to
as GM model spectra. Although these spectra are essentially
statistical descriptions of oceanic phenomena, they have
been a key reference in analysing the data from ocean
internal waves. One of the limitations of conventional physical
oceanography instrumentation, such as XBTs (expendable
bathythermographs), CTDs (conductivity, temperature and
depth sensors), XCTDs (expendable CTDs) and ADCPs
(acoustic Doppler current meters), is that they cannot provide
vertical sections of the ocean in a very short time and lack
good lateral resolution. Remote sensing cannot also provide
the necessary subsurface water information directly (Fang and
Du 2005).

In 2003, Holbrook showed that there were weak reflection
signals inside the water that could be correlated with the ocean
structure (Holbrook et al 2003); this gave rise to an exciting
new research field: seismic oceanography. Holbrook and Fer
(2005) further noted that there were continuous undulations
in the reflection section of seawater. They compared the
spectra of these undulations with the GM76 model spectra, and
proposed that these undulations were representations of ocean
internal waves, hence laying the foundations for the research
on ocean internal waves using the multichannel seismic
reflection method. Compared with conventional oceanography
measurements, seismic reflection can provide vertical sections
of the water layer in a very short time, with the required high
lateral resolution to image internal waves.

The northeastern South China Sea is an excellent
internationally recognized natural laboratory for these types
of studies (Fang and Du 2005). Song et al (2009) processed
a seismic section from the northeast South China Sea and
showed that the undulations of the reflections in the stacked
seismic section exhibited the overall patterns of internal waves.
Dong et al (2009) computed the wavenumber spectra5 of these
undulations and found that the overall patterns of those spectra
were very similar to the GM76 model spectra. More recently,
Song et al (2010) decomposed part of that section using the
EMD (empirical mode decomposition) method Huang et al
(1998), with encouraging results. However, recent studies
showed that, although useful, the EMD method has some

5 Since the signals analysed here are a function of distance (space) and not
time, therefore instead of frequency spectrum we will always use the term
wavenumber spectrum.

severe drawbacks, such as scale mixing problems (Huang
et al 1999), which cause some difficulties in the physical
analysis of the results. In order to overcome the drawbacks
of EMD, Wu and Huang (2009) more recently proposed an
improved method called ensemble EMD (EEMD). This paper
investigates the characteristics of ocean internal waves in
northeastern South China Sea using EEMD.

2. The EMD method and its drawbacks

Unlike almost all previous signal analysis methods, the EMD
method is adaptive. Huang et al (1999) have shown that
all signals can be interpreted as composed of a series of
IMFs (intrinsic mode functions) and the objective of EMD
is precisely to decompose signals into series of IMFs and a
residual (1):

X (t) =
n∑

i=1

ci + rn, (1)

where X(t) is the signal to be decomposed, ci are the resultant
IMFs and rn are residuals.

IMFs are oscillatory functions with varying amplitude and
frequency, which are defined as follows: (1) throughout the
whole length of an IMF set, the number of extrema (including
all maximum and minimum) and the number of zero-crossings
must either be equal or differ at most by 1; (2) at any data
location, the mean value of the envelope defined by the local
maxima and the envelope defined by the local minima is zero
(actually, it is not strictly zero but controlled by a certain stop
criterion).

In practice, the IMFs are obtained through a sifting
process.
(1) Firstly, all the local maxima are identified and connected

with cubic splines to obtain the upper envelope of the
signal (the length of the envelope should be the same as
the original data set); this process is then repeated for the
local minima to obtain the lower envelope of the signal
(the whole data set variation should then be within the
range between the two envelopes).

(2) Secondly, the mean of the upper and lower envelopes (m1)
is calculated and the difference (h1) between the original
data and m1 determined:

X(t) − m1 = h1. (2)
This process is known as the ‘one sifting process’; ideally,
h1 should be an IMF, but this is not usually the case.
Consequently, the sifting process should be repeated
several times until the results satisfy the definitions of
IMFs

h1 − m11 = h11, h11 − m12 = h12 . . .

h1(k−1) − m1k = h1k.
(3)

(3) Then, denoting the final result (h1k) by c1 and the residual
(X(t) – c1) by r1, c1 is the first component while r1 is
now treated as the data and the decomposition process is
repeated again and again so as to obtain c2, c3, . . . , cn in
turn, and a residual rn.
In terms of its practical application, the EMD method

mainly has the following two main drawbacks: (1) sometimes,
there will be scale mixing problems in some IMFs; (2) the
EMD is too sensitive to some local tiny changes.
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3. The EEMD method

In order to overcome some of the drawbacks of EMD, Wu and
Huang (2009) proposed an improved method, called EEMD.
Based on EMD, the EEMD method improves the results of
the decomposition through the following two techniques: (1)
noise-assisted data analysis, i.e. the addition of finite amplitude
(usually small) white noise to the data before decomposition;
(2) the application of a simple statistics principle—stacking
the white noise many times will suppress that noise.

If the wavenumber spectra are continuous (i.e. if they have
a continuous representation of all constituting components of
different scales), the centre wavenumber of the spectra of the
successive IMFs, obtained through the EMD sifting process,
will be approximately halved (Wu and Huang 2004, Flandrin
et al 2004). However, when the wavenumber spectrum is
not continuous, although the centre wavenumber for each
successive IMF spectra will still decrease, there are no fixed
rules in this case, and this often causes scale mixing problems
in the data analysis, especially when processing 2D data sets
(such as images or seismic sections). For 2D data sets, such as
the one analysed here, that result from the picking of the main
reflectors in the horizontal direction from a seismic section
(see figure 1), these are treated as composed of a vertical stack
of 1D data sets, each of which is decomposed in the horizontal
direction.

What often happens is that the information from similar
scales is distributed in different levels of IMFs (i.e. the
information concerning a certain scale can be distributed
between the second and third level IMFs) and/or IMFs of
a certain level contain information from various different
scales. However, when we work with images and combine
the IMFs, we usually combine the IMFs of the same level
as one component (of the image). For example, we combine
all the IMFs of the second level as one component, and all
the IMFs of the third level as another component. If in one
of the components there is information from different scales,
then there is scale mixing. Sometimes, scale mixing problems
can be avoided by adjusting some IMFs manually; however,
when the data volume is too large, this will be inefficient and,
moreover, when a single IMF has scale mixing problems it is
meaningless to do any adjustment.

However, when we apply the EEMD method (Wu and
Huang 2009), we will first add finite amplitude white noise
to the data (with the same length as the data set). This
will make the wavenumber spectrum energy (maybe not
continuous originally) more continuous, because the added
energy of the white noise will be evenly distributed throughout
the wavenumber spectrum. In such a case, the ranges of
wavenumber spectra of the successive IMFs will again
decrease by a factor of about 2 (Wu and Huang 2009). This
will then reduce the scale mixing problems.

Although we can reduce the scale mixing problems by
adding white noise to the data, the result of the decompositions
may not look good because of the added noise; however, we
can use the stacking technique, mentioned above, to reduce
or cancel significantly the added noise. We repeat the noise-
added decompositions a certain number of times (called the

ensemble number—NE), with different white noise added
each time; then we stack and average the IMFs of the same
level, to suppress the added white noise (since the addition of
many white noise sequences will statistically tend to cancel
each other). Theoretically, if the ensemble number approaches
infinity, the white noise will be fully suppressed to zero.
However, in practice, stacking for about 100 times is generally
good enough. It should be noted that, because of the added
noise, sometimes there are IMFs containing no information on
the original data since they purely consist of noise; these IMFs
will generally approach zero after stacking.

In summary, the implementation steps for EEMD are as
follows (Wu and Huang 2009).

(1) Add white noise to the data and apply EMD.
(2) Subtract the same white noise used by step (1) from the

data, and apply EMD.
(3) Stack the results of steps (1) and (2).
(4) Repeat steps (1)–(3) several times (NE times) with

different white noise added each time.
(5) Stack all the IMFs of the same level and divide the result

by 2 × NE, to obtain the average.

The purpose of steps (1) and (2) is to suppress the white
noise more efficiently with a certain finite number of stacks.
Some points should nevertheless be noted: (1) sometimes
IMFs of different levels should be combined to obtain a result
with more physical meaning (see the discussion above); (2)
frequently, it is also not necessary to decompose the data until
it cannot be decomposed any further; we can decompose as we
need, and treat the remaining as a residual; however, it should
be noted that the number of IMFs should not exceed � log2(N)
– 1�, where N is the length of data, i.e. the number of samples,
and � � denotes the floor function6 of the expression inside;
(3) theoretically, we can suppress any finite amplitude white
noise by performing an infinite number of stacks; however,
since the ensemble number is finite and we aim to highlight
small undulations in the data, it is better to add white noise
with only a small energy.

Appendix A and appendix B give some detailed
discussions and illustrations of how EEMD can solve the two
main drawbacks that EMD has.

4. Application of EEMD to the analysis of ocean
internal waves

Song et al (2010) processed a seismic section (figure
1) from the northeastern South China Sea, and got
the vertical displacement distribution of internal waves
shown in figure 2. These authors then decomposed
figure 2 in the common mid point (CMP) direction
(horizontal), using the EMD method; from the resulting
low wavenumber components they were able to image the
fine structure of the internal waves, as shown in figure 3,
and get new insights into their structure and kinematics.
Figure 3(a) shows 10–11 positive and negative vertical
displacement bands, well coupled in the vertical direction in

6 The floor function of x, also called the greatest integer function or integer
value, gives the largest integer less than or equal to x.
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Figure 1. Seismic reflection section of the water column from the northeastern South China Sea (Song et al 2010). The purple lines denote
the picked horizons (such as D56 and D57). TWT is the two-way travel time; CMP stands for common mid point.

Figure 2. The vertical displacement distribution of internal waves computed from figure 1, by subtracting the trend from each picked
horizon in the original data.

the depth range of 200–900 m. Figure 3(b) shows 5–6 positive
and negative vertical displacement bands, well coupled in the
vertical direction in the depth range of 600–1000 m. The
waves shown in figures 3(c) and (d), however, show a large
difference between the upper and lower areas, separated by
clear interfaces at 600 and 700 m, respectively. In particular
for figure 3(d), the phase difference is about 90◦, which was
interpreted as evidence of oblique propagation of the wave
energy.

A more careful analysis, however, shows that the four
components obtained with EMD have evidence of scale
mixing. In figure 3(a) the scales of areas (1) and (2) are similar
to the overall scale of figure 3(b). In figure 3(b), the scales

of area (4), denoted by four rectangles, are also similar to
the overall scale of figure 3(a), and the pattern of area (3) is
almost the same as that of area (6) in figure 3(c). As such, it
appears better to incorporate area (5) in figure 3(b) into the
corresponding place in figure 3(c), and to incorporate area
(7) in figure 3(c) into the corresponding place in figure 3(d).
This brief analysis shows that figure 3(b) clearly has various
scale mixing problems, almost everywhere. Also, there are
many ‘stratified’ patterns in the four components, such as the
lower part of area (3), in figure 3(b). This is also a type of
scale mixing, and the missing part of the ‘stratified’ patterns
can always be found in the neighbouring components. The
existence of these scale mixing problems has greatly affected
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(a) (b)

(c) (d)

Figure 3. The four low wavenumber components of the EMD decomposition of figure 2: (a) shows 10–11 positive and negative vertical
displacement bands well coupled in the vertical direction, while (b) shows 5–6; (c) and (d) show a large difference between the upper and
lower areas, separated by clear interfaces at 600 and 700 m, respectively. Areas marked by rectangles are those with various kinds of scale
mixing problems: the scales of areas denoted by (1), (2), (5) and (7) are obviously different from their background scales; area (3) and area
(6) almost show the same pattern; the scale of area (4) in (b) is more similar to the overall scale of (a). The ‘stratified’ patterns in all these
four components are also the results of scale mixing.

(a) (b)

(c) (d)

Figure 4. The corresponding wavenumber spectra of figure 3. Affected by the scale mixing problems, all four wavenumber spectra show a
‘stratified’ pattern, and the wavelength range with significant energy is hard to estimate precisely.
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(a) (b) (c)

Figure 5. The three low wavenumber components of the EEMD decomposition of figure 2. Compared with figure 3, it is clear that the scale
mixing problems are greatly reduced, although some are still present, such as in the middle lower part of (a) and left lower part of (b). The
structures shown here are much clearer than those of figure 3.

(a) (b) (c)

Figure 6. The corresponding wavenumber spectra of figure 5. Due to the reduction of scale mixing problems, the wavelength range for each
single component is now much more concentrated than before, and more continuous in the vertical direction. Despite the remaining scale
mixing problems in the lower part of (a) and (b), it is still easy to estimate that the characteristic wavelength for (a) is about 1.25 km; for (b),
it is about 3 km for the upper part and 2.2 km for the lower part; for (c) it is about 6.5 km.

the previous interpretation of the physical meaning of the
patterns represented by the four components, especially the
estimation of the wavenumber range, and then the estimation
of wavelength range (figure 4).

Figure 5 shows the decompositions of figure 2, now using
the EEMD method (with the ensemble number NE = 100).
Here, it is clear that the main components become three
rather than the original four. Compared with figure 3, it is
clear that the scale mixing problems were greatly reduced,
although some are still present, such as in the middle lower
part of figure 5(a) and left lower part of figure 5(b). With the
scale mixing problems greatly reduced, the ‘stratified’ patterns
almost disappeared, revealing a much clearer image of the
fine structure of the ocean internal waves. Figure 6 shows the
wavenumber spectra corresponding to the three components of
figure 5. Comparing figure 6 with figure 4, due to the reduction
of the scale mixing problems, the wavelength range for each
single component is now much more concentrated than before,
and more continuous in the vertical direction. This provides
a much more reliable basis to estimate the wavelength range
of each component. From the analysis of the wavenumber
spectra, the observed pattern in figure 5(a) is mainly composed
of internal waves with a wavelength of 1.25 km, which couple
well in the depth range of 200–1050 m. Because there are still
some scale mixing problems in the middle lower part, other
energy peaks with a wavelength of 2–3 km in figure 6(a),
at a depth of about 800 m, and also in the depth range of
900–1000 m, are nevertheless observed. The upper part above

600 m in figure 5(b) mainly consists of internal waves with a
wavelength of 3 km, and the waves in the middle upper part
couple well in an oblique direction, with the apparent angle
of about 30◦ to the vertical direction; from this observation,
we infer that the internal waves of this scale, in this part of
the section, have different propagating speed with depth. The
lower part below 600 m mainly consists of internal waves with
a wavelength of 2.2 km, well coupled in the vertical direction.
Like the situation in figure 6(a), there are other energy peaks
around 4 km wavelength in the lower part of the section, at
a depth of about 800–900 m, and beneath 1000 m in figure
6(b), in addition to the peaks around the 2.2 km wavelength.
The upper part above 850 m in figure 5(c) mainly consists
of internal waves of 6.5 km wavelength, while the lower
part mainly consists of internal waves of 5 km wavelength.
However, because of the influence of scale mixing, the energy
of the lower part in figure 6(c) is relatively small. With an
interface at 650 m, the upper and lower parts of figure 5(c)
have a phase difference of about 90◦, which can be interpreted
as indicative of the oblique propagation of wave energy at this
scale.

5. Conclusions

The seismic section of the water column obtained from the
processing of one multichannel seismic reflection line from
the northeastern South China Sea shows undulations in the
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reflectors that likely correspond to the stacking of internal
waves of various scales, and therefore can only show their
overall pattern. The previous application of the EMD method to
this seismic section allowed the extraction of the fine structure
of the internal waves, at various scales. However useful the
EMD proved to be for this purpose in a first approach, some
drawbacks of this method nevertheless remained unsolved,
such as scale mixing and sensitivity, which affected the
decomposition of the data. As such, in this paper, we applied
an advanced version of EMD, called EEMD, to reprocess
the same section from the northeastern South China Sea.
Comparing the new decompositions with the results previously
obtained with EMD we could largely solve the previous
scale mixing problems, which are now greatly reduced. The
upper part of the section, above a water depth of about
800 m, rarely contains any scale mixing problems. The lower
part, however, around the depth of about 800 m and in the
range of 900–1050 m still has a few remaining scale mixing
problems. The resulting wavenumber spectra of the various
components now show the energy much more concentrated
in the wavenumber range than before, and more continuous
in the vertical direction, which provides a much more sound
basis to better estimate the wavelength range of each of the
components.

The new results show that there are internal waves of
1.25 km wavelength in the depth range of 200–1050 m, very
well coupled in the vertical direction. Also, internal waves of
3 km wavelength were observed in the depth range of 200–
600 m, and part of this scale also is well coupled in an oblique
direction, from which we infer that internal waves of this scale
in this part of the section have different propagating speed
with depth. In the depth range of 600–1050 m, internal waves
of 2.2 km wavelength, well coupled in the vertical direction,
were also imaged. Finally, above 850 m water depth, there
are internal waves of 6.5 km wavelength, separated by a clear
interface at a depth of about 650 m, which show a clear phase
difference of about 90◦ between the upper and lower parts;
this is interpreted as indicating an oblique propagation of wave
energy at this scale.
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Appendix A. Scale mixing problems

Scale mixing problems in 1D signals are often caused by
intermittency (Wu and Huang 2009, Wu et al 2009). Not only
the intermittency of the whole signal, but also intermittency at
certain scales will lead to scale mixing. There are three main
types of causes for scale mixing.

Figure A1. The signal used for testing the method is composed of
the sum of two signals: s1 and s2 (after Huang et al (1999)). s1 is
intermittent and its scale is comparatively small. s2 is a simple
sinusoidal signal with a much larger scale. The vertical axis
represents the amplitude of the signal and the horizontal axis
represents the sampling points, without any particular physical
meaning.

(1) Information from different scales exists in a single IMF.
(2) Information from the same scale is distributed between

different levels of IMFs.
(3) When there are some relatively large (or small) values in a

certain IMF, often a neighbouring IMF will have relatively
small (or large) values at the corresponding position. This
type of feature is artificial and has no physical meaning.

Tackling scale mixing problems is therefore extremely
important because they will cause severe difficulties in the
interpretation of the physical processes responsible for the
generation of the data analysed.

Below, we show an example from Huang et al (1999)
and Wu and Huang (2009), which illustrates how scale
mixing problems occur when EMD is applied, and how
they can be solved by EEMD. As mentioned before, scale
mixing problems occur mainly because of intermittency in the
signal. This makes the distribution of extrema non-uniform
and therefore the range defined by the upper and lower
envelopes, interpolated from the extrema, cannot cover the
data completely and the mean of the upper and lower envelopes
does not represent the exact trend of the signal (see, for
example, figure A2(a), middle image). It should also be noted
that, each time the sifting process subtracts the estimated
trend from the signal, it will also likely subtract information
concerning other scales from the original signal. Therefore, if
the signal trend cannot be correctly defined, the final result,
which will be an IMF, will of course have information from
other scales and scale mixing problems will emerge. However,
the added white noise will make the extrema be distributed
uniformly throughout the whole signal when applying EEMD,
and therefore the envelopes and trend can be defined more
accurately, thereby reducing the scale mixing problems.

Figure A1 shows the signal used in this example, which
is composed of the sum of two signals: s1 and s2. s1 is

308



Analysis of ocean internal waves imaged by multichannel reflection seismics, using ensemble empirical mode decomposition

(a) (b)

Figure A2. (a) The first sifting process and the corresponding result (recalculated after Wu and Huang (2009)). The first image is the
original signal. The second image shows the process of sifting, in which the black solid line is the signal, the grey dotted lines are the
envelopes (upper and lower) and the grey solid line is the mean of the envelopes. The third image is the result after sifting once. (b) The
complete decompositions of the signal by EMD; imf1 is the first component, and res is the residual.

intermittent and its scale is comparatively small, whereas s2 is
a simple sinusoidal signal with a larger scale. According to the
EMD theory, several sifting processes are necessary to extract
an IMF. Figure A2(a) is the result after sifting once. We can
see that there are many oscillations with a larger scale left in
the result shown in the third row of figure A2(a); however only
one sifting process was carried out. Figure A2(b) shows the
final decomposition of the signal into imf1 and a residual (res).
Again there are still some oscillations of small scale mixed with
large scale in imf1, and this is the first type of scale mixing
described above; oscillations of large scale also exist in both
imf1 and the residual—this is the second type of scale mixing;
finally, at the location denoted as (1), because of the relatively
small value of imf1, the corresponding location of the residual
is relatively large, and at location (2) the opposite situation
occurs—this is the third type of scale mixing.

Figure A3 shows the decomposition of the same signal
shown in figure A2, using EEMD. Figure A3(a) shows the
result when the ensemble number is set to 1. Without stacking,
the first three IMFs contain much noise besides the signal, but
the purpose of avoiding scale mixing has been achieved for
there are no oscillations of large scale in the first three IMFs.
However, the result does not look so good without stacking.
Figure A3(b) is the result when the ensemble number is set
to 100. Now the result looks much better because the noise is
nearly completely eliminated by stacking. In order to obtain
a result with more physical meaning, the first three IMFs
were combined into a new component c1, and the last two
IMFs into another component c2, as shown in figure A3(c).
Figure A3(d) shows the differences between the original signal
and the results from EEMD (diff1 is the result of s1 minus c1
and diff2 is the result of s2 minus c2). The locations marked by
circles are those which earlier had relatively large differences,
but that now look very small, confirming the excellent result
obtained with EEMD.

Appendix B. Sensitivity of EMD to perturbations

Any digital signal processing method should be stable and
robust, and therefore one does not expect very large changes
in the result from just tiny oscillations in the input signal.
However, the performance of EMD is not satisfactory in this
respect (Wu and Huang 2009, Wu et al 2009). In the smooth
area of a signal, if a tiny change is introduced at any point, the
decompositions will show dramatic changes in a broad range
centred at the perturbed point.

In the smooth area of the signal, there are a few
extrema and therefore the interpolated envelopes can easily
be significantly influenced by the ‘outsider’ perturbation.
Because of such tiny perturbations, there will appear one
or more extrema. Since the envelopes are interpolated from
the extrema, the envelopes will change a lot around the
perturbations, which will in turn cause the mean of envelopes to
also change a lot, and this will affect the final decompositions.
The affected area will be mainly between the two extrema
closest to the perturbations, because when applying cubic
splines, the area between two nodes (here referred to as
extrema) is most affected by the two closest nodes; the other
nodes will have less and less influence with increasing distance
from the perturbation. The reason why EEMD can reduce
sensitivity to perturbations is that the added white noise make
the extrema distributed along the signal, and therefore the area
affected by the local perturbation will be minimized.

Another example is shown in figure B1. Here, the
original signal is now composed of the sum of two sinusoidal
signals. Figure B1(a) shows the resulting EMD decomposition.
Because of the lack of adequate sampling rate and the influence
of edge effects, the decompositions are not identical to the
original sinusoidal signal, especially near the boundaries.
Nevertheless, the overall pattern is fairly similar, and it
was possible to successfully decompose the signal into two
components. In figure B1(b), a small perturbation was added
at point 100 in the horizontal axis (marked by the circle), and
then the signal was again decomposed with EMD. From the
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(c) (d)

(a) (b)

Figure A3. (a) EEMD decomposition of the synthetic signal shown in figure A1 for an ensemble number of 1 (NE = 1). (b) EEMD
decomposition for NE = 100. (c) c1 is the sum of imf1, imf2 and imf3; c2 is the sum of imf4 and the residual. (d) diff1 is the difference
between c1 and s1 (of figure A1); diff2 is the difference between c2 and s2. The three circles mark the positions where some very small
differences can be observed.

(a) (b)

Figure B1. Synthetic signal composed of the sum of two sinusoidal curves. (a) The decompositions by EMD; (b) the EMD decomposition
when there is a small disturbance added at the position marked by the circle. Rectangles roughly mark the areas affected by the disturbance.
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(a) (b)

Figure B2. (a) EEMD decompositions of the signal in figure B1(b), for NE = 100; (b) c1 is the sum of imf1, imf2 and imf3; c2 is imf4; c3 is
the residual.

next two images of figure B1(b) it can be observed that the
results of decompositions change a lot within the area marked
by the rectangle. This is what we would like to avoid, and
is due to the sensitivity of EMD to perturbations, rather than
related to any real physical meaning of the signal. Figure B2
shows the decompositions of the signal (same as shown in
figure B1(b)) by EEMD with the ensemble number equal
to 100. Contrary to the results from EMD, not only has
the stability of the decomposition process been guaranteed,
but also the perturbation could be isolated. As shown in
figure B2(a), the perturbation was mainly contained in imf1
and imf2; imf3 contains little information of the original
signal but has some edge effects. The main components of
the signal are contained in imf4 and the residual, respectively.
Just as before, the first three IMFs were combined into a new
component c1, imf4 was treated as a new component c2, and
the residual was treated as c3 (figure B2(b)).
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