A RMSA Algorithm Resilient to Multiple Node Failures on Elastic Optical Networks

Fábio Barbosa, Amaro de Sousa, 
Instituto de Telecomunicações 
Universidade de Aveiro 
3810-193 Aveiro, Portugal 
{fabio Barbosa, asou}@ua.pt

Agostinho Agra, 
CIDMA / IT, Dept. Matemática 
Universidade de Aveiro 
3810-193 Aveiro, Portugal 
aagra@ua.pt

Krzysztof Walkowiak, Róża Goścień, 
Department of Systems and Computer Networks 
Faculty of Electronics, 
Wrocław University of Science and Technology 
Wrocław, Poland 
{krzysztof.walkowiak, roza.goscien}@pwr.edu.pl

Abstract—An Elastic Optical Network (EON) provides a lot of flexibility on the way an optical network supports the demands of multiple services. This flexibility is given by the Routing, Modulation and Spectrum Assignment (RMSA) algorithm whose primary goal is to use the spectrum resources of the network in an efficient way. Recently, large-scale failures are becoming a concern and one source of such failures is malicious human activities. In terrorist attacks, although node shutdowns are harder to realize than link cuts, they are the most rewarding in the attackers’ perspective since the shutdown of one node also shuts down all its connected links. In order to obtain a RMSA algorithm resilient to multiple node failures, we propose the use of a path disaster availability metric which measures the probability of each path not being affected by a multiple node failure. We present computational results considering a mix of unicast and anycast services in 3 well-known topologies. We assess the trade-off between spectrum usage efficiency and resilience to multiple node failures of our proposal against other previous known algorithms. The results show that the RMSA decision is always better when the disaster path availability metric is used. Moreover, the best way to use the path disaster availability metric in the RMSA decision depends on the traffic load of the EON.

Index Terms—Elastic Optical Networks, RMSA, Multiple Node Failures, Disaster Resilience

I. INTRODUCTION

An Elastic Optical Network (EON) provides a lot of flexibility on the way an optical network can support the demands of multiple services. This flexibility is given by the Routing, Modulation and Spectrum Assignment (RMSA) of each demand and is used, in practice, to make the most out of the available spectrum resources of the optical network.

The primary goal of the RMSA is to use the resources in an efficient way, i.e., by keeping the spectrum resources usage low so that future demands can be accommodated as much as possible [1]–[5]. Then, other goals can also be considered as transceiver costs or power consumption [6]–[8].

One of the most relevant goals is the network resilience to failures. Network resilience is, broadly speaking, the ability of the network to keep supporting the service demands in case of network failures. Many works address this problem considering protection mechanisms to guarantee that all demands can be maintained after any single link or node failure [9]–[11].

Recently, large-scale failures are becoming a concern to network operators due to different causes, as natural disasters [12] or human malicious activities [13], which might involve a significant number of simultaneous failures. The guarantee that all demands are maintained in a large-scale failure is infeasible in practice as the required resources become too costly. In this case, the aim is to improve the network preparedness to large-scale failures by maximizing the amount of demand that can still be maintained in face of such failures. In terrorist attacks, although node shutdowns are harder to realize than link cuts, they are the most rewarding in the attackers’ perspective since the shutdown of one node also shuts down all its connected links. So, in this work, we deal with the multiple node failures as they are the most harmful case.

The topology design of optical networks resilient to multiple node failures was recently addressed in [14]. In that work, the resilience is evaluated by the impact of the simultaneous failure of the critical nodes, i.e., the nodes with the highest impact on the connectivity of the network. Here, we propose a family of RMSA algorithms resilient to multiple node failures assuming that an attacker “discovers” with some probability a set of nodes to be attacked. The algorithms use a path metric, which we name path disaster availability, in the RMSA decision of each demand. This metric measures the probability of the path not being affected by the attacked nodes. Although the concept of path availability is commonly used to characterize the availability of networking services to unintended failures, as far as we are aware, it has never been exploited in the context of multiple node failures.

We present a set of computational results considering a mix of unicast and anycast services in 3 well-known topologies and compare the proposed RMSA algorithms with the first-fit algorithm, used in many works due to its simplicity, and with a RMSA algorithm recently used in [15] and adapted from [2]. All algorithms are evaluated through simulation considering a restoration mechanism where, when a multiple node failure happens, the non-affected lightpaths remain unchanged and the demands of the affected lightpaths are reassigned as much as possible in the surviving network resources.

The different RMSA algorithms are compared in terms of spectrum usage efficiency and resiliency to multiple node failures. In the latter case, the resiliency is evaluated by 2 parameters: the average non-disrupted demand (the average demand percentage that is not disrupted after a failure) and the average surviving demand (the average demand percentage
that is supported after a failure). Both parameters are important in practice. Higher surviving demands are important for non-critical services as they are less penalized by short-term disruptions. Higher non-disrupted demands are important for critical services (requiring high availability) and because a lower number of lightpaths required to be reassigned minimizes the instability impact of the simultaneous reconfiguration of many lightpaths.

The paper is organized as follows. In Section II, the path disaster availability metric is presented, together with its determination method. Section III describes the RMSA methods considered in this work. The computational results are presented and discussed in Section IV. Finally, Section V draws the main conclusions of the work.

II. MODELING PATH DISASTER AVAILABILITY FOR MULTIPLE NODE ATTACKS

Consider an EON topology defined by a graph $G = (N, E)$, with a set of $|N|$ nodes and a set of $|E|$ undirected links. Consider the following attack model: an attacker “discovers” with some probability a set of nodes and plans to attack them (almost) simultaneously.

Since public information might exist related to the location of each node (for example, the location of Data Centers is usually publicly known and most likely a network node is nearby), we assume that each node $i \in N$ is associated with a positive weight $w_i$ proportional to the probability of the node being discovered by an attacker. We assume that there is no correlation between discovered nodes as, if exists, it is related to attacker’s organizational issues which require insight information usually not available to the network operator. Moreover, we assume that the number of attacked nodes $s$ is between a minimum number $s_m$ and a maximum number $s_M$. Finally, we assume that the effort to attack $s$ nodes is proportional to the number of nodes and, therefore, the probability of $s$ nodes being attacked, with $s_m \leq s \leq s_M$, is inversely proportional to the number of attacked nodes $1/s$.

First, the path disaster availability $a_p$ of a given path $p$ defined by its set of nodes $i \in p$ (including the source and destination nodes) is:

$$a_p = \prod_{i \in p} (1 - p_i)$$  \hspace{1cm} (1)

i.e., the probability that path $p$ is available in the surviving network. In expression (1), $p_i$ is the probability of node $i \in N$ to be attacked when a multiple node attack is realized and, by the adopted attack model, it is independent of the other attacked nodes.

Then, the probability $p_i$ of node $i \in N$ being attacked is:

$$p_i = \frac{1}{\sigma} \sum_{s=s_m}^{s_M} p_i^s \times \frac{1}{s}$$  \hspace{1cm} (2)

where $\sigma = \sum_{s=s_m}^{s_M} \frac{1}{s}$ and $p_i^s$ is the probability of node $i$ being attacked on an attack to $s$ nodes.

Finally, the probability $p_i^s$ of node $i$ being attacked on an attack to $s$ nodes is the sum of the probabilities of all sequences (without repetitions) of $s$ out of $n$ nodes that include node $i$, given by:

$$p_i^s = \frac{w_i}{W_N} + \sum_{j \in N \setminus \{i\}} \frac{w_j}{W_N} \times \frac{w_i}{W_{N \setminus \{j\}}} + \sum_{j \in N \setminus \{i\}} \frac{w_j}{W_N} \left( \sum_{k \in N \setminus \{i, j\}} \frac{w_k}{W_{N \setminus \{j\}}} \times \frac{w_j}{W_{N \setminus \{j, k\}}} \right) + \ldots$$  \hspace{1cm} (3)

where $W_R$ denotes the sum of the weights of the nodes in set $R$, with $R \subset N$, i.e., $W_R = \sum_{i \in R} w_i$.

The first term $\frac{w_i}{W_N}$ in expression (3) is the probability of all sequences such that node $i$ is the first node of the sequence. The second term $\sum_{j \in N \setminus \{i\}} \frac{w_j}{W_N} \frac{w_i}{W_{N \setminus \{j\}}}$ is the probability of all sequences such that node $i$ is the second node of the sequence, i.e., all sequences composed by a node $j \in N \setminus \{i\}$ in the first position and node $i$ in the second position. The third term is the generalization of the previous term for the sequences such that node $i$ is the third node of the sequence.

The probability $p_i^s$ given by expression (3) has $s$ terms and can be computed recursively as follows. For a given set $N$ of nodes and associated weights $w = \{w_i, i \in N\}$, a given number of attacked nodes $s$ and a given node $i$, the probability $p_i^s$ is computed as:

$$p_i^s = \text{prob}(N, w, i, 0, s)$$  \hspace{1cm} (4)

where $\text{prob}()$ is a recursive function defined in Algorithm 1. The input parameters (Line 1) are a set of nodes $R$ which were still not selected (in the first call in (4), this parameter is the complete node set $N$), the set $w$ of node weights, the node $i$ whose probability we want to compute, the number $z$ of already selected nodes (in the first call in (4), this parameter is $z = 0$) and the number $s$ of nodes to be selected.

Algorithm 1  Recursive function to compute $p_i^s$

1: function $p = \text{prob}(R, w, i, z, s)$
2: \hspace{1cm} $z \leftarrow z + 1$
3: \hspace{1cm} $W_R \leftarrow \sum_{j \in R} w_j$
4: \hspace{1cm} $p \leftarrow \frac{w_i}{W_R}$
5: \hspace{1cm} if $z < s$ then
6: \hspace{1cm} \hspace{1cm} for all $j \in R \setminus \{i\}$ do
7: \hspace{1cm} \hspace{1cm} \hspace{1cm} $p \leftarrow p + \frac{w_j}{W_R} \times \text{prob}(R \setminus \{j\}, w, i, z, s)$
8: \hspace{1cm} \hspace{1cm} end for
9: \hspace{1cm} end if
10: return $p$

III. RMSA ALGORITHMS

Consider a given EON topology defined by graph $G = (N, E)$ and a given set $D$ of estimated traffic demands. Each demand $d \in D$ can be of either unicast or anycast service type. In unicast services, each demand is characterized by a pair of end-nodes $(s_d, t_d)$ and its required bit-rate $b_d$. In anycast services, a set $S$ of services is provided by a set $C \subset N$ of existing Data Centers (DCs) and each anycast service $r \in S$ is provided by a DC subset $C_r \subseteq C$. Then, each anycast demand
is characterized by a source node \( s_d \), an anycast service \( r_d \in S \) and a bit-rate \( b_d \). In this case, the anycast demand can be satisfied by any of the DCs in \( C_{r_d} \).

The RMSA algorithm determines the way lightpaths are assigned both in the regular state and in any failure state. To model the RMSA, we need additional sets and parameters. Set \( F = \{1, 2, \ldots, |F|\} \) is the ordered set of Frequency Slots (FSs) available on each fiber link to be assigned to lightpaths. Set \( P_d \) is the set of candidate paths associated with demand \( d \in D \), ordered from the shortest to the longest optical length.

The optical length of a path is the sum of its link lengths plus a given length value \( \Delta \) per intermediate node (which models the optical degradation suffered by a lightpath while traversing an intermediate optical switch). Each \( p \in P_d \) is defined by:

- the binary parameters \( \alpha^p_e \) which are equal to 1 if link \( e \in E \) is in \( p \), or equal to 0 otherwise;
- the integer parameter \( n_p \) indicating the number of FSs of the most efficient modulation format whose transmission range is not lower than the optical length of \( p \).

### A. First-Fit RMSA Algorithm

In the First-Fit (FF) RMSA algorithm, each demand \( d \) is routed in the first candidate path with available resources. Starting from an empty network, this task is conducted for each demand by some order. Many works assume the order of the demands given by the input data file. However, the best results are obtained if we consider first the demands that require more network resources. For fairness reasons when comparing the different RMSA algorithms, in this work, we consider this “more sophisticated” FF approach.

Initially, the set of demands \( d \in D \) is ordered based on the properties of the shortest path of its set of candidate paths, i.e., the first path in \( P_d \). This order follows the next 3 hierarchical orders (from the most important to the least important):

1. decreasing order of the number of hops of the optical shortest path between the source \( s_d \) and either the destination \( t_d \) (for unicast demands) or the closest DC (for anycast demands);
2. decreasing order of the demand bit-rate \( b_d \);
3. decreasing order of the optical shortest path length between the source \( s_d \) and either the destination \( t_d \) (for unicast demands) or the closest DC (for anycast demands).

This ordering strategy was adopted after some preliminary computational tests. Then, for each \( d \in D \) (and by this order), we compute the highest FS \( f \) of the lowest set of \( n_p \) contiguous FSs that can be assigned on the shortest path \( p \in P_d \) without overlap with previous assignments. If \( f \in F \), a lightpath is assigned to demand \( d \) on path \( p \) and on FSs from \( f - n_p + 1 \) to \( f \). Otherwise, the process is repeated for the next shortest path \( p \in P_d \) until a lightpath can be assigned to demand \( d \) or all paths in \( P_d \) have been computed (in the latter case, the demand is not assigned).

### B. Resilient RMSA Algorithms

Recall that the required number of FSs \( n_p \) depends on the candidate path \( p \in P_d \). First, consider for each demand \( d \) the parameter \( n_d \) with the minimum number of FSs required by any of its candidate paths \( p \in P_d \), i.e., \( n_d = \min_{p \in P_d} n_p \). Consider also \( P_e \) as the set of candidate paths of all demands that include link \( e \in E \).

A RMSA algorithm for the regular state of the network is defined in Algorithm 2, following the general approach proposed in [2]. In a nutshell, Algorithm 2 is a greedy algorithm that starts with an empty network (i.e., all FSs are free in all links) and, iteratively, assigns to a demand \( d \in D \), a lightpath \( p \in P_d \) and a set of \( n_p \) contiguous FSs. Algorithm 2 starts by computing the maximum value \( n \) among the \( n_d \) values of all demands (Line 1) and initializes set \( D \) with all demands such that \( n_d = n \) (Line 3). Then, for all candidate paths of all demands in \( D \) (Line 6), the algorithm computes the lowest set of \( n_p \) contiguous FSs that can be assigned without overlapping with previous assignments (Lines 7–11) and, among all, it selects the one according to a given best assignment condition (Lines 8–10), explained later. The selected path and associated set of FSs are used to assign the lightpath to the corresponding demand (Line 12) and the demand is removed from set \( D \) (Line 13). When \( D \) becomes empty, \( n \) is decremented (Line 15) and the algorithm continues until \( n \) reaches 0.

**Algorithm 2 Robust RMSA**

1. Initialize \( n \leftarrow \max_{d \in D} n_d \)
2. while \( n \geq 1 \) do
3. \( D \leftarrow \{d \in D : n_d = n\} \)
4. while \( D \neq \emptyset \) do
5. \( f \leftarrow \infty, \bar{l} \leftarrow \infty, \bar{d} \leftarrow \emptyset, \bar{p} \leftarrow \emptyset \) and \( \bar{a} \leftarrow 0 \)
6. for all \( p \in P_d, d \in D \) do
7. \( f \leftarrow \) highest FS index of the lowest set of \( n_p \) contiguous FSs that can be assigned on \( p \) to \( d \) without overlap with previous assignments
8. if [best assignment condition] then
9. \( f \leftarrow f, \bar{p} \leftarrow p, \bar{d} \leftarrow d, \bar{l} \leftarrow l_p \) and \( \bar{a} \leftarrow a_p \)
10. end if
11. end for
12. Assign to demand \( d \) a lightpath on the candidate path \( \bar{p} \) and on the FSs from \( f - n_p + 1 \) to \( f \)
13. \( D \leftarrow D \setminus \bar{d} \)
14. end while
15. \( n \leftarrow n - 1 \)
16. end while

The best assignment condition (Line 8) is the step where the RMSA can be tuned according to different lightpath assignment criteria. In [2], a collision metric \( c_e \) is proposed for each link \( e \in E \) given by \( c_e = \sum_{d \in D} \sum_{p \in (P_d \cap P_e)} n_p \). Then, each candidate path \( p \in \bigcup_{d \in D} P_d \) has an associated path collision length metric \( l_p = \sum_{e \in E} \alpha^e c_e \) which is used in the RMSA when selecting candidate paths.
Here, we investigate how both metrics (the path collision length and the path disaster availability, as defined in (1)) can be combined to reach a RMSA algorithm which is more resilient to multiple node failures.

Note that in Lines 5–11 of Algorithm 2, the selected path \( \tilde{p} \) is initialized empty (Line 5) and is updated (Line 9) when a new best candidate path \( p \) is found (Line 8). So, the best assignment condition in Line 8 is a comparison between the best path already found \( \tilde{p} \) (associated with demand \( d \) with the highest FS \( f \), collision length \( l \) and disaster availability \( \tilde{a} \)) and the current candidate path \( p \) (associated with demand \( d \) with the highest FS \( f \), collision length \( l_p \) and disaster availability \( a_p \)).

To define different best assignment conditions, we consider 3 measures: the best FS ("S"), the best path disaster availability ("P") and the best path collision length ("C"). Then, the following 4 different best assignment conditions were investigated:

**SC:** \( p \) is better than \( \tilde{p} \) if its highest FS is better \((f < \tilde{f})\), or if \( f = \tilde{f} \) and its collision length is better \((l_p < \tilde{l})\). This condition represents the strategy proposed in [2] where it is shown to be more efficient than other RSMA algorithms in terms of spectrum usage efficiency.

**SPC:** \( p \) is better than \( \tilde{p} \) if its highest FS is better \((f < \tilde{f})\), or if \( f = \tilde{f} \) and its disaster availability is better \((a_p > \tilde{a})\), or if \( a_p = \tilde{a} \) and \( l_p < \tilde{l} \). The first preference is still to assign the lowest spectrum but, as a tie-breaker, the path disaster availability is used aiming to improve the resilience to multiple node attacks (the collision length is only used as a tie-breaker of the path disaster availability).

**PSC:** \( p \) is better than \( \tilde{p} \) if its disaster availability is better \((a_p > \tilde{a})\), or \( a_p = \tilde{a} \) and its highest FS is better \((f < \tilde{f})\), or if \( a_p = \tilde{a} \) and \( f = \tilde{f} \) and its collision length is better \((l_p < \tilde{l})\). Now, the first preference is the path disaster availability even if \( p \) requires higher spectrum than \( \tilde{p} \) (i.e., the aim is to improve the resilience to multiple node attacks at the possible cost of a lower spectrum usage efficiency).

**Mix:** it is defined as PSC if \( f \leq H \), or as SPC if \( f > H \), where \( H \) is the highest FS already assigned to all previous lightpaths. It is a combination of the two previous cases: if the highest FS \( f \) of path \( p \) does not increase \( H \), the first preference is to improve the disaster resilience; otherwise, the first preference is to assign the lowest spectrum.

Algorithm 2 with the SC best assignment condition was recently used in [15] in the design of EONs resilient to multiple node failures. Like in here, a restoration mechanism is considered in [15] where, when a multiple node failure happens, the non-affected lightpaths remain unchanged and the affected demands are reassigned as much as possible in the surviving network. Following [15], we consider for the failure state (i.e., when multiple nodes fail), a RMSA algorithm slightly different than the RMSA algorithm used in the regular state (as presented in Algorithm 2). The algorithm starts with the FSs occupied by the non-affected lightpaths (i.e., with a fragmented spectrum occupation). Then, the RMSA considers the demands in increasing order of their \( n_q \) values (as opposed to the decreasing order used in Algorithm 2) as the increasing order performs better, on average (lightpaths requiring less number of FSs can better fit in the initial fragmented spectrum). Finally, the SC best assignment condition is used as in a failure state the aim is to reassign as much as possible the affected demands (spectrum usage efficiency is the most important aim).

IV. COMPUTATIONAL RESULTS

The computational results presented in this section are based on 3 network topologies with public available information [16]: Germany50, Cost266 and Janos-US. Table I presents their topology characteristics in terms of number of nodes \(|N|\) and fiber links \(|E|\), average node degree \(\bar{\delta}\), average link length \(\bar{l}\) and diameter, i.e., the highest length among all shortest paths adding \(\Delta\) per intermediate node (the length \(\Delta\) modeling the degradation suffered by a lightpath on each intermediate node was set to 60 km). The last column presents the number of DC nodes considered on each topology. The network topologies are shown in Fig. 1 with DC node locations (highlighted in large circles) selected among the nodes with largest node degree.

| Network        | |E| | \(\bar{\delta}\) | \(\bar{l}\) | Diameter | |C| |
|----------------|---|---|---------------|-----------|-----------|-------|
| Germany50      | 50 | 88 | 3.52          | 100.7     | 1417      | 11    |
| Cost266        | 37 | 57 | 3.08          | 438.1     | 4574      | 9     |
| Janos-US        | 26 | 42 | 3.23          | 600.6     | 5094      | 7     |

Fig. 1: Network topologies.

The candidate paths associated to each demand were computed with a k-shortest path algorithm considering \(k = 5\) in
Considering the estimated demand set \( D \), we have considered 5 sets for each topology with an increasing amount of traffic in which each set considers the traffic equally divided into unicast and anycast traffic.

Regarding the unicast traffic, each unicast demand \( d \in D \) has its end-nodes \( (s_d, t_d) \) randomly generated without replacement (with a uniform distribution among all nodes) and its bit-rate \( b_d \) (in Gbps) randomly generated with a uniform distribution in the set \{50, 100, 150, 200\}.

Regarding the anycast traffic, a set of five anycast services \(|S| = 5\) is considered in all cases and each service \( r \in S \) is served by five randomly selected DCs from \( C \) (i.e., the DC subset \( C_r \) of anycast service \( r \in S \) is randomly selected with a uniform distribution from the set of all DC nodes \( C \)). Then, each anycast demand \( d \in D \) has its source node \( s_d \) randomly generated with a uniform distribution among all nodes, its anycast service \( r_d \in S \) randomly generated with a uniform distribution between all services and its bit-rate \( b_d \) (in Gbps) randomly generated with a uniform distribution in the set \{50, 100, 150, 200\}.

The \( s_d \) and \( r_d \) values are generated without repetition (i.e., we guarantee at most one demand from each source node \( s_d \) to each anycast service \( r \in S \)).

Concerning the multiple node attacks, we have considered that the number of attacked nodes \( s \) is between \( s_m = 2 \) and \( s_M = 6 \) (we have excluded \( s = 1 \) since typical topologies are already resilient to single node failures). Moreover, the node weights (defining the probability of the nodes being discovered by the attacker), were assumed to be \( w_i = 5 \) for the DC nodes (set \( C \)) and \( w_i = 1 \) for all other nodes (set \( N \setminus C \)).

Table III presents the highest allocated FS obtained by each RMSA algorithm on each problem instance in the regular state (\( T \) is the total bit-rate, in Tbps, of the instance, i.e., \( T = \sum_{d \in D} b_d \)). The lowest value among all algorithms is highlighted in bold for each problem instance and the absence of a value means that the RMSA algorithm was not able to assign lightpaths to all demands.

### TABLE III: Highest FS allocated by each RMSA method.

<table>
<thead>
<tr>
<th>Network</th>
<th>( T ) (Tbps)</th>
<th>FF</th>
<th>SC</th>
<th>SPC</th>
<th>PSC</th>
<th>Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany50</td>
<td>20</td>
<td>90</td>
<td>62</td>
<td>65</td>
<td>108</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>177</td>
<td>119</td>
<td>113</td>
<td>199</td>
<td>146</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>282</td>
<td>172</td>
<td>179</td>
<td>318</td>
<td>235</td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>320</td>
<td>227</td>
<td>221</td>
<td>_</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>_</td>
<td>320</td>
<td>319</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Cost266</td>
<td>15</td>
<td>122</td>
<td>65</td>
<td>64</td>
<td>91</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>218</td>
<td>138</td>
<td>133</td>
<td>199</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>275</td>
<td>181</td>
<td>185</td>
<td>258</td>
<td>238</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>320</td>
<td>250</td>
<td>251</td>
<td>_</td>
<td>292</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>_</td>
<td>300</td>
<td>310</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Janos-US</td>
<td>15</td>
<td>113</td>
<td>73</td>
<td>76</td>
<td>89</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>226</td>
<td>155</td>
<td>156</td>
<td>191</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>317</td>
<td>211</td>
<td>214</td>
<td>276</td>
<td>258</td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>_</td>
<td>254</td>
<td>248</td>
<td>_</td>
<td>299</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>_</td>
<td>294</td>
<td>288</td>
<td>_</td>
<td>_</td>
</tr>
</tbody>
</table>

Table III results show that, concerning spectrum usage efficiency, both SC and SPC based RMSA algorithms present very similar results and are much more efficient than the others. This is a direct consequence of both using the highest FS as the first measure in the best assignment condition. The PSC based RMSA strongly penalizes the spectrum usage efficiency (even worst than FF in the Germany50) while the Mix (being a combination of the SPC and PSC) presents intermediate penalty results.

In order to assess the resilience of each RMSA algorithm to multiple node attacks, we have generated 500 random attacks for each problem instance (after some preliminary testing, this value was shown to be good enough as larger values do not significantly change the average results).

Each attack was implemented as follows. First, the number of attacked nodes \( s \) is randomly generated in \( \{s_m, \ldots, s_M\} \) with probabilities proportional to \( 1/s \). Then, \( s \) network nodes...
are randomly sampled without repetition with probabilities proportional to the weights $w_i$. For each attack, we run the RMSA algorithm variant for the failure state and we compute the total non-disrupted demand (the sum of the demands whose lightpaths were not disrupted) and the total surviving demand (the sum of the demands whose lightpaths were not disrupted plus the sum of the demands that were assigned with new lightpaths). Finally, the resiliency of each RMSA algorithm is evaluated by 2 parameters: the Average Non-Disrupted Demand (the average bit-rate percentage that is not disrupted among all 500 attacks) and the Average Surviving Demand (the average bit-rate percentage that is supported after the attack among all 500 attacks).

Table IV presents the average results of the resilience evaluation of each RMSA algorithm on each problem instance (once again, best values among all RMSA algorithms highlighted in bold for each problem instance).

First, note that when multiple nodes are shut down, there are some demands that cannot survive whatever RMSA is adopted. The obvious ones are the demands such that at least one of its end-nodes is a shutdown node. Then, in multiple node shutdowns that separate the network in different components: (i) unicast demands with end-nodes in different components cannot survive and (ii) anycast demands whose source node is in a network component without any of the DC nodes of its anycast service also cannot survive. So, on each random attack, the total demand that can survive is also computed and both evaluation parameters are determined as percentages of this total survivable demand. The last column “Survivable Demand” of Table IV presents the average total bit-rate that can survive among all 500 random attacks.

Regarding the Average Non-Disrupted Demand, the best results are provided, on average, by the PSC based RMSA (i.e., using the path disaster availability metric as the first measure in the best assignment condition). However, due to its low spectrum usage efficiency (already seen in the results of Table III), it can be used in practice only for light to medium loaded EONs. The Mix based RMSA is, on average, the second best algorithm and, as it can accommodate more total traffic demand, it becomes the best algorithm for the demand sets $D$ that cannot be accommodated by the previous PSC based RMSA. Finally, for the demand sets $D$ with the highest traffic, the SPC based RMSA provides the best results although closely followed by the SC based RMSA. Note that there is no case where either the FF or the SC based RMSA algorithms are better than all RMSA algorithms using the path disaster availability metric.

Regarding the Average Surviving Demand, all RMSA algorithms present similar results for the demand sets $D$ of lower traffic (in fact, for the smallest traffic values considered in each topology, all RMSA algorithms were able to maintain 100% of all survivable demand). When the total demand becomes higher, then the SPC based RMSA becomes the best, on average, although closely followed by the SC based RMSA. Again, there is no case where the FF RMSA is better than all other algorithms.

Finally, it should be pointed out that, for a given problem instance, the percentage difference across all RMSA algorithms is never higher than 3% in Table IV. The next tables show the resilient evaluation of the different RMSA algorithms in a different way by presenting the number (in percentage) of the 500 random attacks such that each RMSA algorithm (excluding the FF based RMSA) has provided the best resiliency value. Table V presents the results for the Average Non-Disrupted Demand while Table VI presents the results for the Average Surviving Demand. In both cases, when a best value is given by multiple algorithms, it is accounted in the percentage of all of them (once again, best values highlighted in bold).

Regarding the Average Non-Disrupted Demand, the results in Table V highlight the conclusions taken from Table IV. For the three lowest traffic instances of all topologies, the SPC based RMSA is the best algorithm on 52.3% of the attacks (among 4 algorithms); then, for the fourth traffic instance of all topologies, the Mix based RMSA becomes the best algorithm on 73.1% of the attacks (among 3 algorithms); finally, for the highest traffic instance of all topologies, the SPC based RMSA is the best algorithm on 66.1% of the attacks (among 2 algorithms).

Regarding the Average Surviving Demand, in Table VI confirm the conclusions taken from Table IV. For the lowest traffic instance of each topology, all RMSA algorithms were able to maintain 100% of all demand that can survive. For the problem instances with growing traffic demand, the SPC based RMSA becomes the best, on average, and the SC based RMSA becomes the second best algorithm.

In the overall, the trade-off analysis between spectrum usage efficiency (Table III) and resiliency to multiple node failures (Tables IV, V and VI) among the different RMSA algorithms is as follows. First, the FF RMSA is worst than all other algorithms, on average, as it is one of the algorithms with the lowest spectrum usage efficiency and, for all cases, it never provides the best resiliency to multiple node failures. This comes without surprise, although we have adopted a “more sophisticated” variant, as described in Section III.

Then, comparing the RMSA algorithms using the disaster path availability metric (SPC, PSC and Mix) with the previously known SC based RMSA, we can conclude that the 3 alternatives provide 3 different trade-offs. The PSC alternative provides significant better resiliency at the cost of an intermediate penalty of spectrum usage efficiency. The SPC alternative provides slightly better resiliency with the same spectrum usage efficiency. Finally, the Mix alternative is a trade-off between the two previous ones providing an intermediate level of resiliency gain at the cost of an intermediate penalty of spectrum usage efficiency.

As a consequence, the best RMSA algorithm depends on the traffic load of the EON. For lightly loaded networks, since spectrum resources are abundant, the PSC based RMSA is the best alternative as an higher percentage of non-disrupted demand can be provided. For medium loaded networks, the Mix based RMSA is the best alternative for the cases such that
the previous algorithm cannot accommodate all the traffic. For heavily loaded networks, the SPC based RMSA is still better than the previous known SC based RMSA as it has the same spectrum usage efficiency and it is better (at least slightly) in both the non-disrupted demand percentage and surviving demand percentage.

Table VII presents the total running time, in seconds, of each RMSA algorithm on the same problem instances used in the previous algorithm (column “k-SP”), which is common to all algorithms, and of each RSMA algorithm on the highest demand problem instance of each network such that the algorithm has accommodated all the traffic (i.e., the RSMA algorithm was able to assign lightpaths to all demands). For each algorithm, the total running time is the sum of its running time with the k-shortest paths algorithm runtime.

Table VII shows that the pre-computation of the set of candidate paths for all demands is much more time-consuming than the RMSA itself. Moreover, because the FF strategy requires ordering the set of demands, it presents a higher runtime than all other RMSA algorithms. Finally, and more importantly, the disaster path availability metric does not impose any runtime penalty in the RMSA decision, when compared with the previously known SC based RMSA algorithm.

Finally, Table VIII presents the average running time per attack (among all 500 attacks), in seconds, of each RSMA algorithm on the same problem instances used in the previous
Table. In this case, the values include the computation of the 
k-shortest paths for all demands with disrupted lightpaths as 
these demand sets vary between the different cases.

**TABLE VIII: Average running time (in seconds) of each 
RMSA algorithm per attack.**

<table>
<thead>
<tr>
<th>Network</th>
<th>T</th>
<th>FF</th>
<th>SC</th>
<th>SPC</th>
<th>PSC</th>
<th>Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany50</td>
<td>70</td>
<td>4.237</td>
<td>4.644</td>
<td>4.361</td>
<td>3.958</td>
<td>3.991</td>
</tr>
<tr>
<td>Cost266</td>
<td>45</td>
<td>1.598</td>
<td>1.624</td>
<td>1.645</td>
<td>1.527</td>
<td>1.538</td>
</tr>
<tr>
<td>Janos-US</td>
<td>45</td>
<td>0.548</td>
<td>0.568</td>
<td>0.572</td>
<td>0.531</td>
<td>0.537</td>
</tr>
</tbody>
</table>

Table VIII shows that the running times are very similar 
among all algorithms but the RMSA algorithms that prioritize 
the path disaster availability metric (PSC and Mix) are slightly 
faster, on average, than the others. Since these algorithms 
provide better average non-disrupted demand, the total number 
of demands whose lightpaths are disrupted is lower, on 
average, and so these RMSA algorithms have a lower number 
of demands for lightpath reassignment.

**V. CONCLUSIONS**

In this work, we have proposed a family of RMSA algo-
rithms resilient to multiple node failures due to malicious 
human activities. First, we have assumed that an attacker 
“discovers” with some estimated probabilities a set of nodes to 
be attacked and we have proposed a path disaster availability 
metric that measures the probability of each path not being 
affected by the attacked nodes. Then, the path disaster avail-
ability metric was included in the RMSA decision in three 
different alternative ways (SPC, PSC and Mix).

The resulting algorithms were compared with the simplest 
first-fit algorithm and with a previously known RMSA al-
gorithm in terms of spectrum usage efficiency, average non-
disrupted demand and the average surviving demand.

The results have shown that the RMSA decision is always 
better when the disaster path availability metric is included 
but the best algorithm depends on the traffic load of the 
EON. For lightly loaded networks, the SPC based RMSA is 
the best alternative as an higher percentage of non-disrupted 
demand can be provided. For medium loaded networks, the 
Mix based RMSA is the best alternative for the cases such 
that the previous algorithm cannot accommodate all the traffic. 
For heavily loaded networks, the SPC based RMSA is still 
better than the previous known algorithm as it has the same 
spectrum usage efficiency and it is better (at least slightly) 
in both the non-disrupted demand percentage and surviving demand percentage.

Finally, the computational results have also shown that the 
use of the disaster path availability metric in the RMSA 
decision does not impose any runtime penalty in any of the 3 
proposed alternatives.
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