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Resumo As crescentes exigências das redes móveis estão a levar a infraestrutura de
telecomunicações ao seu limite. Novas tecnologias centradas em agrega-
dos de antenas e multiplexagem espacial têm sido propostas para ultrapas-
sar os desafios impostos por tais exigências. Este trabalho apresenta uma
visão abrangente das redes móveis atuais, escrutinando as suas exigências,
as soluções apresentadas, os desafios adjacentes, bem como a opinião da
indústria.

Os problemas mais cŕıticos do hardware de radio frequência para a quinta
geração de redes móveis são apurados a partir de uma análise detalhada
do cenário das redes sem fios, sendo apresentado um plano a longo prazo
para abordar estas problemáticas. A curto prazo o trabalho foca-se em
caracterização de antenas, visto que as antenas são um ponto central nas
comunicações sem fios do futuro.

Inicialmente são apresentados conceitos básicos sobre antenas, dando-se de
seguida ênfase às antenas microstrip, sendo apresentado todo o processo de
śıntese, otimização e caracterização de uma antena microstrip retangular
e de um agregado de antenas linear de oito elementos com frequência de
operação 5.67GHz. Neste âmbito, algumas propriedades dos agregados,
como o varrimento angular do feixe eletromagnético e técnicas de śıntese
de fonte eletromagnética, são também exploradas.

Finalmente, apresenta-se um estudo sobre o impacto que a distorção não
linear de sinal pode ter no diagrama de radiação do agregado de ante-
nas. O objetivo é expandir os conhecimentos do estado-da-arte acerca das
limitações que a distorção não linear pode impor na multiplexagem espacial.
Neste sentido, um modelo teórico descritivo deste fenómeno é proposto e
validado por simulação eletromagnética e por medições experimentais.





Keywords 5G, ADS, Antenna, Antenna Arrays, CST, Distortion, Massive
MIMO, Microstrip, Mobile Networks, Nonlinear, Radiation Pattern,
Radio Frequency, Spatial Multiplexing, Wireless Communications.

Abstract The present mobile scenario demands are stretching the existing telecom
infrastructure to the limit. New technologies centred around antenna arrays
and spatial multiplexing have been proposed to overcome the challenges im-
posed by these demands. This work overviews the mobile scenario, scrutiniz-
ing demands, presented solutions, challenges and the industry’s perspective
of the Fifth Generation of mobile communications.

From a careful analysis, the 5G’s most critical radio frequency hardware
issues are detailed, and a long-term approach to address them is presented.
On the short-term the work focuses on antenna characterization, because
antennas are a central part of future wireless communications.

Initially, basic antenna concepts are presented, then emphasis is given to
microstrip antennas, going through all the steps of designing, optimizing
and measuring a rectangular microstrip antenna and an eight element linear
antenna array for 5.67GHz. Array features such as scanning and source
synthesis are also explored.

Finally, the impact of signal nonlinear distortion on the antenna array pat-
tern is studied, aiming to expand state-of-the-art knowledge on how signal
nonlinear distortion can limit spatial multiplexing. A theoretical model of
the phenomenon is proposed and validated both by electromagnetic simu-
lation and measurements.
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Preface

The present wireless communication scenario is demanding radical architectural changes in
all communication layers. This work is mostly motivated by the hardware changes required
to achieve the mobile communication vision portrayed by researchers, being a continuous
search to understand what hardware is needed in next-generation Radio Frequency (RF)
transceivers.

This dissertation, beyond the presentation of the developed work, aims to give: a good
overview of the present wireless communication scenario; a basic reference guide to beginner
microstrip antenna designers, presented from the familiar point-of-view of someone who is
still very much a beginner, giving basic notes on theory, design and simulation procedures to
help jump-start someone that is stuck; and a bold attempt to address state-of-the-art issues.

Chapter 1 presents an overview of the present wireless telecommunication scenario and of
the Fifth Generation (5G) proposal, giving contextualization for the whole document. This
chapter details the most relevant aspects of the 5G proposal, from the demands, solutions
and challenges to the industry’s perspective on 5G. The focus is on hardware problems. At
the end of chapter 1 the author’s interpretation of 5G is presented. From this interpretation,
a set of important long-term goals is defined and compiled into a vision to address the major
RF problems in the 5G scenario. Due to time constraints, this long-term plan was broken
down into a short-term approach that defines the pathway for the work developed during this
MSc dissertation.

Chapter 2 addresses antenna theory and design in an academic\educational approach.
First important antenna concepts are explained, and then the document moves toward mi-
crostrip antenna design, proceeding with array theory, focusing not only on array design, but
also on source synthesis problems.

Chapter 3 describes the author’s attempt to address state-of-the-art issues. The issue at
hand is the impact of signal distortion on the antenna array pattern. First a brief state-of-the-
art is presented, then a model for this phenomenon is presented theoretically and validated
both by simulation and measurement.

Chapter 4 evaluates the developed work, pointing out victories and shortcomings, alerting
for possible improvements. A final note is given toward the possibilities of future work.

The author wishes the reader to pleasurably flow through this document, enjoying not
only the presented work, but also the reading experience. The very best hopes are that the
reader finds something new in this work, and even if that is not the case, a critical mindset
and advice for improvement are expected.
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Chapter 1

Next-Gen Wireless Communications:
An Overview

1.1 Introduction

Before diving into technical work it is important to understand the present conjecture
of telecom services. Why are disruptive reforms required in next generation wireless com-
munication services? Understanding this was the major propeller toward the definition of
a pathway for this MSc dissertation, giving purpose to the developed technical work. This
chapter is dedicated to the portrayal of such conjecture, emphasizing its cornerstone role in
the developed work, presenting the reader with some contextualization.

This dissertation is, in its broadest scope, about the comprehension of the requirements
and the implementation hazards of analogue RF transceivers for beyond 5G wireless com-
munications. So, in order to perceive the required RF solutions, the following discussion
is mostly shifted toward the scrutinization of the presented proposals in terms of hardware
implications.

Some important questions must be raised. . . What requirements are demanding for such
radical changes in the telecom infrastructure? What plausible technological solutions have
been proposed? What are the major implementation challenges to be faced? What short-
comings can be foreseen? Is this merely a research topic or are manufacturers on the edge of
the developments being carried out toward a new generation of mobile telecommunications?
Answers, supported by research and technical documents, are presented in the following sec-
tions.

1.2 5G: Demands for Next-Gen Wireless Communications

The evolution of wireless telecommunications can be viewed as a continuous attempt to
grasp aspects of the real world experience, embed them in the cellphone and provide them as a
service to every interested user. In the beginning, telecom services merely included phone calls
and messages, which, at the time, was a major breakthrough that improved mail response time
from weeks to instants, and enabled distant users to speak as if they were in the same room,
independently of their location. Meanwhile, more services, such as MMSs and video calls, have
been added to wireless communications. The Internet alone opened the door for a new world of
service opportunities, and in present day there is a real world counterpart for every institution
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or service available at the app store. One can access and be identified by governmental, legal,
financial and banking institutions through the mobile network. Mainstream media had to
reinvent itself because people are now using phones to get informed. With a smartphone one
can do groceries, holiday planning, housekeeping. . . People are replacing personal computers
by a smartphones. Everything can be done using a smartphone! In a way, it can be said
that on the contrary to the early days, where providers tried to convince users about the
value of their telecom services, in present day it seams that the users are the ones who are
demanding ever more challenging services to suit their needs, and providers are the ones who
are struggling to comply.

Due to the utility provided by mobile networks, the number of traditional wireless devices
is growing exponentially [1], being common for a single user to have multiple phones. This
is exponentially intensifying the demand for data rate heavy traffic like 4K video streaming.
Such trend is expected to prevail and raises concerns about the congestion of existing mobile
networks.

Besides the growth in traditional devices, mobile networks are expanding toward new kinds
of terminals and applications. Among these are virtual reality applications, which require high
throughput and low latency, and safety and medical applications, which traditionally relied on
high fidelity wired connections and are now embracing wireless [2], looking to profit from their
almost ubiquitous features. This stresses the mobile infrastructure to provide high reliability
links, something it was not initially designed to do.

Smart technologies are yet another newcomer to mobile, i.e. smart-cities, smart-grid,
smart-roads, smart-vehicles and so on. . . These technologies act based on real world events,
so they require real time operation to optimize user experiences like household mainte-
nance, power consumption or reduction of traffic fatality. Smart tech, like smart-roads and
vehicle-to-x communication, pressure the network for links with very low latency and high
reliability, requesting access to high throughput cloud computing to guarantee user safety [2],
once again pushing the limits of the existing infrastructure.

Large amounts of data are required to support smart tech; sensors are required to collect
data; to make sensors smarter they must be connected to the web. With this emerged the
Internet of Things (IoT) concept. IoT, in its core, consists in placing low cost and low power
sensors in everything, allowing the network to access any real world data it might require.
IoT will skyrocket the number of wireless terminals. Considering that even pieces of clothing
will have at least one IoT sensor, one will easily find over a thousand devices connected to
the web in a single household. Even though a well defined number cannot be determined,
it is certain that IoT will be massive. Some predictions point to twenty five billion IoT
devices connected worldwide [3]. This raises the question: how to provide service to so many
terminals? A single Base Station (BS) will have to service about ten thousand devices [1],
something that clearly surpasses present capabilities. Additionally, IoT sensors are typically
low rate devices. This raises the question: how to avoid network congestion? For few byte
transmissions, the protocol burden of traditional wireless communications generates overhead
and congestion while almost no service is being provided [1]. These technical challenges must
be overcome before a sustainable IoT implementation is possible, which is a cornerstone of
next-gen wireless communications. IoT is one of the major forces pressing for architectural
reforms in wireless networks.

As was evidenced in previous paragraphs, the concept of what is a mobile device has
broadened far beyond the cellphone; the distinction between mobile cellphone users and wire-
less Internet users is rendered futile in the view of next-gen telecommunications, where both
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are viewed as terminals serviced by a given BS in a heterogeneous network. This heterogene-
ity raises new problems because each type of terminal will have different optimal performance
criteria. The nodes must be capable of dynamically adapting features, such as transmitted
power, data rate and protocol, to the terminal in order to enhance link quality and improve
overall network capacity [2]. In present architectures nodes can’t have such flexibility.

As the reader might already have realized, to comply with the massive demands described
in the previous paragraphs modern wireless networks require massive improvements. The
total rate provided by the network, the aggregate rate, must increase a thousandfold while
the worst rate serviced to a given terminal, the edge rate, must improve a hundred times [1].
Link latency must drop to a millisecond, this corresponds to a order of magnitude decrease [1].
High fidelity links must be supported. BSs must evolve to provide service to large number of
devices while being flexible enough to best service the heterogeneity of existing terminals. To
achieve all of these requirements, the incremental approach used in LTE doesn’t seam to cut
it; especially when considering that spectral efficiency must improve fiftyfold when compared
to 4G and that mobile bands have scarce available spectrum [1, 4]. This is probably the major
weakness of current architectures, because, as is stated in [4], the demand for wireless data
will always increase, but the available RF spectrum is limited.

In summary, the current wireless infrastructure was stretched to its limits and it can no
longer comply with emerging demands. So, as has been stress in this text, new technolog-
ical solutions are required to suppress the evolving wireless telecommunication needs. The
following section is dedicated the scrutinization of the most relevant solution proposed so far.

1.3 5G: Technological Solutions

A large spectre of technical challenges must be overcome to implement the architectural
revolution that will make next-gen wireless telecommunications a reality. Reforms are required
all the way from the hardware until the higher abstraction layers of the network. Therefore,
this is an optimal time for technological innovation and the rise of out-the-box ideas. This
telecom renaissance is what this section is about.

Among the innovative solutions is local-caching, which has been proposed to deal with the
growing number of traditional mobile devices and their demand for heavy throughputs [2].
Local-caching consists on storing the most trending web content on the BS side, and then,
when it is requested by the user, transferring them as fast as possible to the terminal device,
where it is to be stored while under use. This takes into consideration the increasing stor-
age capacity available at the terminal side, and hopes to circumvent the typical transitions
between abundance and deprivation of service in wireless communications.

However, additional technological solutions are required to enhance throughput to the
extent described in the previous section. Among the possibilities is spectrum re-farming [4].
This consists on reorganizing legacy communication channels to free usable spectrum in the
mobile bands. Spectrum re-farming has been pursued with small success, since the available
spectrum is much smaller than required. Innovative solutions, like market-based spectrum
allocation and spectrum sharing [1], have been presented to relax and optimize spectrum
usage. The idea is that instead of having spectrum statically allocated, spectrum should be
used by whomever is requiring it in a given moment. This virtually increases the available
spectrum. The major shortcomings of such solution are bureaucratic barriers and some of
the used techniques, like cognitive radio, that require large processing power and processing
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times. So, the ultimate solution for the spectrum crunch in wireless telecom is to go up in
frequency, specifically to millimetre wave bands [1]. In millimetre wave large bandwidths
are available, allowing for channels with 500MHz bandwidth, which enlarges the 20MHz
bandwidth channels existing in LTE in more than a order of magnitude.

Nevertheless, millimetre wave is just a part of the technological solution for enormous
throughput. Three potential technologies in this regard are cooperative BSs, small-cell densi-
fication and multiple antenna access points [1, 4]. Cooperative BSs increase network capacity
because they reduce inter-cell interference and enhance the handoff procedure. Small-cell
densification, as the name suggests, consists in increasing the amount of BSs per area and
reducing their area of coverage, this creates the so-called small-cells. Through densification
capacity gains are obtained. The emerging multiple antenna technology is Massive Multiple
Input Multiple Output (MIMO), which consists on using large antenna arrays in the BS and
performing multiple adaptive beamforming. Each beam creates an independent link between
the BS and the user terminal. Besides having orthogonal links for each user, Massive MIMO
increases selectivity and reduces interference. All together, these factors make Massive MIMO
the most promising technology for 5G and beyond applications, with the potential to provide
massive throughputs to multiple users, giving a structure for the implementation of several
other crucial technologies. So, its successful implementation is key.

The latency issue demands for the definition of more efficient protocols and for improve-
ments in existing ones [1]. The best way to do this is yet undiscovered and no general consen-
sual solution has been presented. However, specific solutions have emerged for technologies
demanding high fidelity and throughput links1. Machine to Machine (M2M) communications
is the most prolific of such solutions [2], being of special interest for industrial applications.
M2M allows fast exchange of large amounts of data between machines without BS control. Be-
sides reducing latency and providing the required redundancy to assure link reliability, M2M
communications can be optimized using Artificial Intelligence (AI). This might improve fac-
tory production to an extent presently unpredictable, being a step toward the so-called device
centric paradigm [2], where control is taken away from the BS and given to terminals.

Device to Device (D2D) communications is a technological solutions on the same line of
M2M communications, but for low data rate devices [2]. D2D allows direct communication
between devices, reducing several hops to a single hop. This way, low coding efficiencies
associated with this kind of communication are overcome. As a consequence, path loss and
interference are reduced. This results in lower power requirements for communication, which
in an IoT scenario reduces battery drain and allows Wireless Power Transfer (WPT) solutions
to be incorporated. All these benefits enabled by the D2D are essential for a sustainable IoT,
but the question of how to incorporate uplink and downlink procedures in this solution is still
unanswered. Besides this, a bigger question must be addressed when talking about IoT: how
can such a massive number of devices be supported? Internet of Space (IoS) solutions have
been proposed to answer this [3]. IoS uses satellites to provide worldwide Internet coverage,
aiming mostly to provide web services to less developed countries and remote locations. IoS is
considered a key enabler technology for IoT, because of its ubiquity and the inherent flexibility.
IoS can be specifically tailored to support large numbers of low data rate terminals.

Another matter that deserved special attention from techies was how to improve the
flexibility and adaptability of nodes in such a heterogeneous network environment. Centralized
Radio Access Network (C-RAN) technology uses the optical fibre infrastructure to decouple

1Applications like control, safety, medical and smart-vehicle applications.
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service distribution from the end user. Data is carried indiscriminately and C-RAN operates
in the same manner if signals are to be distributed through copper or wirelessly. Such features
make C-RAN the skeleton to address the flexibility and adaptability issue. C-RAN allied with
virtualization technologies, such as Software Defined Network (SDN) and Virtual Network
Function (VNF), decouples nodes from hardware [1, 2], allowing hardware allocation to be
optimized for each terminal using selection metrics which can be controlled by AI.

So far, an overview of the most promising technological solutions for next-gen wireless
communication has been presented. However, as stated previously, this work mainly concerns
with analogue RF transceivers for beyond 5G wireless communications. As such, more focus
will be given to the technologies that will demand the most radical changes in the hardware
infrastructure. Special attention will be given to small-cell densification, millimetre wave,
Massive MIMO and IoS, which are not only the most revolutionizing technologies in terms of
hardware, but are also considered 5G key enabler technologies in several reference articles [1,
2, 3].

1.3.1 Small-Cell Densification

Making cells smaller and increasing the number of nodes per area and per Hertz is a
classical approach to increase communication capacity2. Innovative ways of producing den-
sification, such as D2D and Massive MIMO, have been theorized in the perspective of 5G.
Small-cell densification, however, remains true to the classical approach to solve the capacity
issue.

Figure 1.1: Conceptual representation of Small-Cell Densification.

More explicitly, small-cell densification proposes a large increase of BS density while re-
ducing area of coverage. This practice bring some obvious benefits, especially in very crowded
metropolitan environments. Firstly, because densification increases spatial re-usage. This op-
timizes usage of available sprectrum [1]. Secondly, because the BS covers a smaller area,
it will, in principle, serve less terminals. Therefore, each cell provides its backhaul connec-

2This is what is usually meant by densification.
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tion to less devices, allowing each terminal to request higher data rates [1]. With proper
dimensioning, small-cells increase service while maintaining interference levels controlled.

The problem lies precisely in the aforementioned point, the dimensioning. Densification
must be planned with care in order to guarantee capacity gains. This implies balancing
service providing, interference levels and cost-effectiveness. The move to millimetre wave is
the best choice in terms of gains, boosting small-cell densification capacity gains far beyond
unity [1]. However, millimetre wave demands short cell radius, optimally radius can’t pass
200 metres [5]. This raises hardware problems.

Although millimetre wave bands have enormous potential, millimetre wave technology
has non-trivial handicaps both in terms of reliability and cost, especially for mass produc-
tion applications. Both aspects must improve, otherwise implementing densification becomes
infeasible at such bands. This urges for improvement and further developments in silicon, In-
tegrated Circuit (IC) and System on Chip (SoC) solutions for millimetre wave [6], as well as
improvements in measurement equipment and techniques for millimetre wave applications [7].

1.3.2 Massive MIMO

Massive MIMO is one of those out-of-the-box ideas where a radically novel wireless infras-
tructure is proposed. It emerged from the innovative environment of the mobile reform. It
is so well thought out that it has been in the 5G discussion since the beginning [1]. Massive
MIMO ranges all communication layers. The amount of changes proposed is so very large
that the discussion must be narrowed down. The focus here is on the technological essence of
Massive MIMO as well as its major benefits and challenges. Emphasis is given to hardware
implications.

Massive MIMO proposes a BS with a very large antenna array with low power Power
Amplifiers (PAs) integrated in each element. The BS serves a constant number of terminals
in an M to K configuration, where M is the number of BS antennas, which tend to infinity,
and K is the number of single antenna terminals. The array is capable of performing multiple
adaptative beamforming, i.e. the array can direct the radiation pattern maximum of each
beam toward the desired terminal while placing nulls in the location of the remaining ones [1,
8, 9]. In summary, the array performs spatial multiplexing. This allow the BS to feed
different signals to different terminals using the same time-frequency resources. No prior
knowledge or assumption is made about the channel. Channel State Information (CSI) is
obtained though uplink and downlink protocols using orthogonal pilot signals [9]. Contrarily
to Long Term Evolution (LTE), reciprocity is assumed and only the BS acquires CSI. This
modification enables Massive MIMO to be scalable. As the number of elements of the BS
array increase, the channels supported by the BS become statistically independent, i.e. cross-
products between propagation vectors increase slower than self-products [1, 4, 9]. In other
words, propagation vectors become uncorrelated as the number of elements in the array
increase, and, as a consequence, interference is attenuated and signal power is improved,
enhancing Signal-to-Interference Ratio (SIR). This allows the use of linear precoding and
linear decoding techniques, lowering the cost and complexity of the implementation.

This new architecture is packed with benefits. The use of spatial multiplexing increases
spectral efficiency, data rates and overall network capacity without densification [4]. The use
of highly directive arrays reduces interference and circumvents the effects of uncorrelated noise
and fast-fading present in the communication channel [9]. The excess of degrees of freedom
available allow lower quality hardware to de used, increase robustness against jammers and
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Figure 1.2: Conceptual representation of Massive MIMO theory.

can simplify the MAC layer [2, 8]. This enables the implementation of simpler transceiver
architectures that transmit power more efficiently and have lower sensitivity. Therefore,
transmitted RF power can be reduced [8]. Additionally, Massive MIMO performance can
be enhanced by moving to millimetre wave. By doing this, interference is further reduced
and miniaturization helps with the portability of the solution [1]. However, along with the
impressive benefits of Massive MIMO come challenging problems that must be solved, some
related with the theory it self, and others related with the hardware solutions required.

A foundational shortcoming of Massive MIMO is its need for a large null space to produce
the desired spatial multiplexing. However, small-cell densification appears to provide the
required null space, making it a Massive MIMO key enabler technology [1]. Another troubling
issue of the Massive MIMO theory is pilot contamination. As explained before, pilots are
signals used to acquire CSI during the uplink and downlink protocols. In a given cell, pilots
are orthogonal, this means they retrieve uncorrelated information to the BS. However, pilots
must be reused along cells, causing links from different BS to be correlated. This produces
intercell interference, which critically harms the potential gains of Massive MIMO [1, 2]. Some
unconvincing solutions, such as less aggressive pilot reuse and cooperative BSs [9], have been
presented to solve this, but new solutions are desperately needed. CSI acquisition procedures
also raise issues related with pilots, threatening to reduce the number of users that can be
served. The problem is: what portion of the uplink and downlink protocols should be allocated
to CSI acquisition so that communications are efficient? The goal is to eliminate overhead.
Warm debates about Time Division Duplex (TDD) versus Frequency Division Duplex (FDD)
and about what kind of waveform should be used in 5G are aiming to solve this issue.
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In terms of hardware, challenges arise not only from the difficulty of the design itself,
but also from the need to keep cost-effectiveness in a design that will be reproduced in large
scale. Massive MIMO is demanding a completely new transceiver design philosophy where
the PA, the antenna, the electronics and the processing unit should be integrated and oper-
able like legos, in other words, transceivers must be modular ICs [4]. An issue that arises in
large active antenna array design is coupling, especially when there is a need for integration,
because this means that isolating components such as isolators and circulators must be re-
moved [10]. This, allied with increased nonlinear effects, demands for complex compensation
procedures, such as digital pre-distortion [10, 11]. A scalable solution demands low cost, low
power and reliable components. The issue is finding components that balance these three
features, particularly when the move to millimetre wave and the implementation of small-cell
densification are important to unleash the full potential of the Massive MIMO proposal. The
initial predictions about the use of lower quality hardware seem too optimistic, and the lowest
quality hardware acceptable in term of I\Q imbalance, phase noise and quantization noise
still imposes limitations in terms of cost and power consumption [8]. In summary, further
hardware developments are required until a scalable integrated Massive MIMO solution is
available in the market.

Although many challenges have to be overcome before companies decide to invest in this
new architecture in detriment of the existing one, the transition seems unavoidable and it is
of utmost importance that when that happens low cost, low power and reliable integrated
hardware solutions are available, especially at millimetre wave bands.

1.3.3 Millimetre Wave

One of the most critical issues in the present day wireless communication scenario is spec-
trum shortage. This shortage in mobile bands is so problematic that it is usually referred
to as the spectrum crunch [7]. Meanwhile, millimetre wave bands have a lot of available
spectrum in frequencies ranging from 30GHz up to 300GHz [1]. This raises the following
question: why haven’t mobile services moved to millimetre wave bands? Part of the justifi-
cation is technological while the remaining part relates with physical properties of millimetre
wave. The major reason delaying the process is the lack of technological solutions that are
both energy-efficient and cost-effective. The remaining reasons relate with propagation loss,
atmospheric\rain absorption and blocking effects [1, 2] observed in the past for some imple-
mentations of traditional wireless communication architectures for non-mobile applications3.
However, recent developments have addressed these issues and presented reasonable solu-
tions for most of them, moving a step forward toward the use of millimetre wave in mobile
applications.

Technological developments in semiconductor technology are the main propeller for the
millimetre wave dream [1, 5, 6]. Those allowed for important cost and power consumption
reduction. Thanks to these technological improvements, researchers now think it is plausible
to implement large millimetre wave antenna arrays to keep antenna aperture constant with
frequency [1, 2, 5, 12]. This eliminates the path loss dependence with frequency, thus elim-
inating the path loss problem in millimetre wave bands. Atmospheric and rain absorption
effects become irrelevant in the small-cell densification paradigm, where ranges between cells
are smaller than 1km [1, 5]. These phenomena actually improve small-cell performance be-

3Examples of this are satellite applications and terrestrial astronomical observatories.
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cause they reduce inter-cell interference, and whenever absorption effects become more severe
large antenna arrays will effectively overcome that by collecting and steering energy more
efficiently [1]. With these advancements, the study in [12] already presents a functioning
prototype operating at 28GHz carrier frequency, with 500MHz bandwidth divided in classical
mobile 20MHz channels. The experience reveals good starting results in terms of range, data
rate and mobility, even for Non-Line-of-Sight (NLoS) scenarios. These are promising results
enabling the future of millimetre wave wireless applications.

Besides the obvious benefits in terms of bandwidth, data rate and miniaturization, mil-
limetre wave brings several other not so obvious advantages. Among these is reduced interfer-
ence [1, 2], that in millimetre wave has an on-off behaviour due to blocking. This might allow
for the design of solutions mostly limited by noise, instead of interference. Another advantage
of millimetre wave is its homogeneous behaviour when compared to present mobile bands [5].
Between 700MHz and 2.6GHz there is a total difference of three octaves. In millimetre wave
a bandwidth of 2GHz represents marginal percentile variation over the carrier, this translates
into similar characteristic over bandwidths larger than the total spectrum allocated to mobile
in present day. In addition to the inherent gains related to these frequency bands, moving to
millimetre wave brings the bonus gain of enhancing other technologies important in the 5G
and beyond path, such as small-cell densification and Massive MIMO.

Figure 1.3: Analogue beamforming architecture.

Figure 1.4: Digital beamforming architecture.

Even though millimetre wave is very promising and several hurdles have already been
passed, there are still many challenges to be faced. Hardware impairments keep on bring-
ing big challenges [1, 2, 12]. There is still a lack of cost-effective components for telecom
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Figure 1.5: Hybrid beamforming architecture.

applications requiring massive globalized infrastructures. Low precision is a crippling defect
of millimetre wave hardware which introduces high phase noise. This is very limiting when
large phased arrays must be implemented because such arrays must be capable of performing
beamforming, i.e. controlling the amplitude and phase of each element of the array in order
to form the desired beam characteristics and aim it towards the desired direction. Tradition-
ally this was implemented using an analogue architecture like the one presented in figure 1.3.
This solution is of low complexity and low costs, since only one RF chain is required and the
analogue components, like phase shifters, are more cost-effective than digital ones. However,
such architectures rise rapidly in complexity when bi-directional communications are required
or when multi-beam features are desirable [13, 14]. Therefore, digital architectures like the
one presented in figure 1.4 have been proposed. Digital architectures implement one RF chain
per antenna element, allowing for simple adjustment of the phase and power of each antenna.
The higher degree of freedom brought by digital architectures allows flexible transmission
and reception, simplifies the implementation of multi-beams and offer better control of large
bandwidths than analogue architectures, making digital architectures highly desirable for im-
plementing Massive MIMO solutions [13, 14]. However, when talking about millimetre wave
applications, the cost and energy consumption of digital and mixed signal components, par-
ticularly of RF DACs, becomes prohibitive in the scenario of mobile communications, making
digital beamforming architectures impracticable [1, 12, 13]. Therefore, hybrid architectures,
like the one shown in figure 1.5, are the only viable beamforming solutions for millimetre wave
applications. It has been shown that cost and energy consumption highly decrease when us-
ing this architecture, and that even though the number of implementable independent beams
reduces in hybrid architectures they can still provide a good trade off between complexity
and spatial multiplexing capabilities. The best way to balance and interconnect the analogue
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and digital components in millimetre wave beamformers is still a state-of-the art debate and
further improvements in semiconductor technology are mandatory to finally overcome these
shortcomings.

On the list of major challenges, along with hardware impairments, are blocking effects.
As said earlier, blocking effects aid in reducing interference. This happens because commu-
nication links become very directional with large arrays, and interference between links only
happens when different terminals are in line or when moving terminals cross each other. On
another hand, blocking effects absorb reflections and prevent transmission through obstacles.
Therefore, if the desired communication link is obstructed by a given obstacle the signal will
be blocked, aggravating the typical link transition from usable to unusable. This is so critical
that sensitivity is expected to be mostly determined by blocking effects [1]. Workaround solu-
tions might be required to circumvent blocking. Data showers, repeaters and access points in
borders between indoor and outdoor environments are among the proposed workarounds [5].
Quick processing algorithms to detect blocking and correct beamsteering are another alterna-
tive [2]. While a definite solution isn’t found, technologies like local-caching become evermore
relevant in the millimetre wave scenario.

In short, there is a lot of work to be done in order to unleash the full potential of the
millimetre wave solution that is so beautifully portrayed in reference papers.

1.3.4 Internet of Space

Internet of Space aims to make large bandwidth internet available everywhere in the
world, particularly in remote locations and less developed countries. IoS is also anticipating a
solution for the stress and congestion that wired and traditional wireless networks will suffer
when IoT becomes massive.

The idea is the following: use low cost Low Earth Orbit (LEO) satellite constellations
to cover the whole globe and provide internet services. The solution can be tailored toward
specific regional goals. Deployments can be launched to space at high volume and low cost.
This infrastructure will allow latencies to be reduced in some regions of the globe while
providing an omnipresent home for IoT applications. Even though these are desirable features,
IoS also brings some technical difficulties. Satellite tracking4, synchronization and handoff
mechanisms are among those challenges. Despite this, an encouraging fact is that some
LEO constellations have already been projected for IoS, detailing electronic and economic
requirements [15], giving good indications towards the deployment of IoS.

However, the major impediment of IoS implementation is hardware, like in most 5G key
technologies. Developments in large phased arrays and CMOS technology for millimetre wave
band are viewed as key enablers for the IoS implementation, as it requires these technologies
to be affordable [3].

1.4 5G: Challenges & Shortcomings

In previous sections, both 5G demands and technological solutions have been presented.
This section now addresses the 5G challenges and shortcomings, endeavouring to explain the
most critical problems in a brief text, alerting, once again, for hardware issues, aiming to com-
plement the previously presented information. A good overview of generic 5G implementation

4LEO satellites have fast orbits that must be tracked in order to communicate correctly.
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challenges is presented in [1]. How to assure retro-compatibility in a multiple radio access
technology scenario is one of the touched issues. Another issue is how to support mobility
when fast vehicles, such as cars and trains, are introduced in networks while new principles
are being considered. But in this section the focus will be on more transversal problems such
as energy, cost, standardization and hardware.

The energy and cost problems are related. Considering the massive data rate increase
in 5G, Joule per bit costs must be reduced a hundredfold in order to make 5G technologies
affordable. Besides the need to reduce energy costs, there is also a need to increase energy
efficiency. Existing power options wont be capable of powering the increasing data rates
without more energy efficient technologies. This is particularly important in the BS hardware,
because most of the 5G proposals are concerned with improving transmission efficiencies,
neglecting the possibility of increasing power consumption in the BS due to increased data
rates and increased processing complexity. Some ideas to reduce energy consumption have
been presented, such as reducing data rates and switching off unused BSs, but these are
non-ideal solutions. Ideally, hardware should be optimized to the point in which renewable
energies could be considered a viable powering alternative.

The cost problem, however, goes beyond the energy problem. Costs rise up dramatically
when the implementation of small-cell densification and Massive MIMO in millimetre wave
appears to be the the best possible long-term infrastructure for the 5G implementation. This
demands drastic cost reduction in millimetre wave hardware. Such cost reduction is one of
the most challenging aspects of implementing 5G. While costs don’t drop, joint ventures,
like infrastructure sharing, seem to be the only alternative to allow the first test-bed BSs
to be deployed. Another aspect in which costs can be shared is in the circumvention of
licensing fees. This is important because exclusive channels and exclusive networks make
present mobile communications very inefficient, and the open-access concept is an important
enabler of the potential of small-cells, however, this will be one of the major bureaucratic
issues to be overcome in 5G.

A crucial step toward the implementation of 5G is regulation and standardization. The
completion of this step gives a sign that the technological proposals have matured enough
so that detailed guidelines for commercial implementation can be defined. Even though this
is an important step, the move towards regulation and standardization has come much later
than the initial 5G proposals [1]. Among the most relevant institutions in this matter are the
International Telecommunication Union (ITU) and the 3rd Generation Partnership Project
(3GPP) [16]. While 3GPP mostly deals with 5G operation, ITU deals with spectrum al-
location. 3GPP has divided its approach to 5G in two phases. By the end of phase 1, in
September 2018, a stand-alone version of the first 5G guidelines will be available in release
15, the so-called 5G New Radio (5G-NR). Phase 2 will be concluded by the end of release
16 in 2019. ITU developed the International Mobile Telecommunication 2020 (IMT-2020)
program to study the 5G hypothesis [17], and is now settling the agenda for the World Ra-
diocommunications 2019 conference, where deliberations about 5G spectrum will take place.
In these programs, several detailed guidelines have been produced for the implementation of
reasonably well-developed technologies, most of them concern C-RAN and the allocation of
new bands to mobile telecommunications. However, for more under-developed technologies,
such as active antenna arrays for millimetre wave Massive MIMO, only very general guidelines
were released. These technologies, in some articles, are already mentioned as beyond 5G tech-
nologies, and ITU already launched an IMT-2020 and beyond program [18]. This, once again,
urges hardware engineers to speed-up their research on millimetre wave applications, as these
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are an important part of future mobile communications and regulation and standardization
procedures are slow and complicated challenges.

1.4.1 Hardware Challenges

The architecture designed for 5G brings new hardware challenges, including a new design
philosophy, large active antenna arrays and densification. Some of the technological challenges
have already been presented in previous sections. Here, more universal hardware hazards
such as coupling, nonlinear behaviour and measurement, are addressed. This distinction is
necessary because these problems are catalysed by the move to millimetre wave, especially in
this new mobile architecture.

1.4.1.1 Coupling Effects

When an Electromagnetic (EM) wave impinges on an antenna it can be absorbed, reflected
or partially absorbed and partially reflected. This depends on the antenna impedance, that
can be matched, completely mismatched or slightly mismatched to the impinging wave. If
multiple EM waves impinge on an antenna the same outcomes are possible, however, the
antenna will only be matched if the superposition of the impinging waves causes matching,
i.e. only an absorbed wave results from superposition, or if the receiving antenna generates
a compensating EM wave to cancel the reflected wave resultant from superposition, thus
forcing the antenna to be matched. When observed from the antenna terminal this can be
interpreted as a variation of the antenna impedance. The impedance measured in a controlled
environment is referred to as the passive antenna impedance, while the impedance seen from
the antenna terminal when multiple EM waves impinge on it is called active or driving antenna
impedance [19]. In an array this sort of multiple EM wave interference happens between
array elements and is called mutual coupling. Mutual coupling exists both in transmitting
and receiving mode, because leakage radiation will interfere in the surrounding elements when
an element is transmitting, and reflections form each element will interfere on neighbouring
elements when receiving. The coupling phenomenon is best explained in [19, 20].

Coupling changes the behaviour of the array, degrading directivity, side lobe level and
radiation efficiency. However, the most jeopardizing effect of coupling in the array perfor-
mance concerns scanning, because it creates the so-called array blindness [21], making some
angles impossible to scan due to unitary reflection coefficients, causing all transmitted and
received EM waves to be reflected in that particular angle. Besides the problems caused
on the array it self, in a communication system, coupling degrades the performance of the
complete transceiver chain, changing the point of operation of amplifiers, mixers and mixed
signal components, causing efficiency loss and signal degradation.

The complexity of the coupling problem impedes it from being generally well understood
theoretically, and usually application specific analysis is required because coupling will depend
on the antenna elements used. The case of very large uniform arrays is a rare exceptions
where coupling effects can easily be explained theoretically [19], because edge effects become
irrelevant in this case. However, that is not the case in most practical scenarios, and because of
this complexity, traditional wireless communication architectures avoid dealing with coupling
effects by introducing isolators in the RF chain that “kill” the feedback effects of coupling,
thus protecting the transceiver. However, in the millimetre wave 5G perspective solutions
must be integrated, there is no place for bulky and expensive components such as isolators.
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This forces RF engineers to deal with coupling effects and find alternative solutions, making
coupling one of the major hardware problems to solve in the near future.

1.4.1.2 Nonlinear Behaviour

The major source of unwanted nonlinear behaviour in wireless telecommunication systems
is the PA. PA design is projected based on well defined input and output loads in which PA
performance depends; typically 50 Ω are considered as the reference load. As explained
earlier, the need to use large active antenna arrays and remove isolators in 5G applications
leads to significant coupling effects. Coupling will modulate the load seen from the PA
output, thus changing efficiency, output power and nonlinear distortion; causing overall signal
deterioration. This is manifested through EVM degradation.

The compensation of unwanted behaviours caused by coupling effects is a major challenge
being addressed in current state-of-the-art RF research. The study in [10] presents a Digital
Pre-Distortion (DPD) scheme to compensate coupling effects. However, DPD scales poorly
with array size. To solve this issue [11] proposes a technique which reduces the number of
required DPD blocks. Despite that, [22] shows that DPD cannot achieve maximum efficiency
for advanced PA configurations. A characterization method using DC and RF models is
also presented, analysing the extent of the impacts of coupling in transmitter performance.
However, millimetre wave oriented research on this topic is scarce, being the study on [23] a
rare example. This shortcoming must be addressed soon.

Beyond the added difficulty brought by coupling effects, 5G revolutionizes PA design by
shifting toward a new philosophy. A single high power PA is replaced by several low power PAs
attached to antenna array elements. This might not change the traditional design goals: high
efficiency, high linearity and maximum output power; but will very likely change the way to
achieve those goals. To add to this, if high PAPR OFDM waveforms are to be kept in 5G, these
PAs must support them [1]. This implies designing PAs with high dynamic range, forcing
the typical design trade-off between linearity and efficiency. A novel PA design challenge,
however, is understanding and taking into consideration the impacts of signal distortion in
antenna array metrics such as side lobe level, directivity and most importantly scan angle.
This is relevant due to the central role of spatial multiplexing in 5G, so it is inadmissible to
allow signal distortion to cause array pattern distortion. Noting the importance of this, the
study on [24] already presents a model capable of predicting the far-field of arbitrarily sized
active antenna arrays with low computational effort, but there is research shortage on this
multidisciplinary problem.

The problems raised in this section and in the coupling section evidence the challenging
interdependence of PA design and antenna design in this multidisciplinary 5G scenario. Giving
an indication that PA designers and antenna designers will have to work more cooperatively
in the future, or even merge their specialities.

1.4.1.3 Measurement

Measurement is crucial in design, certification and regulation activities. As with most
hardware aspects, performing high quality measurements is getting harder in the perspective
of millimetre wave 5G. The National Institute of Standard and Technology (NIST) of the
United States explains exactly that on their overview article about the work they have been
developing on millimetre wave characterization [7]. This paper stresses the importance of hav-
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ing low uncertainty characterization of signals, devices and Over the Air (OTA) measurement
procedures. This section, based on these studies, alerts the reader for the major measurement
challenges in millimetre wave.

High reliability signal measurements are required to accurately characterize signal dis-
tortion. As with any measurement, signal measurements are susceptible to errors. Signal
miss-characterization might occur due to the frequency response, impedance effects, inter-
leave errors or nonlinear behaviour of the measurement equipment. These errors scale with
frequency and are particularly critical in the large millimetre wave bandwidths aimed for
5G. This is portrayed in the NIST studies, where significant variations of an oscilloscope
frequency response are verified in 1GHz of bandwidth at a 44GHz. In these millimetre wave
bands, the quality of measurement hardware is similar to the quality of the hardware of a
given design, thus demanding careful characterization and calibration of both measurement
equipment and designs. Looking into signal characterization metrics, NIST considers EVM
the most relevant metric, however, they alert for the difficulty of performing confident and
traceable measurements, because DPD techniques are required to stabilize measurements,
and because standard procedures for doing that don’t exist, making measurements difficult
to compare. The importance of EVM led NIST to propose an IEEE study group dedicated
to solve EVM measurement challenges.

The availability of detailed transistor models, characterizing not only the transistor be-
haviour, but also its uncertainties, is fundamental to achieve first-pass PA designs. First-pass
designs are even more crucial in millimetre wave, where production costs are exorbitant.
However, large signal millimetre wave measurements must be performed to characterize the
transistor and its uncertainties, so that transistor models and simulation tools to perform un-
certainty analysis can be developed. Unfortunately, presently it is yet impossible to perform
reliable millimetre wave measurements of the transistor’s nonlinear behaviour. These mea-
surements are the basis of traditional PA design. Device characterization is a big challenge
that, if not overcome, will force PA designers to change their approach.

OTA characterization procedures gained relevance due to the increased importance of ac-
tive antenna arrays in the 5G scenario. Therefrom emerged the need to acquire signal trace-
ability from free space measurements, because now antenna terminals are no longer available.
OTA characterization procedures are based on antenna metrics such as gain, polarization and
far-field radiation pattern. These measurements are mostly performed in near-field. Near-field
measurements are highly dependent on probe positioning, so there is a need to understand
how to use OTA probes to minimize errors. To address this, NIST developed a robotic arm
to position the antennas. This experimental apparatus is capable of performing OTA charac-
terization, but antenna terminals are also accessible. By comparing OTA results with direct
measurements NIST found that OTA characterization is highly dependent on the quality of
the transmitted signal, the channel and coupling effects. To circumvent these issues NIST pro-
posed using reference fields, however, they recognise that this is a sensitive issue that requires
more work both on the OTA characterization systems and on channel modelling. Overcoming
these challenges is mandatory for the implementation of future wireless telecommunication
systems since OTA characterization will be the primordial means of understanding system
performance.
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1.5 5G: Manufacturers’ Perspective

Until this point several research aspects related with 5G demands, 5G technological solu-
tions and 5G challenges and shortcomings have been considered, giving special emphasis to the
hardware problems of millimetre wave and Massive MIMO proposals. These are considered
cornerstone technologies in the 5G scenario by researchers, but what about manufacturers?
It is important to analyse their alignment with researchers and to understand to what path
they will commit, because whatever manufacturers decide to do will inevitably influence the
course of future wireless communication systems.

From a brief search, it is observable that renown manufacturers, such as Analog Devices,
Huawei, Keysight, National Instruments, Qorvo, Qualcomm and Rohde & Schwarz, are very
much aware of the 5G requirements and the importance of millimetre wave and Massive MIMO
solutions in this scenario, having produced detailed documents explaining these theories to
their costumers; there a typical 5G overview is usually presented. Some documents are mostly
oriented toward designers, trying to provide them with useful design tools, while others are
oriented toward measurement and calibration procedures.

In [25], Analog Devices presents an overview of the wireless telecom scenario, explain-
ing the benefits and challenges of 5G, being aware of the tremendous work ahead and of
the undergoing standardization programs. In the same document, they alert designers for
the need to develop hybrid beamforming architectures for 5G applications due to cost and
energy constraints. Challenges of such approach are explained, emphasizing the need for
integrated transceivers that include both electronics and antenna in the same IC. In several
documents, [6, 25], Analog Devices overviews millimetre wave semiconductor technologies
available to design 5G Monolitic Microwave Integrated Circuit (MMIC) solutions, alerting
for the need of powerful 3D modelling tools to achieve successful designs. Being aware of
current developments and of the challenges ahead, Analog Devices promises to provide the
required hardware solutions to designers. Analog Devices is also well aware of the urgency to
develop measurement equipment for 5G, knowing that mere software improvements over ex-
isting equipment won’t be enough [26]. They recognise the need to improve instrumentation
hardware, which will be challenging without definite standard definitions, especially taking
into consideration that the test and measurement industry recently invested heavily on the
most recent LTE equipments [26]. To overcome this, they explain the importance partner-
ships have on the 5G implementation, giving as an example their strategic partnership with
National Instruments (NI) [27]. Even though many challenges are to be faced, Analog Devices
sees the evolutionary 5G environment as a highly exciting scenario to be a RF developer.

Huawei developed a website dedicated to their 5G accomplishments [28]. There they
demonstrate awareness of 5G demands, benefits and challenges, showing their interest in
being on the edge of developments by having renown researchers working on their teams and
by integrating several worldwide collaboration projects to envision 5G. This way, Huawei
hopes to be leading 5G innovation.

In [29], Keysight emphasizes the importance of reliable simulation data in cost-effective
design and characterization of millimetre wave applications, compromising to develop sim-
ulation tools and real-time measurement tools to aid designers against challenges. In [30]
and [13], Keysight and Rohde & Schwarz explain the OTA characterization techniques used
to measure integrated active antenna arrays for Massive MIMO applications. Their major
concerns are compliance with 3GPP guidelines and providing proper measurement equipment
to characterize arrays OTA.
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In the NI Trend Watch 2018 [31], National Instruments overviews 5G ambitions, evidenc-
ing the 3GPP effort to provide guidelines for 5G and the company effort to specialize in 5G
fields of interest, denoting the increased complexity of 5G protocols, highlighting the architec-
tural changes demanded by millimetre wave and Massive MIMO applications, and pointing
out the importance of OTA characterization procedures and Software Defined Radio (SDR)
in the 5G scenario. Their 5G Frequently Asked Questions (FAQs) page presents the evolution
of mobile communication technologies, detailing the revolutionary aspects of 5G, revealing
National Instruments’ close contact to academic researchers [32]. NI reveals concerns in com-
plying, understanding and spreading the 5G-NR releases, having several articles about 3GPP
and ITU releases [33, 34], being aware of their standardization plan. NI also understands
that the benefits of Massive MIMO outweigh the challenges, considering its implementation
unavoidable in the 5G scenario [35]. Understanding the urgency of implementing Massive
MIMO prototypes, NI developed hardware, systems and software to help designers in that
sense [36]. To speed Massive MIMO even more, NI has partnerships with the universities of
Bristol and Lund to develop Massive MIMO test-beds [37]. In another article [38], NI explains
the heterogeneous 5G scenario, aware of the increased difficulty that the growing number of
devices brings in terms of spectrum availability, making apparent the need for millimetre
wave solutions. Comprehending the importance of millimetre wave in 5G, NI developed a
modular millimetre wave transceiver based on SDR to help researchers in their prototype
studies [38]. From this venture, NI understood the importance of SDR in the development of
5G solutions, so they compiled the most relevant SDR state-of-the-art in a single document
to inform beginners and newcomers of its importance and potential [39].

Qorvo is concerned in presenting itself as an active part in the 5G scenario. In their
website they evidence not only their technological solutions, but also their participation in
standardization bodies [40]. Valuable information about semiconductor solutions for specific
5G applications can be found in this website. Qorvo’s dedication to 5G is so great that they
compiled 5G essentials in a textbook to introduce their costumers and newcomers to the 5G
scenario [41]. Beyond the scenario explanation, this textbook explains how 5G will connect
to 4G and lays out the main 5G milestones.

Qualcomm calls mobile the largest technology in human history, highlighting the trans-
formative impact 5G will have on the society, comparing it to the impacts of the invention
of the car and the invention of electricity [42, 43]. Because of this, Qualcomm alerts for the
importance of global collaborations toward the 5G goal. The referenced documents present an
overview of 5G, emphasizing the Qualcomm’s role in the 3GPP standardization programs and
their commitment to make 5G-NR a reality. In that sense, Qualcomm has developed the first
5G modem [44], focusing on IoT, millimetre wave and spectrum sharing as their major 5G-NR
goals. For IoT, Qualcomm has developed documentation explaining how 5G-NR will improve
the LTE support for massive IoT, announcing their chipset solutions for 5G-NR IoT [45].
Qualcomm is also leading the 3GPP meetings on spectrum-sharing policies, having detailed
documents explaining spectrum allocation modalities and explaining the new opportunities
of horizontal and vertical spectrum-sharing introduced in 5G-NR [46]. Qualcomm wants to
make 5G-NR millimetre wave available in 2019, however, they are aware that the complexity
of the design might delay commercial deployments. On the other hand, they are also aware
of their chances due to technological advancements in silicon. To make 5G-NR millimetre
wave a reality, Qualcomm performed major network coverage simulations and developed a
smartphone prototype [47].

From this small snapshot, it is already perceptible that the vision of manufacturers seems
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to align with the vision of researchers. This is a good indicator that in the near future the
idealized 5G technological solutions might become a reality, even though there are still many
challenges and shortcomings to be solved.

1.6 Workplan

1.6.1 Interpretation

In what concerns RF design for 5G applications, it can be stated that the presented solu-
tions place active antenna arrays in the spotlight, elevating the importance of antenna arrays
in the optimization of the RF transceiver, relegating the PA to a more secondary role in
that regard when compared with previous mobile generations. The most relevant\capable
solutions seem to be a combination of Massive MIMO, millimetre wave and small-cell den-
sification, however, these solutions must become cost efficient, energy efficient and readily
available in a short period of time. This seems rather unlikely because active antenna array
transceiver design is very far from being a trivial problem, having several layers of complexity
concerning antenna design, amplifier design, integration and characterization.

In 5G scenarios the antenna design is hampered by the move to higher frequencies, where
expensive dielectric materials and more advanced techniques are required to achieve high
reliability designs. This allied with the need for larger bandwidths makes the antenna design
achievable only to a few designers. Beyond this, 5G antennas require the implementation
of additional complex functions like phase and amplitude control to perform the multiple
beamforming, beamsteering and adaptive beamforming features demanded by 5G solutions.
These functions besides making the antenna array design more complex, also increase costs
because expensive phase shifters are required to implement them.

The amplifier design must adapt to the new design philosophy planned for 5G solutions,
having to support high PAPR signals while dealing with the additional challenges of higher
frequency and larger bandwidth designs.

The integration of PAs and antenna arrays in a MMIC causes behavioural problems in
both the amplifier and the antenna. While antenna coupling effects cause variations in PA
performance, the PAs nonlinear behaviour also changes antenna array pattern properties.
Besides functional problems there are technological problems associated with integration be-
cause the development of MMICs is a very specialized, complex and long procedure with
considerable associated costs.

Before active antenna array transceivers can be deployed there is the need to further
improve characterization methods, particularly OTA characterization procedures. OTA alone
must be capable of accurately attesting the array performance and detecting malfunctions
because with integration traditional characterization methods won’t be available.

Besides these design and characterization challenges, the existing technologies also require
further developments to allow energy efficiency to increase and costs to decrease.

From a careful analysis of the 5G scenario one can conclude that the shortcomings stated
above are the most urgent issues that RF engineers must address. Otherwise it will be very
unlikely that RF hardware will be available for future mobile communications.
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1.6.2 Long-Term Vision

It has become apparent that there is a need to understand how active antenna array
design can be improved to satisfy modern mobile communication requirements. Accurate
characterization of all the integrating parts of the active antenna array as well as the capability
to characterize and optimize its overall performance are essential to acquire this knowledge.
With such knowledge it will be possible to define more informed design guidelines and to
develop real-time optimization tools for the RF transceiver.

The awareness of the aforementioned led to the definition of several goals dedicated to the
characterization of active antenna arrays, constructing a long-term vision to address the 5G
issues at hand. These goals are now briefly stated:

� Research characterization methods for power amplifiers, antennas, antenna arrays and
active antenna arrays.

� Study the impacts of the removal of isolators in active antenna arrays, focusing on the
impacts of coupling in amplifier performance and on the impacts of nonlinear behaviour
in array performance, aiming to understand how these effects limit active antenna ar-
ray capabilities such as adaptive beamforming and multiple beamforming, striving to
develop optimization methods to minimize these effects.

� Define guidelines to improve active antenna array design.

� Explore optimization techniques to enhance overall active antenna array transceiver
performance.

� Understand how OTA characterization techniques can be used to characterize and op-
timize active antenna array transceivers in real-time based on system level metrics such
as EVM.

1.6.3 Short-Term Approach

The mentioned goals must be broken down into smaller and more achievable milestones in
order to reach the ambitions portrayed by the long-term vision. The time constrains imposed
by the framework of a MSc dissertation forced the milestones to be more focused than the
broader scope of the long-term vision. Because of this, and because of the crucial role of
antenna arrays in next-gen wireless communications, the developed work was directed toward
the design and characterization of nonlinear antenna arrays. The selection of this path was
also influenced by the lack of state-of-the-art research on nonlinear antennas. Therefore, the
short-term approach presented in this dissertation encompasses every step taken since the
definition of the long-term vision until the validation of the nonlinear antenna array model.

This path contemplates both the understanding of basic concepts and the research of
state-of-the-art topics, having the following major objectives:

� Understand the most important performance metrics of antennas and antenna arrays.

� Study, design and measurement of microstrip antennas and microstrip antenna arrays.

� Explore how antenna arrays can decrease sensitivity, increase selectivity and reduce
interference, thus increasing channel capacity.
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� Research how the introduction of an amplifier per element in antenna arrays can make
them nonlinear, paying special attention to the impacts this might have on radiation
pattern.

After having these milestones defined the experimental work could begin. Designs were
tailored for the 5GHz band, a 5G interest band. Millimetre wave designs were desirable, but
several limitations impeded such a path to be taken. The following chapters are dedicated to
the portrayal of the developed work as well as a critical analysis of the obtained results.
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Chapter 2

Antennas: Studies & Experiments

2.1 Introduction

Several 5G solutions have pointed out that the BS antenna must dramatically improve
in the next mobile generation to comply with 5G demands, being Massive MIMO the major
exponent of this idea. The ability to create statistically independent channels, the ability to
reuse time-frequency resources through spatial multiplexing, and the ability to circumvent
channel noise floor and fast fading are among the presented arguments toward the use of
large antenna arrays in the next mobile generation. This would allow for greater selectivity,
lower interference, lower sensitivity, which, as a consequence, allows for the transmission of
lower power signals while increasing overall network capacity. However, these arguments are
presented in an information theory perspective that is disconnected from the antenna itself.
It is therefore difficult to understand how the antenna design might limit such gains. This
reveals the need to understand what these buzzwords mean in antenna terminology; this is the
goal of chapter 2. Here antennas are studied not only for the sake of understanding antenna
theory and practice, but also to better understand the role of antennas in future wireless
communications. To achieve this, the Balanis’ introductory book on antennas, referenced
in [20], was used as the main antenna theory reference, while the connection between antenna
theory and 5G was established by comparing what was learned from Balanis to what was
learned during chapter 1.

The antenna is the transducer between guided environment and free space, being the key
component that actually allows wireless communications to exist. Antennas are therefore used
to both transmit EM waves into free space and receive them back into a guided environment.
Proper antenna design is fundamental as it allows other system requirements to be relaxed
while keeping good overall transceiver performance. Improper design, on the other hand, can
lead to energy storage instead of energy transportation. This can seriously limit range of
operation and SNR. The importance of having good antennas was never neglected in mobile
communications, however, in previous generations the antenna had the major goal of covering
with the same signal as much of its surrounding area as possible, leaving the job of increasing
capacity to higher levels of abstraction. Now antennas are viewed as a means to acquire
capacity gains, therefore the concept of what is a good antenna design changes in 5G when
compared with previous generations.

Chapter 2 now follows with a physical interpretation of important antenna metrics, aim-
ing to understand the practical consequences of their values. Next microstrip antennas are
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discussed. These are the most used antenna elements in mobile communications. Then the
study moves to array theory where the aforementioned potential gains of antenna arrays are
interpreted through the lens of antenna theory.

2.2 Antenna Theory: Important Concepts

Until this point antennas and their abilities have been mentioned countless times. How-
ever, what is an antenna? How can it be modelled? What are the metrics to evaluate its
performance? These questions haven’t yet been seriously addressed in this document. In
truth, it has already been stated in the introduction that an antenna establishes the con-
nection between guided environment and free space, being a means to transmit and receive
EM waves. Physically an antenna is a combination of a metallic structure with some kind of
dielectric material. Conceptually this constitutes the essence of what an antenna is, so lets
start addressing modelling.

Figure 2.1: Basic Antenna Model.

The simplest, but yet more insightful1, way to model an antenna is to interpret it as an
impedance, as shown in figure 2.1 and as mathematically expressed by equation (2.1).

ZA = RA + jXA (2.1)

RA = Rr +RL (2.2)

As evidenced by expression (2.2) the antenna resistance RA is divided into two compo-
nents, Rr and RL. Rr represents the part of the power delivered to the antenna that is
radiated, while RL denotes the part of the power delivered to de antenna that is dissipated
through dielectric or metallic losses. The reactance XA represents the energy storing capabil-
ities of the antenna. This simple model is elucidative of the fact that when using an antenna
it must be matched so that the transmission\reception efficiency is maximum, making clear
that the idealized maximum power that can be delivered to the load by the antenna is half
of the available power at the source. In this case antenna efficiency is considered to be 100%
as there are no losses due to reflection, er, or metallic and dielectric losses, ecd. Antenna
efficiency can be determined through expression (2.3).

eo = er · ecd (2.3)

1At least for an electronics engineer.
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er = 1− |Γ|2 (2.4)

This model also indicates the design goals: minimize losses, RL → 0, minimize energy
storage, XA → 0, and optimize energy radiation, Rr → Optimum, while matching the
antenna, |Γ| → 0. It should be stated that this is a rough approximation that doesn’t
consider important phenomena like dielectric and metallic losses in the ground plane, but it
constitutes the perfect example to understand what is important in antenna design.

The model denotes an important antenna metric, input impedance, however, radiation
properties aren’t properly visualized through a modelling resistance, therefore, more compre-
hensive metrics exist to express them. The radiation pattern is a representation of the antenna
radiation properties as a function of spatial coordinates in far-field. In mobile communications
antennas usually operate in this field region.

Before further addressing the radiation pattern it is important to understand what is
meant by far-field. As is known from EM theory, EM fields are distance dependent. This
dependence is usually represented by a power series inversely proportional to distance, r.
Therefore field configurations near and away from the antenna will differ. Equation (2.5)
expresses this idea for the sake of visualization2.

Total F ield =
∞∑
n=1

1

rn
Field (n) (2.5)

In far-field high-order terms tend to zero, the EM field becomes proportional to 1
r and the

field distribution only varies by a scaling factor, preserving its shape within any circumfer-
ence taken along the same plane. This greatly simplifies the evaluation of antenna radiation
metrics.

r >
2D2

λ
(2.6)

Equation (2.6) is used to determine the minimum radius away from the antenna in which
far-field behaviour is dominant. D stands for the largest antenna dimension, while λ stands
for the free-space wavelength in which the antenna operates. For this expression to be valid
D must be greater than λ. It must be stated that perturbations of the EM source in near-field
can change the far-field pattern and that different EM sources can generate the same far-field
pattern.

Lets get back to the radiation pattern. From EM theory one can determine the average
radiation power density generated by an antenna by evaluating the Poynting vector of its
fields, as expressed in equation (2.7).

−−−→
Wrad(θ, φ, r) =

−−→
Wav(θ, φ, r) =

1

2
Re(
−→
E (θ, φ, r)×

−→
H ∗(θ, φ, r)) (2.7)

The total power radiated by the antenna is found by integrating the radiation power
density over a sphere, as shown in (2.8).

Prad =
1

2

‹

S

Re(
−→
E (θ, φ, r)×

−→
H ∗(θ, φ, r)) · d~s (2.8)

2This concept is extensively explained in the articles available in [48] and [49].
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If an antenna radiates equally in all directions its radiation power density will be given
by the ratio of the radiated power over the sphere surface area, this is expressed in (2.9).
Such an antenna is an important reference metric in antenna theory and is called an isotropic
source.

−→
Wo(θ, φ, r) = âr

(
Prad
4πr2

)
(2.9)

If the radiation power density is multiplied by r2 radiated power per solid angle is obtained.
Such operation eliminates distance dependence while maintaining angular dependence. This
makes sense since in far-field distance only accounts as a scaling factor and the field distri-
bution shape is preserved along any plane. Radiated power per solid angle in antenna theory
is referred to as radiation intensity and is related with electric field distribution in the far-
field region. When talking about radiation pattern it is radiation intensity, or some other
directly derived metric, that is implied. The idea portrayed in this paragraph is depicted in
equation (2.10).

U(θ, φ) = r2 Wrad(θ, φ, r) (2.10)

As previously alluded, there are several reference radiation patterns in antenna theory.
The one already mentioned is the isotropic source whose radiation intensity is expressed by
equation (2.11) and figure 2.2.

Uo =
Prad
4π

(2.11)

Figure 2.2: Radiation Patterns of isotropic and directional antennas.

Some reference radiation patterns are related with the idea of directionality, i.e. they
take into consideration whether the antenna directs radiated power toward a given angle3

or whether it radiates evenly in all angles4. A relevant pattern is one that is directional in
a plane and non-directional in a given orthogonal plane, this is called an omnidirectional
pattern. Examples of such patterns are shown in figures 2.2 and 2.3.

3Directional pattern.
4Non-directional\Isotropic pattern.
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Figure 2.3: Omnidirectional Radiation Pattern

The directionality idea is accounted for by directivity. This metric compares the radiation
intensity produced by an antenna in a given direction with the radiation intensity of the
isotropic source. Directivity is defined by (2.12).

D(θ, φ) =
U(θ, φ)

Uo
= U(θ, φ)

4π

Prad
(2.12)

However, a more realistic metric to evaluate this is gain because, contrarily to directivity
which evaluates radiated power, gain, expressed in (2.13), evaluates input power, thus consid-
ering metallic and dielectric losses. Even though gain is a more rigorous metric, realized gain,
expressed in (2.14), is what is typically measured because it also considers mismatch loss.
Realized gain measurements can then be corrected to gain with reflection coefficient measure-
ments. It should be stated that gain metrics assume polarization match, so the measured
and reference antennas must be aligned in a manner that allows maximum power transfer
between them when measuring gain.

G(θ, φ) = U(θ, φ)
4π

Pin
= ecd D(θ, φ) (2.13)

Gre(θ, φ) = er G(θ, φ) (2.14)

As already evidenced the radiation pattern is taken along a sphere centred at the antenna
location, therefore it is best visualized in 3D. However, 2D cuts along the principal planes, the
E-plane and the H-plane, are enough for a complete characterization. The E-plane contains
the electric field vector and the direction of maximum radiation. The H-plane contains the
magnetic field vector and the direction of maximum radiation. The field cuts can either be
plot in a linear or polar graphs and are usually expressed in logarithmic units.

The most important features of these graphs are the maxima lobes, the nulls, as well as
the angles in which they occur and their magnitude. From these values other interest metrics,
such as beamwidth and Side Lobe Level (SLL), can be defined. The most used beamwidths
are the Half-Power Beamwidth (HPBW), which indicates the angular separation between the
two directions neighbouring the major lobe that have half of its radiation intensity value,
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and the First-Null Beamwidth (FNBW), which indicates the angular separation between the
first pair of radiation intensity nulls that surround the major lobe. SLL is the ratio between
the radiation intensity of the secondary lobes and the radiation intensity of the major lobe.
Figure 2.4 provides visualization of the aforementioned metrics.

Figure 2.4: Important Radiation Pattern Metrics

Another metric worth mentioning is bandwidth. Antenna bandwidth is usually divided
in two components: pattern bandwidth and input impedance bandwidth. Pattern band-
width is the range of frequencies for which the radiation pattern properties respect project
requirements, therefore being an application specific definition. Input impedance bandwidth
is practically defined as the range of frequencies in which the antenna presents reflection
coefficient bellow −10dB. The narrowest intercepting range of frequencies between these
bandwidths defines the antenna bandwidth.

This section has presented an overview of important antenna concepts. There is much
more to say than what was presented, however, here the focus was on limiting the discussion
to the aspects most relevant to the developed work.

2.3 Microstrip Antennas

Microstrips can be broadly defined as structures constituted by a 3D dielectric material
with metallic sheets laying on its top and bottom faces. Microstrip antennas are the most
widely used antenna elements in mobile communications. What makes them so desirable?

In reality its wide use is no surprise, the simplicity of the microstrip structure makes it
inexpensive and eases production procedures and costs, allowing almost all production steps
to be automated. Besides this, microstrips are very versatile, being adjustable to a large range
of requirements. Behavioural adjustments can be performed dynamically, by using varicaps
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or active components, or statically by changing the microstrip shape or by tuning passive
components. Microstrips support multiband design and can be compressed to fit into small
electronics, this is very desirable in mobile applications. The compatibility with MMIC design
is probably the feature that makes them most attractive for 5G applications.

2.3.1 Rectangular Microstrip Antenna

As previously mentioned, the number of possible microstrip antenna configurations is
immense, however, the rectangular microstrip antenna is the most widely used and most
alternative configurations derive from it. Therefore, it makes sense to start microstrip studies
with the rectangular microstrip antenna.

There are several methods to analyse this structure, among them are the cavity model,
the transmission line model and full-wave analysis. The cavity model is a comprehensive
physical interpretation of the rectangular microstrip antenna behaviour, thus it is presented
in this document due to this comprehensive aspect, however, mathematical aspects are left
aside. The simpler transmission line model, for the particular case of the studies developed
in the presented work, provides a good first approximation that can be optimized toward
the desired goals in a full-wave simulator. Therefore it is the used method for initial design.
Full-wave methods, based on Maxwell’s equations, are the most rigorous and general EM
analysis tools. These methods can be used to accurately tailor the desired response, however,
the learning curve is very steep, so they are only used indirectly, through CST simulation and
optimization.

2.3.1.1 Concept

The cavity model states that a rectangular microstrip antenna can be ideally approximated
by a resonating cavity bound by two Perfect Electric Conductors (PECs), the rectangular
patch and the ground plane, and four Perfect Magnectic Walls (PMWs), the dielectric walls
along the perimeter. As known from EM theory, no electric field propagates through a PEC
and no magnetic field propagates through a PMW.

This model can be further simplified by using the Huygens’ principle. Thus the rectangular
patch is represented by an electric current density source, and PMWs are represented by an
electric current density source and a magnetic current density source. The electric current
density source associated with the PEC patch is null as there is no current path within the
patch. The electric current density and the magnetic current density on the dielectric walls

are respectively obtained by equations (2.15) and (2.16), where
−→
Es represents the tangential

electric field and
−→
Hs represents the tangential magnetic field along the microstrip antenna

edges.

−→
Js = n̂×

−→
Hs (2.15)

−→
Ms = −n̂×

−→
Es (2.16)

The edges of the rectangular microstrip antenna are open circuited and no electric current

flows in the dielectric, thus there is no current density along the dielectric walls, so
−→
Js is null

and, as a consequence, there are no tangential magnetic field components within the cavity.−→
Ms is the only non-zero field source. Therefore, the rectangular microstrip antenna can be
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Figure 2.5: Rectangular Microstrip Antenna in mode TMx
010.

modelled by four magnetic current density sources, one along each dielectric wall. Image
theory can be used to account for the presence of a ground plane, this doubles the magnitude
of the magnetic current density on each wall as expressed in (2.17).

−→
Ms = −2n̂×

−→
Es (2.17)

When considering rectangular microstrips in this scope only TMx propagation modes are
considered. This means that the EM wave propagates along the x-axis and no magnetic field
component exists tangential to this direction, agreeing with what was previously mentioned.
Rectangular microstrips are mostly designed to propagate dominant TMx

010 mode, which only
propagates a tangential electric field component and a transversal magnetic field component
as expressed in (2.18)5. The distribution of the tangential electric field along the rectangular
microstrip cavity in this propagation mode is represented in figure 2.5.

TM010 =


Ex(y) = Eo cos

(
π
Ly
)

Hz(y) = Ho cos
(
π
Ly
)

Ez = Ey = Hx = Hy = 0

(2.18)

The resonant frequency of TM010 mode is given by expression (2.19), thus dictating
Le = λ

2 .

fr010 =
1

2Le
√
µε

(2.19)

To better understand how a rectangular microstrip antenna radiates it is best to analyse
sources in opposing walls together.

As seen from figure 2.6 and as can be determined by expression (2.17), the sources sep-

arated by L,
−→
M1 and

−→
M2, have the same phase, same magnitude and are separated by λ

2 .

5For proof consult [20].

28



Figure 2.6: Radiating Sources.

Thus they can be analysed as a two-element antenna array separated along the y-axis whose
radiated power intensity is given by expression (2.20).

Utotal(θ, φ) = Usource(θ, φ)×
[
1 + ej(kd sin(θ) sin(φ)+β)

]
(2.20)

The terms in square brackets represent each element of the array; k is the the wave
number 2π

λ , therefore the product kd represents the phase difference between sources due to
spatial separation between elements; β represents the phase difference between sources due to
source excitation; sin(θ) sin(φ) is the far-field observation point. As already stated the distance
between elements is λ

2 and the phase difference between sources is zero, so expression (2.20)
can be transformed into expression (2.21), giving a clear indication that the radiation pattern
maximum is normal to the rectangular patch surface, in other words along +x because the
ground plane acts as a shield towards −x, preventing backwards radiation.

Utotal(θ, φ) = Usource(θ, φ)× cos
(π

2
sin(θ) sin(φ)

)
(2.21)

Around the magnetic current density source circulates an electric field. Using the right-
hand rule it can be concluded that the electric field radiated by the microstrip antenna

must propagate along x6, therefore the x − y constitutes the principle
−→
E -plane. From the

aforementioned and using (2.7) it becomes apparent that the magnetic field must propagate

along z, making the x− z the principal
−→
H -plane.

By analysing the sources separated by W ,
−→
M3 and

−→
M4, represented in figure 2.7, it can

be seen that their magnitude is null for y = L
2 , thus cancelling radiation along the principle

−→
H -plane. It is also noticeable that

−→
M3 and

−→
M4 have equal magnitude and opposite phase,

therefore their combined effects also cancel radiation along the principle
−→
E -plane, i.e. at W

2 .
In non-principal planes the radiation of these sources is also small when compared with the
sources separated by L. Therefore sources separated by L are called radiating-sources while

6If this isn’t obvious, analyse figures 2.5 and 2.6 to arrive to this conclusion.
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Figure 2.7: Non-Radiating Sources.

sources separated by W are called non-radiating sources. This means that the radiation
pattern cuts of the rectangular microstric antenna dominantly exhibit a broadside pattern7.

Figure 2.8: Fringing fields in rectangular microstrip antennas.

The perfect conditions described would contain all fields within the structure, not allowing
any radiation to occur. But radiation indeed occurs due to loss effects and small perturbations
on the field distribution that cause fringing fields to propagate away from the cavity into free-
space, this is shown in figure 2.8. These phenomena, however, keep field distribution very
similar to what was described, therefore the presented analysis is a valid comprehensive model
of the rectangular microstrip antenna, eventhough it is just an approximation.

It should be evidenced that magnetic current densities used in the cavity model don’t
physically exist. This concept is used to aid with the visualization of the patch behaviour
by analogy with familiar electrical properties. What is meant by this approach is that the
macroscopic behaviour of the fields radiated by the rectangular patch antenna can be modelled
by an hypothetical magnetic current density source, assuming its existence.

The transmission line model of the rectangular microstrip antenna is a much more prac-
tical approach than the cavity model. It starts by stating that the rectangular microstrip
antenna can be modelled by a microstrip transmission line with non-stationary surface-waves
propagating in its structure. These waves, however, partially propagate in its dielectric and
partially propagate in free-space, therefore, to take this into account, the dielectric permit-

7Meaning that most radiation is normal to the rectangular patch.
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tivity must be corrected by expression (2.22).

εreff =
εr + 1

2
+
εr − 1

2

[
1 + 12

h

W

]− 1
2

(2.22)

Then the explanation proceeds by stating that fringing fields responsible for radiation
elongate the patch length, therefore length must be corrected by expression (2.23) to equal λ2 .

∆L = 0.412h
(εreff+0.3)(Wh +0.264)
(εreff−0.258)(Wh +0.8)

L = Le − 2∆L

(2.23)

Finally, a method to determine the rectangular patch width is required to complete the de-
sign process. For that expression (2.24) is typically used. This expression is mostly empirical
and is known to give good practical radiation efficiency results.

W =
c

2fr

√
2

εr + 1
(2.24)

The directivity of the rectangular microstrip antenna can be obtained from expression (2.25).

D =

(
2πW

λo

)2 π

I
(2.25)

I =

π̂

0

π̂

0

[
sin
(
koW
2 cos(θ)

)
cos(θ)

]2
sin3(θ) cos2

(
koL

2
sin(θ) sin(φ)

)
dθ dφ (2.26)

The presented expressions assume that the rectangular patch dimensions are greater than
the dielectric height, which for practical cases is usually true. This method provides tools
to rapidly start a crude design of a rectangular microstrip antenna that can then be further
optimized in a full-wave simulator.

2.3.1.2 Experiments

Now, with the basic theory explained, a rectangular microstrip antenna design for 5.64GHz
is presented. The design is developed in ISOLA ASTRA 3 dielectric8. With the frequency of
operation and dielectric selected the determination of W and L consists in direct application
of formulas 2.22, 2.23 and 2.24.

However, besides dimensioning, antenna design also requires feeding. There are several
methods to feed the rectangular microstrip antenna, but the selected method was the coaxial
feed because it is simple and allows decoupling between antenna structure and any circuitry
connected to the antenna. This is useful for future designs. This feeding mechanism consists
in inserting a probe through the antenna structure exactly in the point where it is matched,

8For details about the dielectric please refer to appendix A.
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thus forming a matched connection. This point is empirically determined for W
2 and a distance

of xf from the patch edge. xf is expressed in 2.279. For visual aid please refer to figure 2.10.

xf =
L

2
√
εre(L)

(2.27)

εre(L) =
εr + 1

2
+
εr − 1

2

[
1 + 12

h

L

]− 1
2

(2.28)

With this knowledge the design is now complete and the results are presented in table 2.1.

Dielectric Brick [mm] L [mm] W [mm] Feed Point [mm]

25.6 15.37 19.64 2.9

Table 2.1: Theoretical rectangular microstrip antenna dimensions.

With these values two antennas are built in CST10, one with an ideal feed directly con-
nected between ground plane and the rectangular patch, and the other using a real SMA
connector, as shown in figure 2.10. The connector was designed with the datasheet infor-
mation available in [51]. Note that only the real feed is implementable. As can be seen in
figure 2.9 both designs are shifted within 10% of the desired operation frequency, being that
the real feed drifts more from the desired result. This means that the design must be opti-
mized toward the desired goals. Usually this is corrected by simply moving the feed point,
since expression 2.27 is an ideal empirical approximation that doesn’t consider losses. But
for the time being lets use these designs to make some interesting observations.

Figure 2.9: S-Parameters of theoretical rectangular microstrip antenna design.

9This expression was obtained empirically and it provides good radiation characteristics. The studies that
lead to such conclusion are explained in more detail in [50]

10When in doubt about any simulation procedure please refer to appendix A.
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Figure 2.10: Real coaxial feed in rectangular microstrip antennas.

The advantage of using powerful full-wave analysis tools is that they allow for the val-
idation of conceptual models, so now some thought will be given to the verification of the
cavity model with CST. Figures 2.11 and 2.12 show the electric field simulated by CST at the
radiating and non-radiating sources. It is interesting to observe that this simulation perfectly
matches the model described in figures 2.6 and 2.7. Near the edges of figures 2.11 and 2.12
the fringing effects portrayed in 2.8 are also observable.

Figure 2.11: Electric field in radiating sources.

Figure 2.12: Electric field in non-radiating sources.

Figure 2.13 shows the simulated tangential magnetic field within the rectangular mi-
crostrip antenna. The blue represents null values in the colour bar, once again agreeing with
model predictions.

Figures 2.14 and 2.15 show the maximum radiated electric and magnetic field from the
rectangular microstrip antenna sources simulated by CST. These results evidence that the
principal E-Plane cuts W in half while the principal H-Plane cuts L in half, thus agreeing
with what was previously stated.

Even though the previously evidenced points are somewhat obvious, they were very impor-
tant in the learning process and enabled a proper understanding of the rectangular microstrip
antenna, so they were deserving of this renewed highlighting.
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Figure 2.13: Tangential magnetic field in rectangular microstrip antenna.

Figure 2.14: Maximum electric field in rectangular microstrip antenna.

Figure 2.15: Maximum magnetic field in rectangular microstrip antenna.
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Now it is time to optimize the rectangular microstrip antenna for the desired response.
Several parametric sweeps and optimizations were performed over the previous design until a
coaxially fed rectangular microstrip antenna operating at 5.4GHz was obtained. The resulting
dimensioning is presented in table 2.2. This design was then produced and measured. The
final board can be view in figure 2.16.

Dielectric Brick [mm] L [mm] W [mm] Feed Point [mm]

25.6 14.10 16.29 4.08

Table 2.2: Final rectangular microstrip antenna dimensions.

Figure 2.16: Final rectangular microstrip antenna design.

As can be seen in figure 2.17, the optimized and measured results11 are shifted about
262MHz. To find the source of such simulation error several parameters were swept in CST.
Variations of tanδ only changed adaptation values, but didn’t change the frequency band.
Variations of L obviously shifted the resonant frequency toward the desired value, but physical
measurements of the patch antenna agreed with the initially simulated values. Therefore, the
only parametric value whose variation made sense was the dielectric εr. It was found that if
εr equal to 2.7 was considered the simulated values would approximate the measured values.
This is portrayed in figure 2.17. If finer optimizations adjusting both εr and tanδ were
performed it would be possible to obtain a perfect match between results, but such process
would be too time consuming and providing little benefit to the conceptual experiments being
performed, especially considering that εr slightly varies form batch to batch. Variations
between measurement and simulation are often reported in literature for the used feed type
as it is said to be hard to modulate properly, however, changing any of the feed parameters
arbitrarily didn’t seem to produce any significant variation in frequency band.

Besides these S-Parameters variations, the radiation patterns in figure 2.18 show good
agreement between simulation and measurement. The measured results show some oscilla-
tion due to non-ideal measurement conditions, but the tendency of the curve evidences the
aforementioned agreement.

As a final remark, lets look to table 2.3 and evaluate the final design. As stated the design
is shifted 262MHz. The bandwidth is approximately 5% of the carrier, which is typical in

11Any doubts about measurement procedures please refer to appendix B.
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coaxial feed designs. The realized gain is 6.4dBi, which is close to the expected value of
directivity given from expression 2.26 that results in D = 6.54dBi.

Figure 2.17: S-Parameters of real rectangular microstrip antenna design.

Carrier [GHz] Bandwidth [MHz] Gre [dBi]

5.662 225 6.4

Table 2.3: Summary of rectangular microstrip antenna characteristics.

Even though the presented design is very academic, it was an interesting example of how
in RF theory, simulation and measurement procedures might be accurately adjusted and still
provide slightly different results. But overall, it was a good effort to validate old theories
through simulation and experiment.

2.4 Antenna Arrays

Antenna arrays can be defined in a broad sense as a group of antennas operating in
coordination. There are several array types, but all fit into three general categories: 1D, 2D
and 3D arrays, depending on along how many dimensions its elements are distributed. This
document focuses, without loss of generality, on 1D12 arrays.

Arrays gained popularity due to the need to increase directivity in a simple manner,
avoiding complex antenna designs such as parabolic, lens and other types of reflector antenna
configurations. To simplify the analysis equal element arrays are usually considered and it is
assumed that no coupling exists between them. In these conditions there is no perturbation
of the near-field EM source and the far-region electric-field can be given by expression (2.29).
In this expression the Array Factor (AF) is a function descriptive of the impacts that source

12Also called linear arrays.
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Figure 2.18: Rectangular Microstrip Antenna - Simulated versus Measured Gre.

spatial distribution and excitation have on the radiation intensity produced by the antenna
array13. The AF can intelligently be controlled to obtain the desired array response.

−→
E total(θ, φ) =

−→
E element(θ, φ)×AF (θ, φ, dn, βn) (2.29)

When observing the array in far-field the distance to the centre of the array is almost
equal to the distance to any of the array elements because array dimensions are very small
when compared to the far-field radius. Therefore the magnitude and angular orientation of
the vectors that connect each array element to a point in far-field can be considered equal,
this is represented in figure 2.19 and expression (2.30). This means that AF is independent
of the spatial propagation vector e−jkr.

Far-Field→

{
Angle → θ ≈ θ1 ≈ θ2 ≈ · · · ≈ θN−1 ≈ θN
Magnitude → |r| ≈ |r1| ≈ |r2| ≈ · · · ≈ |rN−1| ≈ |rN |

(2.30)

However, in far-field the components radiated from each element present a small phase-
shift due to their spatial separation in near-field. This can be accounted for by expres-
sion (2.31) where dn is the distance of the nth element to the centre of the array.

Phase Shift→ rn = r − dn cos(θ) (2.31)

Excitation sources can also control phase shift, βn, and power radiated, an. Therefore the
AF of a linear array is generally given by expression (2.32)14. From this expression it can be

13It should be highlighted that U(θ, φ) ∝ |AF (θ, φ, dn, βn)|2.
14 When analysing linear arrays sources are aligned along the z-axis to simplify mathematical description.
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Figure 2.19: Array element distance to far-field point.

perceived that the AF is described by a real sinusoid if distance, phase shift and power are
symmetrically distributed about the centre of the array.

AF =
n∑
n=1

ane
jkdn cos(θ)+βn (2.32)

The directivity gains obtained by using a broadside15 uniform array16 are expressed by
equation (2.33)17. This is an important array design evaluation metric.

Do = 2N
d

λ
Delement (2.33)

Such directivity gains increase selectivity and allow transmitters to reduce power or to
serve lower sensitivity receivers. This evidences the importance of antenna arrays in acquiring
capacity gains for future mobile communications.

Besides increasing directivity, antenna arrays can be manipulated to perform other func-
tions of interest for 5G applications such as scanning, source synthesis and adaptive beam-
forming. Now it is explored how these functions are realized and how they help to achieve
the capacity gains claimed by 5G solutions. In the presented analysis it is assumed that the
symmetry conditions previously mentioned are always met.

2.4.1 Rectangular Microstrip Antenna Array

From the presented array theory an 8-element linear rectangular microstrip antenna ar-
ray was designed based on the developed element design. The selected element spacing was

15Boardside means θo = 90o, in other words, radiation maximum normal to the array plane.
16Uniform arrays have equal spacing, equal amplitude distribution and progressive phase shift.
17Consult [20] for proof.
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25.6mm which is approximately λ
2 at 5.662GHz18. This spacing allows full scan without the

appearance of undesired maxima. The elements are aligned along W because this reduces cou-
pling for the same centre-to-centre distance19 [20]. The developed antenna array is portrayed
in 2.21 where it is connected to the power splitter developed in appendix C.

The measured S-Parameters observed in figure 2.20 show that the element adaptation
slightly drifted from the microstrip element. This behaviour is explained by coupling effects
between neighbouring elements of the array in the report in [19]. These coupling effects
change element impedance even when the antenna array is not excited. Regardless of that,
the array is matched for most of the measured frequencies.

Figure 2.20: Measured S-Parameters.

Figure 2.21: Designed rectangular microstrip antenna array.

18Initially designs were considered for 5.85GHz. At this frequency λ
2

equals 25.6m. Then the design
frequency was changed and this parameter was forgotten.

19This happen because the distance between the closest metal is larger in this configuration.
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By observing figure 2.22 the resemblance between measured and simulated results is ev-
ident. The simulated and measured H-Plane are almost coincident, apart from a small gain
difference. In the E-Plane there is a very precise match between array maxima and nulls until
the third null. The difference for the angles near 0o and 180o is probably due to setup haz-
ards because the measurement manifests an oscillatory behaviour around the simulated value.
Note that the designed antenna array is an omnidirectional antenna because the E-Plane is
directional while the H-Plane is non-directional. This is typical in linear antenna arrays. For
the design to be fully directional the array dimensions should be increased to at least a planar
array.

The main difference between simulation and measurement is Gre. The simulated array
presents Gre equal to 14.06dBi while the measured array presents Gre equal to 12.04dBi.
This variation can be justified by how difficult it is to properly account for copper and
dielectric losses in simulation and by inaccuracies of the feed structure model. Despite that,
the obtained results aren’t far from the expected directivity given by expression 2.33 which
is 15.43dBi. These results also differ in terms of SLL in the principal E-plane. While the
simulated antenna holds 13dB of SLL the measured antenna has an improved SLL of 15dB.
Thus, the designed antenna array produces less spurious radiation than expected from full-
wave simulation. The differences in the null level, however, aren’t so clarifying because they
might be caused by the limited sensitivity of the experimental apparatus.

In summary, the rectangular microstrip antenna array design successfully matched the
expected results. Once again proving old theories by experimentation.

Figure 2.22: Simulated versus Measured radiation pattern.

40



2.4.2 Array Functions: Scanning

2.4.2.1 Concept

Scanning is the capacity to direct the major beam towards the desired direction. By
manipulating expression (2.32) into expression (2.34)20 it becomes rather evident how to
control excitation phase to orient the maximum AF towards the desired angle, θo.

AF =

n∑
n=1

ane
jkdn[cos(θ)−cos(θo)] (2.34)

Therefore, beyond the improvements brought by higher directivity, scanning arrays also
support terminal mobility. This capacity is a great asset for future mobile communications.

dmax =
λ

1 + | cos(θo)|
(2.35)

The array design, however, must take into consideration that excessive element spacing
might cause unwanted AF maxima to appear. The maximum element spacing that avoids
this for the case of the uniform array is expressed by (2.35), indicating that, for a full-range
scanning array, spacing must not exceed λ

2 .

2.4.2.2 Simulation

To test scanning a MATLAB script was developed21 considering isotropic source,i.e. it is
in fact an AF simulator. This script generates the desired phase excitations. Then, these
coefficients are introduced in CST to excite the previously designed 8-element linear array.
Table 2.4 presents a record of those excitation vectors.

Angle β1 β2 β3 β4 β5 β6 β7 β8
30 -150.9 -301.7 -92.5 -243.4 -34.2 -185.1 -335.9 -126.8

45 -123.2 -246.3 -9.5 -132.7 -255.8 -19.0 -142.2 -265.3

60 -87.1 -174.2 -261.3 -348.4 -75.5 -162.5 -249.6 -336.8

90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 2.4: Scanning phase excitations.

Figures 2.23 to 2.26 show the normalized radiation patterns of the designed scanning ex-
citations. As can be seen the, results from MATLAB and CST are very similar in terms of
major lobe behaviour and scan towards the desired direction. However, as the scan direction
tends to zero the SLL increases much faster in CST than in MATLAB because the rectan-
gular microstrip antenna array has much higher gain toward broadside than toward end-fire.
Nevertheless, the CST results validate proper algorithmic implementation.

20This is done by merely substituting βn by −kdn cos(θo).
21This is available in appendix D
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Figure 2.23: Scan 30. Figure 2.24: Scan 45.

Figure 2.25: Scan 60. Figure 2.26: Scan 90.

2.4.3 Array Functions: Source Synthesis

2.4.3.1 Concept

Source synthesis techniques22 control array element spacing, power and phase distribution.
The major aim is to design an array pattern with desired properties in terms of nulls, SLL,
directivity, among other important antenna metrics. In array design it is desirable to reduce
interference on both transmission and reception while keeping high directivity and scanning
capacity. This is achieved by controlling SLL and by forcing array pattern nulls toward the

22Also referred to as beam-shaping.
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direction of interferers, being an important interference reduction mechanism integrated in
5G solutions.

The Dolph-Tschebyscheff array, based on the Tschebyscheff polynomials in (2.36), is one
the proposed methods to control SLL.

Figure 2.27: Example of Dolph-Tschebyscheff array design.

Tm(z) =


cos[m cos−1( zzo )] −1 ≤ z

zo
≤ 1

cosh[m cosh−1( zzo )] −1 < z
zo
, z
zo
> 1

(2.36)

z

zo
= cos(u) (2.37)

Tm

(
z

zo

)
= 2

z

zo
Tm−1

(
z

zo

)
− Tm−2

(
z

zo

)
(2.38)

The AF in expression (2.34) can be described by the sum of several harmonic cosines.
Each harmonic can be represented by a Tschebyscheff polynomial while the total AF can be
manipulated to equal Tn−1. Tschebyscheff polynomials have well known coefficients23, so AF
power coefficients can be determined by solving the equation relating Tn−1 with the AF in its
Tschebyscheff polynomial form. In such case, the region where Tschebyscheff polynomials are
represented by cosines corresponds the minor lobes while the region described by hyperbolic
cosines corresponds to the major lobe. In a Dolph-Tschebyscheff array to zo is corresponds
the AF maxima, therefore it is selected to obtain the desired voltage ratio between major and
side lobes24, this is expressed in (2.39). In this method it is assumed that element spacing is

23Coefficients can easily be determined by expression (2.38).
24To help with visualization please refer to figure 2.27.
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uniform.

Tn−1(zo) = Ro (2.39)

One of the existing techniques to force nulls in desired directions is the Schelkunoff method.
This method assumes that elements are equally spaced and that phase shift between elements
is progressive. Given the number of desired nulls and their location the Schelkunoff method
determines number of required elements as well as their excitation to produce the desired
response. To achieve this the expression (2.32) is rewritten in a clever way, expressed in (2.40).

AF =
N∑
n=1

anz
n−1

z = ekd cos(θ)+β

(2.40)

Through this representation it becomes rather evident that AF can be described by a
polynomial of order n − 1. A polynomial can always be represented by the product of its
roots, as shown in (2.41).

AF =
N∏
n=1

αn(z − zn) (2.41)

Therefore, by properly selecting the zn values the AF will present nulls towards the desired
directions. Excitation coefficient can be determined by expanding expression (2.41) into
expression (2.40). It should be noted that the variable z travels within the unity circle in an
angular range defined by kd cos(θ) + β called visible region, so to produce AF nulls zn must
be in the unity circle within the visible region.

2.4.3.2 Simulation

In this section the Dolph-Tschebyscheff and Schelkunoff source synthesis algorithms are
implemented and tested. These algorithms were implemented in MATLAB simulators avail-
able in appendix D. The simulation procedure followed are similar to those presented in the
scanning experiments, following the MATLAB simulation with EM validation.

Table 2.5 presents the excitation coefficients for an 8-element Dolph-Tschebyscheff array
with SLL bellow −28dB.

a1 a2 a3 a4 a5 a6 a7 a8
0.3743 0.5826 0.8417 1.0000 1.0000 0.8417 0.5826 0.3743

Table 2.5: 8-element Dolph-Tschebyscheff Array - SLL = 28dB.

As can be viewed in figure 2.28 the task of controlling the SLL bellow −28dB is successfully
achieved, with MATLAB results agreeing well with CST EM simulation. Note that the SLL
improvement in this scenario is of almost 15dB when compared to the scenario presented in
figure 2.26.

Now moving into Schelkunoff source synthesis. Table 2.6 presents the list of desired
nulls and the Schelkunoff excitations. Figure 2.29 evidences how the theoretical MATLAB
simulator can force the desired nulls. The CST result also presents accurate nulls in the
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nulls - 0 30 45 60 120 150 180

an 1.00 4.26 8.64 11.45 11.45 8.64 4.26 1.00

βn -56.83 -45.52 -36.21 -30.37 -26.46 -20.62 -11.32 0.00

Table 2.6: Schelkunoff Source Synthesis - Nulls and Excitation

angular range between 30o and 150o, but beyond that limit the rectangular microstrip antenna
array isn’t capable of forcing the desired nulls. This is related with the lack of gain toward
end-fire. However, it should be noted that the power levels obtained are bellow −40dB for
every desired null. This power level is typically used as a null reference in antenna design.
It should also be pointed out that the imposition of so many nulls has caused the major
lobe to broaden. To achieve this source excitations have a maximum variation of a order of
magnitude such variation can lead to inefficient antennas.

Figure 2.28: Dolph-Tschebyscheff. Figure 2.29: Schelkunoff.

The presented results validated the algorithmic implementation of the Dolph Tschebyscheff
and Schelkunoff source synthesis techniques. An interesting step further would be to imple-
ment them in an active antenna array and experimentally validate them, but there were no
such arrays available to test.

2.4.4 Adaptive Beamforming

2.4.4.1 Concept

The ability to control major lobe direction, SLL and null placement reveals the incredible
utility of the previously mentioned techniques, particularly in low dynamic applications where
the alignment between transmitter, receivers and interferers is almost constant. However, as
the number of users, interferers and their dynamic increase it becomes very hard to comply
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with AF requirements using those classical techniques, calling for the implementation of dy-
namic methods. This is the case of real-world mobile communications applications, especially
5G oriented, that have high mobility and high number of users.

In such applications there is a need to automatically distinguish Signal of Interest (SoI)
and interferers, Signal Not of Interest (SNoI), and to cancel SNoIs while amplifying SoIs. This
can either be done by analysing the Direction of Arrival (DoA) and time delay of each signal
or by using optimization techniques based on training sequences. The later approach, called
adaptive beamforming, is simpler and more broadly used. One way to do this is to optimize
the AF excitation so that the squared error between the desired and the computed AFs is
minimized. In such case, the optimum result is the Wiener solution, that for a linear array
with equally spaced elements is expressed by (2.42). In expression (2.42) the AF is given
by (2.40), z equals ekd cos(θ) and the vector −→a opt contains information on both amplitude and
phase excitation. This optimization is usually performed using the Least Mean Square (LMS)
algorithm25.

−→a opt =
−→
R zz
−→r zAF (2.42)

Adaptive beamforming is therefore capable of conjugating gains of classical methods,
obtaining the optimum balance between scanning, SLL control and interference cancellation.
This technique allows mobile communications to operate in larger ranges due to increased
signal strength, to have a system mostly limited by noise, to overcome channel fading due to
reduced multipath and to increase security because a dedicated link is created for the user.
Through this lens it is now understandable how adaptive beamforming allows antenna arrays
to increase capacity gains in future mobile communications, but there is still an answered
question: how is spatial multiplexing achieved?

Spatial multiplexing is achieved through multiple adaptive beamforming, where the array
generates a dedicated beam per terminal, each carrying different information. This makes
communication channels orthogonal as each beam only accepts a SoI. This can either be
done by operating the array in different frequencies or by dividing the array in sub-arrays
that are operated independently. The first approach limits signal bandwidth, not allowing
time-frequency resources to be reused, therefore in a Massive MIMO scenarios sub-arraying
must be implemented26. Arrays capable of performing such multiple adaptive beamforming
techniques are called active antenna arrays.

25For better explanation of LMS method please refer to [20] and its references.
26Minimization of coupling effects in sub-arrays aggravate the demand for large arrays in Massive MIMO.
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Chapter 3

Nonlinear Antennas

3.1 Introduction

The PA is a device whose major function is to provide power gain to input signals. Power
gain, described in (3.1), varies depending on input power, starting to compress as input
power increases, as shown in figure 3.1. This reveals the intrinsic nonlinear behaviour of this
device. The high powers managed by PAs make them the major nonlinear source in wireless
communication systems.

Gp = 1 +
Pdc − Pdiss

Pin
(3.1)

Figure 3.1: Representation of gain compression versus input power.

Due to these nonlinearities the input signal induces Amplitude Modulation (AM) and
Phase Modulation (PM) on the output signal . These are respectively referred to as AM-AM
and AM-PM conversions. For proper system operation these conversions must be accurately
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characterized and corrected. The study of methods to achieve this has been an important
research topic since the existence of wireless communications. Therefore the need to connect
PAs and antenna arrays without isolation in 5G applications led researchers to study the
impacts of coupling on PA linearity. However, the impact PA nonlinearities have on antennas
is an issue seldom addressed. This issue wasn’t very relevant in previous mobile genera-
tions because antennas were non-directional and only one signal was broadcast, but in 5G
applications it becomes crucial because AM-AM and AM-PM conversions change amplitude
and phase excitation of active antenna arrays, making them nonlinear. This can potentially
lead to increased interference and in extreme cases might even cause connection loss on all
communication channels.

There is therefore a need to comprehend the impacts PA distortion has on array pattern
and to understand what boundaries must be respected to preserve proper spatial multiplexing
operation. Only recently has research with this intent been developed. Chapter 3 is dedicated
to the study of this state-of-the-art issue. It starts with a brief overview of PA oriented
nonlinear theory, following with a discussion of the state-of-the-art. Then a comprehensive
theoretical model built on basic nonlinear concepts and on basic antenna theory is presented,
aiming to predict the nonlinear effects on array pattern from a basic principle approach. In
this endeavour [52] was the main nonlinear theory reference guide.

3.2 PA Nonlinearity: Important Concepts

Signal distortion is the modification of the original signal characteristics. Distortion is
said to be nonlinear whenever the distorted signal contains components uncorrelated with
the original signal, for example new frequency components. Weakly nonlinear memoryless
behaviour can be approximated by a third order polynomial like the one in (3.2).

yNL(t) = a1x(t) + a2x
2(t) + a3x

3(t) (3.2)

As a first approximation PAs can be considered weakly nonlinear memoryless devices1

and the typical telecommunications signals can be described by (3.3).

x(t) = A(t) cos(wct+ θ(t)) (3.3)

Figure 3.2: Signal distortion components.

1This is only valid for the range of operation where weak nonlinearity is exhibited!
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As deductible from expressions (3.2) and (3.3), when a telecommunication signal passes
through a PA it generates uncorrelated components at DC, at the harmonics, at the fundamen-
tal and near the fundamental frequency as shown in figure 3.2. These respectively constitute
bias point distortion, harmonic distortion, co-channel distortion and adjacent channel distor-
tion. In wireless communication systems co-channel and adjacent channel distortion constitute
the most critical nonlinear components as they both degrade own and neighbouring commu-
nication channels, this cannot simply be allowed. Therefore such distortion components must
be properly characterized and corrected to maintain expected PA behaviour. The one-tone
test and the two-tone test are classical PA characterization approaches geared toward that
goal.

As suggested by the name, the one-tone test consists in feeding a sinusoidal tone to the
amplifier input and measuring the output signal power and phase. This allows for the charac-
terization of AM-AM and AM-PM conversion behaviour. This method also characterizes PA
gain compression, defining an important metric in nonlinear characterization, the 1dB com-
pression point, which is the input power for which gain has compressed 1dB from its small
signal value. However, single tone tests don’t generate non-harmonic frequency components
and therefore don’t provide information about co-channel and adjacent channel interference,
giving no indication about the device tendency to generate spectral regrowth, therefore leaving
no margin for the implementation of compensation techniques.

To address these shortcomings two-tone tests place two similar sinusoidal tones symmet-
rically distributed about the fundamental frequency at the PA input. In these conditions the
PA generates the components in (3.4) at the fundamental frequencies and the components
in (3.5) at Intermodulation (IM) frequencies.

Pfund →


[
a1A+ 9

4a3A
3
]

cos(w1t)

[
a1A+ 9

4a3A
3
]

cos(w2t)

(3.4)

PIMD3 →


3
4A

3 cos[(2w1 − w2)t]

3
4A

3 cos[(2w2 − w1)t]

(3.5)

By measuring the output power of the tones and of the Intermodulation Distortion (IMD)
components it is possible to define two important PA characterization metrics: the Intermod-
ulation Ratio (IMR) in (3.6) and the Third Order Intercept Point (IP3). The IP3 is defined
as the point where the small signal Ptone(Pin) and PIMD(Pin) curves would intercept each
other if distortion components of order higher than three were negligible in the large signal
region. This simple metric is usually enough to describe weakly nonlinear devices.

IMR =
Pfund
PIMD

(3.6)

It should be stated that neither the presented model nor the presented methods rigorously
characterize PA behaviour because in reality higher order distortion terms are relevant, the
PA presents some memory effects and for proper nonlinear characterization input signals must
resemble as much as possible real operation scenarios. More complex multi-tone character-
ization techniques that allow the implementation of complex compensation techniques such
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as DPD were developed with this rigour in mind. However, as the realized studies are based
on a comprehensive basic principle approach the less rigorous presented tools are enough.

3.3 State-of-the-Art

Even though the impacts of nonlinear distortion in antenna arrays are seldom researched it
is empirically known that they degrade antenna pattern2, change channel noise and spectral
properties, and that AM-AM and AM-PM conversions limit beamforming functions, thus
lowering signal quality [53, 54]. In the meantime between the first observations of nonlinear
antenna performance degradation and present day some research fields had to delve into this
problematic, being the most relevant examples of this satellite and mobile applications. This
section now gives an overview of the main ideas proposed to address the impact of nonlinear
distortion in antenna arrays, analysing their evolution across time.

An article from 1999, [53], evidences the importance of active antennas and states that
analysis and simulation of nonlinear effects in active antennas wasn’t a well-established field,
alerting for the need of a joint analysis of antenna and circuit, considering radiation effects.
By this time the study of PA nonlinearities was already very well established. In the same
article a behavioural model for the characterization of active antenna arrays is presented. It
is claimed that this model can predict large signal array pattern, array pattern interference
and intermodulation pattern, however, no proof, neither simulated nor measured, is presented
and no insightful understanding of the phenomenon seems to be acquired with this study.

As active antennas became increasingly relevant in satellite applications research geared
toward the understanding of the impacts of IMD products on active antenna array radiation
pattern using third-order memoryless PA models. The study in [55] shows that the IM3, IM5
and IM7 products typically scan toward the carrier major lobe. Then an IM controller to
eliminate IMD is proposed. This is done by cleverly adjusting phase excitation to radiate IMD
products away from the major carrier beam without signal degradation. To experimentally
validate this model a 6−element linear phased array powered by a single high-power PA
and a MMIC IM controller were developed. The obtained results matched with predictions
leading authors to claim that their technique increases SIR. The study in [56] follows a similar
approach and presents comparable results and claims, however, these studies seem to be
neglecting the impacts in-band distortion has on SIR. This idea, even though very interesting
in the satellite application scenario, cannot be extended to modern 5G scenarios because it
would increase adjacent channel interference in spatial-multiplexing environments. As satellite
requirements got stricter and moved to multibeam applications there was a need for a better
characterization of PA nonlinear behaviour. As described in [57], the more accurate Shimbo
model3 started to be used to describe PA nonlinearity as it allowed for simple integration
with antenna array models. The study in [57] characterized all the active antenna array PAs
and proved that the Shimbo model provides good IM characterization, claiming once again
that arrays improve SIR .

With the rise of Massive MIMO in 5G applications the attention shifted once more toward
the study of the impacts of PA nonlinearity on array pattern. In such scenario in-band
distortion as well as scanning and source synthesis impacts can no longer be ignored.

An article from 2016, [54], studies the impacts of PA nonlinear behaviour on BER in

2Gain, beamwidth, SLL, among other metrics.
3This model is based on AM-AM and AM-PM conversion curves. For more details consult [54].
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adaptive antenna systems, aiming to prove that nonlinearities cause nulls to shift in the array
pattern. In the analysis it is assumed that amplifiers have no memory4. The Shimbo model
is used to describe PA nonlinearity. Simulation results showed that nonlinearities radiate
co-channel interference in several directions, causing null shifting. To compensate this a
LMS algorithm was developed, automatically taking into account distortion effects through
a distorted weight vector extractable from Shimbo model. Simulation showed that LMS
optimization is capable of minimizing distortion effects, but a slight null shift always occurs.
A two-element array test-bed then proved experimentally that PA nonlinearity causes null
shifting. This simulation\optimization approach provides interesting results, being a good
tool to predict expected nonlinear behaviours in the array pattern, but lacks comprehensive
analysis. Besides mere observation, it isn’t clearly stated why these null shifts occur. The
algorithm doesn’t seem to give insight about the problem, looking incapable of predicting
special cases.

Recent research developments have specifically addressed nonlinear impairments on active
antenna arrays in 5G Massive MIMO scenarios. The proposals of such studies are now
presented and scrutinized. The aim is to explain the improvements brought by these theories
toward the 5G vision while evidencing where improvements are still required.

Figure 3.3: PAs in the multiple transmitter scenario described in [24].

The foreseen wide bandwidth communication channels that will be used in 5G Massive
MIMO technologies bring added challenges to nonlinear characterization researchers. The
study presented in [24] starts by pointing out some nonlinear characterization shortcomings
of the existing state-of-the-art that cannot prevail in wide bandwidth applications. Among
the highlighted points are the need to consider memory effects, the need to consider multiple
antenna constrains and the need to view PAs as Multiple Input Single Output (MISO) devices.
The article then follows with the presentation of a characterization model for wideband active
antenna arrays. The presented model is based on Volterra memory polynomials and power
wave analysis, being power waves described by Finite Impulse Response (FIR) filters. As seen
in figure 3.3, this model uses a1i and a2i power waves to represent the PA inputs while b2i

4Meaning that AM-AM and AM-PM conversions are frequency independent.
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power waves represent the PA output signal5. With this approach authors claim that they
can accurately represent PA nonlinearity in multiple transmitter scenarios; that they can
consider antenna coupling effects, adjacent mixing effects and mismatch effects with a2i; and
that they can predict MIMO output, array far-field and beamforming functions with b2i. This
model therefore constitutes an excellent tool to simulate and optimize active antenna array
systems to tailored goals. For this, accurate characterization of both PAs and antenna array is
required. This technique has the potential to reduce design time and costs, allowing first-pass
designs and minimizing the risk of damaging expensive components in extensive experimental
tests. However, as is always the case, this study has its shortcomings. First of all, the
presented analysis is excessively centred around PA characterization and often neglects the
impairments the antenna array might pose. For example, stable array operation is assumed
without taking into consideration that this implies: equal elements, equal current distribution,
no coupling between elements and far-field analysis. Another example: it is assumed that
b2i are the radiated power waves by each antenna element, but this isn’t completely true
because it is the interference between a2i and b2i that actually impinges on each antenna
element. It is also stated that S-Parameters completely characterize the antenna array6, that
the model generally predicts far-field, even though no experimental proof is presented under
the simplifications made, and that array fabrication isn’t required to attest the functionality
of the model. Far-field measurements are required to support these claims, otherwise they
seem unfounded. Secondly, it is hard to make good assumptions about the model variables
to realistically operate the simulator because, like PA nonlinearities, coupling effects depend
on operation mode, therefore a2i and b2i are interdependent. This makes it very hard to
predict and measure a2i without changing system operation point. Finally, the transmitter
model is tested with different OFDM signals on each PA. This isn’t a general 5G MIMO
scenario because no sub-arraying operation is performed and because signals are completely
uncorrelated. In 5G adaptive arrays, even though signals are uncorrelated, some element
excitations are correlated, this scenario must be tested to realistically portray 5G scenarios.

The study in [22] presents a similar approach of [24], but it is even more focused on the
PA nonlinear characterization, addressing the array as a coupling source, not aiming to un-
derstand the radiation behaviour of the active antenna array transmitter. This assumption
once again reveals the disregard for antenna array impairments. Despite that, this study adds
upon previous research by stating that coupling effects will not only change RF behaviour,
but also its DC behaviour. This must be modelled for proper PA characterization, partic-
ularly in terms of efficiency. Therefore, the article proposes and experimentally validates a
DC current model, adding another valuable tool to accurately characterize nonlinear active
antenna arrays. In the presented multiple transmitter analysis it is assumed that all PAs
present similar nonlinear behaviour. The authors are aware this is an ideal approximation
that might lead to loss of generality, but use it to make the simulation model useful. In this
analysis, besides testing OFDM signals, the study also considers a scanning array scenario.
The results show that even though a non-general coupling analysis is used, for the partic-
ular case studied, experimental results and model predictions validate each other for both
scenarios. However, small variations observed in error shape for the scanning array might be

5Thus representing the PA as a MISO device.
6Cross parameters are typically used as coupling metrics. However, coupling effects are dependent on

excitation and environment, being most sensitive to scanning [19, 20, 21]. Therefore, typical S-Parameters
characterization doesn’t generally account for coupling in 5G scenarios. As nonlinear effects change array
excitation they are also likely to change real-time array coupling effects.
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a manifestation of non-considered effects. To complement the interesting results presented
it would be important to accurately address coupling, to test a more realistic 5G MIMO
scenario where both OFDM and array function are considered simultaneously, and to analyse
the impacts on array pattern.

The article in [58] is probably the closest study to 5G Massive MIMO presently avail-
able in state-of-the-art research. Contrarily to the previously presented articles, which are
mostly based on power wave analysis, this study builds its proposal upon information the-
ory and signal processing. It addresses Massive MIMO theory concerns7 while taking into
consideration circuit level impairments of PAs and antenna arrays. Therefore, this study is
one of the few examples of a full-range top-down approach to the 5G Massive MIMO prob-
lem. By starting from a Massive MIMO perspective this study assumes that signals follow
Gaussian distributions and that channels are orthogonal. This orthogonality condition allows
for the separation of linear and distorted signal components. As in the previously presented
studies, these distorted signal components are obtained through Volterra memory polynomial
description of PA nonlinearity. From the presented model the article then follows with the
demonstration of how maximum directivity of distortion can be used as a pessimistic metric
for distortion level, also showing that corrections must be made in multiple transmitter ap-
plications to properly account for SIR at the receiver, evidencing some miss interpretations
presented in older satellite oriented research. With this model the authors are capable of
extracting several interesting conclusions of which the most relevant are now listed:

� Distortion is beamformed in more directions than signal.

� Third-order distortion is the dominant distortion component.

� The model is capable of predicting distortion direction.

� Distortion direction depends on precoding weights8.

� It is possible to steer distortion away from users.

� Direction of distortion is affected if different amplifiers distort differently, otherwise
distortion direction isn’t affected9.

� Distortion doesn’t vanish as the number of antennas tends to infinity, contradicting
initial Massive MIMO assumptions.

� Distortion approximates isotropic radiation as the numbers of channels increase.

� High delay spreads improve distortion behaviour10.

Some of these conclusions are in conformity with what was already presented in previ-
ous state-of-the-art studies, giving credibility to ones that are new. This is an important
asset for this study that presents a theoretical model without EM simulation or experimental
validation. It should be noted that even though the presented analysis is mathematically
heavy, the authors endeavoured to present a comprehensive analysis of their work. This is a

7Issues like: channel fading, precoding, prefixes, signal modulation. . .
8Precoding weights are relatable with beamforming weights.
9This raises concerns about approximations made in some state-of-the-art works.

10This degrades other communication metrics.
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major advantage in comparison with other state-of-the-art articles. However, it also has its
downsides. First of all, it makes several optimistic assumptions like orthogonality and neg-
ligible coupling effects. These assumptions limit the generality of the model. Starting from
an orthogonality premise is particularly difficult to support without experimental validation,
being hard to accept that linear and distorted signal components are separable in practice.
Secondly, it often imposes restrictive conditions on array operation, like equal amplitude and
phase excitation in each element11, to draw conclusions without evidencing that this isn’t a
generalizable scenario. In this analysis authors also seem to only be concerned with effects on
major lobes, neglecting other important radiation pattern metrics like SLL. Finally, some odd
assumption are made given the presented model. For example, it is assumed that amplifiers
have equal distortion characteristics and provide equal power, even though it is stated that
different amplifier distortion characteristics impact radiation properties and that power vari-
ations can change nonlinear behaviour. This is rather strange when it is also stated that in
multiple beam scenarios different powers can be radiated by each beam. The most perplexing
statement, however, is claiming, without presenting any proof, that the presented model ex-
presses the same radiation pattern effects that would be observed if non-gaussian signals were
considered at the input, even though this would require model redefinition. In summary, the
study in [58] presents an interesting top-down approach to 5G Massive MIMO, giving com-
prehensive insights about the impacts nonlinear distortion has on the radiation properties of
active antenna arrays, but sometimes lacks rigour in its statements. Experimental validation
is therefore very important to clarify the presented concerns and more studies addressing the
5G Massive MIMO from this perspective are required.

As portrayed, across time several interesting approaches have been presented to address
the impacts of nonlinear distortion in active antenna arrays. The mentioned characteriza-
tion and optimization techniques evidence enormous potential, providing tools to test new
scenarios and optimize designs considering real word limitations. However, the complexity
and multidisciplinary nature of this problem seem to be causing difficulties in the definition
of the complete set of premises that truthfully characterize real world behaviour. This seems
to be caused by the focus on optimization, not aiming to understand the complete set of
basic principles that govern the multiple disciplines, which sometimes are well-bound approx-
imations. Such approach makes it hard to distinguish between the premises that are flexible
from the premises that aren’t. This also impedes the comparison between simulation and
conceptual visualization, which forces the designer to blindly believe in the simulator until
the final experimental test. This might be very problematic. Another problem seems to be
the imprisonment of present approaches to classical PA characterization techniques that often
neglect the influence the antenna might have on the results. Therefore, the presented tools
are very promising, but seem to still require some fine tuning.

The following work aims to fight this tendency by presenting a very simplified analysis of
the problem at hand. The goal is to understand the basic principles governing both antenna
design and PA characterization, and then use them to predict some of the presented results
in literature from a comprehensive basic principle approach.

11This imposes broadside radiation.
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3.4 Theoretical Model: Concept

In state-of-the-art articles it is often stated that nonlinear distortion causes, among other
radiation pattern distortion phenomena, SLL degradation and null shifting. However, the
motives for the manifestation of such effects are often omitted or not clearly understood.
This study consists on a comprehensive basic principle model of array pattern distortion that
tries to understand why such effects are manifested.

The developed nonlinear antenna array model is said to be a basic principle approach
because it makes the most basic assumptions possible about the PA, the antenna array and
the excitation signal. The PA is represented by a 3rd order model and memoryless conditions
are assumed. The antenna array is described by array factor theory, neglecting coupling
effects, and it is assumed to have narrow bandwidth12. The excitation signal is a sinusoidal
tone13.

This approach doesn’t aim to be general, making several invalid assumptions for 5G
scenarios, but it tries to balance the influence of the antenna array and of the PAs on radiation
pattern. The aim is rather on the ability to predict and explain array pattern distortion using
basic principles while confronting the obtained results with more complex state-of-the-art
studies. A major goal of this study is to make a clear distinction between signal distortion
and array pattern distortion.

3.4.1 3rd Order Nonlinear Antenna Array

The signal present at the output of a 3rd order nonlinear PA when a sinusoidal signal is
presented to its input is given by expression 3.7.

yNL(t) =
1

2
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2 +

(
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3

4
a3A

3

)
cos(ωt) +

1

2
a2A

2cos(2ωt) +
1

4
a3A

3cos(3ωt) (3.7)

The antenna array is narrow band, therefore, the harmonics and the DC component are
filtered and only the fundamental frequency component is radiated. The radiated signal by
each antenna element consists in a linear component of the input signal and a third order
amplitude distortion of that same signal. This radiated signal gives the amplitude excitation
of each element as shown in 3.8.

an = a1nA+
3

4
a3nA

3 (3.8)

AF =
N∑
n=1

ane
j(n−1)kd[cos(θ)−cos(θo)] (3.9)

Therefore, the AF function for the case of an equally spaced N-element linear antenna
array is given by expression 3.9.

12This is often the case in classical mobile communications.
13This excitation is seldom studied in research because of its simplicity, but it provides interesting insights.
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3.4.2 Phasor Diagram Representation

By observing expressions 3.8 and 3.9 it can be noted that the AF function is complex
if distortion components don’t distribute symmetrically about the centre of the the array.
This is a major difference from traditional signal distortion where real signals are represented
in complex form to simplify analysis. Therefore, the most intuitive way to observe and
understand radiation pattern distortion is to represent the AF terms in a phasor diagram14.

To better understand this now consider the case of a two element array. If the pattern is
normalized to the first element the total AF is given by 3.10.

AF = 1 + aejkd[cos(θ)−cos(θo)] (3.10)

If there is no distortion this expression merely represents the AF of a two element array.
However, the presence of distortion causes AF distortion. As shown in figure 3.4, if both
phasors are aligned along the same direction distortion doesn’t change the resultant phasor
angle, but distorts amplitude, thus causing SLL distortion.

Figure 3.4: Radiation pattern distortion in phasor alignment scenarios.

If the two phasors aren’t phase aligned both angular and amplitude distortion will occur.
This is portrayed in figure 3.5.

As shown in figure 3.5, if distortion is such that one phasor has much larger amplitude
than the other, the resultant phasor will tend to the larger amplitude phasor and array pattern
will be mostly determined by element pattern because AF will tend to isotropic. Such thing
happens when one amplifier distorts less than the other and power starts to increase.

For the case of a N-element array the phasor diagram distribution is more complex and it
is hard to predict the worst case scenarios, but the possible observable effects are the same.
Also note that distortion doesn’t shift the array pattern major lobe because for the angle θo
the exponent is equal to one and all the amplitudes of 3.9 add up, resulting in the maximum
possible AF.

14This clever idea was inspired in the study presented in [59].
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Figure 3.5: Radiation pattern distortion in phasor misalignment scenarios.

3.4.3 Interpretation

Now that the theoretical model is presented and visualized it is time to summarize its
implications and draw some conclusions. Lets first review the total radiated electric field by
an antenna array.

−→
E total(θ, φ) =

−→
E element(θ, φ)×AF (θ, φ, dn, βn) (3.11)

This expression tells us that any factor that is common to every term of the AF of
expression 3.9 can be extracted from the AF and considered as a scaling factor of the element
pattern. Therefore, the AF is merely a function of what is different in each element excitation
and only this difference will influence the configuration of the radiated field15. This leads to
the following very interesting observation: if signal distortion in each element is equal no
array pattern distortion will be observed. This agrees with some observations made in [58].

If the signal distortion distribution is symmetric about the centre of the array the AF is
a real function and its phasor sum is always aligned. As previously stated, this will cause
SLL distortion, but won’t change the angular distribution of the AF. Therefore, this type of
signal distortion distribution is incapable of changing the number of nulls nor the number of
maxima.

Other signal distortion distributions cause both SLL degradation and null shift, but the
extent of the impacts of such signal distortion in the array pattern is greatly dependent on the
resultant phasor for a given mode of operation, being some signal distortion configurations
more damaging than others. Extreme cases can potentially deform the array pattern to the
extent of changing the number of maxima and nulls.

The most interesting thing to note, however, is that for the case under study the array pat-
tern major lobe won’t be shifted away from the desired angle, independently of the distortion
distribution configuration.

15Assuming array theory is valid!
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3.5 Theoretical Model: Simulation

In the previous sections the proposed theoretical model has been presented and visualized.
There is, however, the need to validate it. A good way to start is by demonstrating that
the predicted radiation pattern distortion observations are also inferable from a full-wave
simulator like CST. To aid with this task the theoretical model is implemented in MATLAB
and a test program is developed to generate random distortion components16. From this
program the distorted amplitude excitations can be extracted and used to feed the linear
antenna array designed in chapter 217.

The random distortion generation program was run several times until an extreme signal
distortion distribution case occurred. This extreme case was then used to feed the linear
antenna array. Table 3.1 presents the amplitude excitation of one of such cases. Figure 3.6
presents the distortion effects predicted by the theoretical model in MATLAB while figure 3.7
presents the results returned by CST for the same amplitude excitation. The results are nor-
malized because this representation highlights radiation pattern shape distortion and because
there is no interest in absolute gain values.

a1 a2 a3 a4 a5 a6 a7 a8
21670 2342 8404 13343 30895 678 1713 6437

Table 3.1: Example of asymmetric amplitude excitation distortion.

Figure 3.6: Theoretical Model. Figure 3.7: EM simulation.

As evidenced by figures 3.6 and 3.7, the results hold by the theoretical model are very
similar to those obtained through EM simulation. A slight divergence is observed toward 0o

and 180o because the rectangular microstrip antenna radiates poorly toward end-fire.

Besides the similarities between results it is important to highlight that these results are
in accordance with the expectations: when distortion components are non-symmetric about

16These programs can be consulted in appendix D.
17Appendix A explains how to do this.
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the centre of the array the radiation pattern is distorted, but the major lobe doesn’t change
direction. The presented example evidences both SLL distortion, null level distortion and
radiation pattern shift. The radiation patten shift is reflected in the variation of the number
of maxima and nulls. It should be noted that to evidence these phenomena it was given a
very extreme example. More subtle variations are expected in real applications.

Through this simulation process it was also observed that array pattern distortion doesn’t
occur for uniform signal distortion distributions and that symmetric signal distortion distri-
butions only cause SLL variation, not altering the number of maxima and nulls. However,
these results will be more accurately and reliably explored in the following section. Therefore,
such discussion is excluded from this section as the presented results already gave confidence
to the developed theoretical model. Note that the observations made are limited to single
tone excitations of the antenna element!

3.6 Theoretical Model: Experimentation

Now there is some confidence in the developed model. Therefore, it must be proved that
PAs behave as described and that arrays respond accordingly to the model. To achieve this
a experimental test-bed was developed.

3.6.1 Single Amplifier Test-Board

Before designing a multiple PA board it is important to understand the behaviour of
a single PA. Therefore, a PA test-board inspired on ERA-2+ datasheet was designed for
5.67GHz18. The test-board schematic is presented in figure 3.8.

Figure 3.8: PA board schematic.

The components used for the testboard are listed in table 3.2. For this particular board
a 100Ω resistor was used for bias. A high-Q capacitor of 2.4pF from Murata was selected as
DC block because its datasheet indicated very low impedance for the interest band. Signal
path lines are 3.83mm wide, which is the 50Ω line width for 5.67GHz. Spacing was left in the
layout for proper soldering of each component in accordance with the respective datasheets.
The DC path was designed in a manner that allows all components to be properly soldered

18This is the operating frequency of the power splitter designed in appendix C
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while respecting the 2cm available between power splitter branches19. The resultant PCB is
shown in figure 3.9.

Component Reference Datasheet

PA ERA-2+ Available at [60]

RFC TCCH-80+ Available at [61]

DC Block GJM 1555 Available at [62]

Trimmer TSM4 YJ Available at [63]

Table 3.2: List of components used.

Figure 3.9: Developed single PA board.

The main goal with this design is to get familiarized with classical nonlinear character-
ization methods and to understand how different gain compression characteristics can be
obtained in order to validate the proposed theoretical model. The ERA-2+ datasheet gives
good indications in this regard, showing that drift in bias current causes changes in gain
compression characteristics. To practically achieve this in the developed board one only has
to adjust polarization voltage. Table 3.3 shows the required voltages to achieve 4 interest
bias points and figure 3.10 shows the measurements of gain compression obtained through
one-tone characterization20.

IQ [mA] VCC [V]

20 5.25

30 6.30

40 7.34

50 8.40

Table 3.3: Voltages that force desired polarization points

The results of figure 3.10 clearly prove that different gain compression characteristics are
indeed obtained, particularly when bias current drops. This is expected because as current
drops the conduction angle also reduces, thus increasing nonlinearity. Note that the maximum
variations observed between feed points for a given value of Pin are about 1dB.

Figure 3.11 shows the two-tone characterization of the design PA for several frequency
spacings between tones for a polarization of 30mA. Observe that all curves show the same

19This was done in antecipation to the multi-PA board design that must be integrated with the power
splitter.

20Nonlinear characterization procedures are explained in appendix B.
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Figure 3.10: Normalized gain compression versus polarization current.

tendency independently of tone spacing. This was also verified for other polarizations. Such
behaviour indicates that for the narrow band design considered memory effects can be ignored.

3.6.2 Multiple Amplifier Test-Board

The multiple PA board is built with a power splitter module described in appendix C and
with 8 single PA modules like the one described in the previous section. The board is designed
in a way that perfectly aligns with the linear antenna array designed in chapter 2. In this
board the bias resistor is a 47Ω resistor plus an 100Ω multi-turn precision trimmer21. The
idea is to use the trimmers to change Rbias and control current feed. This, as a consequence,
controls the distortion characteristics. Such alternative had to be implemented because it
would be impractical to use 8 independent power supplies. The resultant board is shown in
figure 3.12 connected to the 8-element antenna array in an anechoic chamber measurement
setup.

Before testing the multiple PA board all Rbias are set to 50Ω and then the board is feed.
Voltage is increased until each amplifier draws 30mA in this configuration22. This is the
maximum current drawn by each amplifier of the multiple PA board. Current was kept this
low because it was previously observed that faster gain compressions occur for smaller current
feeds. The voltage that provides 30mA per amplifier in the described condition is 5.13V . After
this initial calibration the voltage source is fixed and the bias resistors are changed in order
to force gain compression. Figure 3.13 shows how resistor variation is capable of changing
gain compression characteristics in a similar manner to the single PA board.

21This trimmer is listed in table 3.2.
22This means the total current is 240mA
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Figure 3.11: Two-tone characterization test.
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Figure 3.12: Developed multiple PA board.

Figure 3.13: Normalized gain compression versus Rbias.
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3.6.3 Nonlinear Antenna Measurement

After knowing that the conceived experimental apparatus works from the point of view
of signal distortion it is time to test the nonlinear antenna array in an anechoic chamber
environment. To do this several experimental test settings were defined contemplating both
uniform, symmetric and asymmetric signal distortion distribution. These settings are listed
in table 3.4 and the corresponding measured current consumptions are shown in table 3.5.
The bias resistor values presented in table 3.4 are selected between 50Ω and 130Ω so that the
compression characteristic at a given PA varies between the blue and yellow curves shown
in figure 3.13. The selection of bias resistors thus dictates the distortion distribution in
the array. Tests 1 and 2 contemplate uniform distortion distributions with different signal
compression. Non-uniform distortion distribution is studied in tests 3 and 4. Finally, test 5
studies a symmetrical distortion distribution scenario. The variation of measured current
consumption for each test scenario, observed in table 3.5, gives a good practical indication
that the distortion characteristics seen in figure 3.13 are preserved in the presence of the array.

Rbias [Ω] R1 R2 R3 R4 R5 R6 R7 R8

Test 1 50 50 50 50 50 50 50 50

Test 2 130 130 130 130 130 130 130 130

Test 3 130 120 90 50 130 50 130 50

Test 4 130 50 130 50 130 50 130 50

Test 5 130 110 90 50 50 90 110 130

Table 3.4: Tested experimental configurations.

Config Test 1 Test 2 Test 3 Test 4 Test 5

I [mA] 241 106 153 176 156

Table 3.5: Experimental configurations - Bias Current.

For each test setting the array pattern measurements were performed for the two input
powers: 0dBm and 8dBm. The compression correspondent to these input powers is observable
in figure 3.13. As can be seen, for 0dBm not all amplifiers are linear and at 8dBm not all
amplifiers are significantly compressed. It would be of interest to explore these two extremities
where all amplifiers are linear and where all amplifiers are compressed, but that wasn’t possible
due to experimental setup dynamic range limitations23.

Lets now look into the awaited results. Figure 3.14 proves that uniform signal distortion
distributions don’t distort radiation pattern. Note that the radiation pattern shape doesn’t
change for: equal PA polarization at different compression points; different PA polarizations at
different compression points; and even for low power symmetric signal distortion distribution.
Don’t forget that gain is normalized!

Figure 3.15 shows that increased signal distortion in symmetrical signal distributions
cause SLL and null level variation, but don’t cause array pattern shift nor do they change
the number of nulls and number of lobes.

Figure 3.16 shows how asymmetric signal distortion distributions can cause array pattern
shift. This is particularly visible near 0o and 180o where the blue and red line drift apart.

23For more details on the experimental apparatus please refer to appendix B.
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Figure 3.14: Pattern Distortion in real AF functions.

Figure 3.15: Pattern Distortion - Symmetric signal distortion distribution.
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Figure 3.17 shows how asymmetric signal distortion distributions can cause SLL distortion.
This is visible in the degradation of the second nulls as gain compression increases. This
configuration in particular gives the idea that if signal power was further increased it would
result in the elimination of the second nulls of the array pattern. With these results it is
therefore proved experimentally that asymmetric signal distortion distributions can cause
radiation pattern shape distortion.

Figure 3.16: Pattern Distortion - Asymmetric signal distortion distribution - config 1.

The most interesting thing to prove, however, is that independently of the distortion
components the major lobe direction doesn’t shift. This is further evidenced in figure 3.18
where the results obtained from all testing scenarios are overlapped in the same graph.

The obtained results are encouraging for future studies on nonlinear antenna arrays, but
it should be noted that the presented results were limited by the short dynamic range of the
experimental setup which did not allow nonlinear effects to manifest more expressively. Allied
to this is the empirical nature of the experiment, i.e. it isn’t known a priori what configuration
will cause the most degrading resultant AF phasor, therefore the selected configuration might
not be significantly expressive of the array pattern distortion phenomenon. It would therefore
be interesting to merge this more conceptual approach with the more rigorous approaches
available in state-of-the-art. This would allow a more evident observation of array pattern
distortion.

Regardless of its simplicity, this model arrives at several conclusions presented in state-
of-the-art while providing some additional contributions, particularly for the simple case of
single tone array excitation. For this particular topic no other study was found in state-of-the-
art. The advantage of the presented approach is the intuitive connection between model and
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Figure 3.17: Pattern Distortion - Asymmetric signal distortion distribution - config 2.

Figure 3.18: Pattern Distortion - all tested scenarios.
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expected result. This allows us to be reluctant when faced with experimental observations
of undesired effects as well as being critical of the results given by more complex models.
The most important contribution of this work, however, is the clarification of the difference
between signal distortion and array pattern distortion.
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Chapter 4

Final Remarks

This chapter overviews what was accomplished with the develop work during this MSc
dissertation. Initially, the major contributions of this work are evidenced. Then, a critical
analysis is presented where some shortcomings and alternative paths are explained. Finally,
possible future developments are portrayed.

4.1 Contributions

This section now presents the major contributions of this work by the order of their
presented in the document.

Chapter 1 provides a good overview of the present mobile communication scenario, pre-
senting the envisioned solutions for 5G as well as their benefits and shortcomings. This
overview doesn’t simply present the scenario, it looks carefully to the available documenta-
tion in order to understand what are the major RF hardware problems and explores those
problems in detail. This chapter tries to be general by including both research and industry
perspectives. Therefore, chapter 1 is a good resource for contextualization in the present
mobile scenario, especially for people aiming to understand what are the RF hardware issues.
At the end of this chapter a plan of action to solve the most critical RF hardware issues in
5G is given. This might be interesting for people looking to understand where to start their
work toward the solution of these problems.

Chapter 2 presents an overview of antenna theory supported by several designs and exper-
iments. Besides presenting theory, this chapter also makes the important connection between
antenna theory and the central role of antenna arrays in future mobile communications. Chap-
ter 2 thus constitutes a good resource for beginners learning antennas and for people trying
to understand how antenna arrays can enhance mobile communications.

Chapter 3 explains the currents state-of-the-art knowledge about nonlinear antenna array
transmitters. The state-of-the-art analysis goes beyond the presentation of the articles and
tries to point out shortcomings and possible improvements to state-of-the-art studies. The
most relevant contribution of this work, however, is the alternative method proposed to study
nonlinear antenna arrays presented in this chapter. This method is more concerned with the
impacts signal distortion has on radiation patterns than some of the most recent state-of-
the-art articles. The proposed model was validated both by simulation and experiments.
This model makes a clear distinction between signal distortion and array pattern distortion,
providing insights about the expected array pattern distortion given a certain signal distortion
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spatial distribution. This last point is the major contribution of the developed model.
The appendices provide information about simulation and measurement procedures. This

information might be helpful to beginner designers.

4.2 Critical Self-Reflection

Now that the positive aspects of the developed work were presented this section considers
its downsides. The following criticisms refer to the document structure in order to clearly
identify potential future improvements in each phase of work development.

A criticism that can be made to chapter 1 is that it is too focused on RF hardware
problems and because of this it might not provide useful information to people exploring
other 5G issues. It might also be said that the presented overview is too extensive given the
range of applications that are explored afterwards in the document. The path presented to
solve RF issues in 5G applications is given from the perspective of a beginner with yet small
understanding of the field. Thus, even though the presented plan is supported by research
it might be in the wrong direction. Its simplistic and disperse nature might require more
detailed tuning to give fruitful results in the resolution of the complex issues at hand.

A shortcoming of chapter 2 is that it only explored well-known antenna theory topics,
not exploring any state-of-the-art issue. In the presented discussion it would also have been
interesting to consider different antenna elements, explore antenna polarization and design an
active antenna array to test source synthesis applications and explore adaptive beamforming.
However, in this MSc dissertation framework there was no time to address the aforementioned
points. It should be noted that even though the presented study didn’t explore state-of-the-
art antenna topics, it was a crucial learning step which enabled the implementation of the
experimental test-bed of the theoretical model presented in chapter 3.

Chapter 3 presents a modest contribution to the ambitious goal of understanding how
nonlinear antennas behave. Even though interesting results are presented there are also some
shortcomings. These are now listed bellow.

� The presented model only considers the single tone excitation of the antenna array.
This is a case of reduced practical value in mobile communications.

� No scanning or source synthesis functions are explored in the presented results.

� Important multiple adaptive beamforming functionalities aren’t tested.

� The developed model doesn’t provide tools to exactly determine the resultant AF pha-
sorial distortion in a practical scenario. Being therefore difficult to empirically test the
worst case array pattern distortion scenario.

� The model was tested in small signal distortion scenarios. It would be important to
test this model in higher distortion scenarios to more clearly evaluate their impacts in
array pattern distortion.

4.3 Future Work

The future work consists in further developing the presented work by following the path
presented in chapter 1.
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First there is a need to mathematically connect the presented approach with more accurate
PA and antenna characterization techniques available in state-of-the-art. Once this is done
there is room to test worst case array pattern distortion scenarios and to explore compensation
techniques. It would then be interesting to incorporate coupling effects in the developed model
and evaluate how results might vary.

Another interesting path is to explore how OTA characterization techniques can be used
to characterize array pattern distortion phenomena.

There is therefore plenty of possibilities to expand on the developed work, but before
doing this it is important to further test the developed test-bed until more severe array
pattern distortion phenomena are observed. Then, with those results a scientific paper will
be produced to spread the developed model into broader horizons.

Future studies should also test important antenna functions in 5G scenarios like scanning
and multiple adaptive beamforming.
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Appendix A

Simulation Procedures

In the course of the developed work several simulation and optimization procedures had
to be extensively performed to complete distinct tasks that eventually culminated in the
manufacturing of a final design or in a conceptual proof. This appendix aims to provide
a good understanding about the general simulation approach followed while alleviating the
main text of repetitive simulation procedure descriptions.

A.1 Dielectric Information

It makes sense to leave here the dielectric characteristics before advancing into any simu-
lation procedures because the same dielectric material was used in every design.

Reference ISOLA ASTRA 3

Thickness [mm] 0.035

Height [mm] 1.52

εr 3

tanδ 0.0016

Table A.1: Dielectric properties.

A.2 Circuit Simulation

The selected RF circuit design tool was Keysight’s ADS 2016. The following sections
evidence the followed simulation procedures and alert for important simulation concerns. The
guidelines described mostly follow Keysight’s ADS documentation orientation1 and personal
experience.

A.2.1 Design and Optimization

The circuit design was split into three stages: the circuit optimization stage, the EM
simulation stage and the co-simulation validation stage.

1The most used reference guide was the example book available in [64].
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Initially a schematic of the desired circuit is defined and parametrized. Several design
goals are then defined. Finally the optimization engine searches the best fit for the design
goals through parameter adjustment. The ADS optimizer was configured to use the hybrid
and gradient algorithms.

After optimization a layout is automatically generated, placing all transmission lines with
proper physical displacement2. Then an EM simulation is performed to attest the radiation
properties of the design. This was done using ADS Momentum Microwave simulator. To
properly configure this simulation the dielectric structure, mesh and ports must be adequately
defined. The dielectric must be correctly characterized in height, dielectric constant, loss
tangent and, if existent, in via structure. For reliable results the mesh simulation frequency
should at least double the maximum simulated frequency and cells per wavelength must be
adjusted to create a sufficiently fine mesh; in the developed EM simulations 60 cells per
wavelength were used. Ports are placed where components are to be soldered to allow co-
simulation tests, these ports are calibrated using the ADS TML calibration standard. Besides
this, the frequency range must be adjusted to cover the bands of interest with sufficient
resolution.

Finally the resultant EM model is placed in a schematic along with discrete components.
Then a co-simulation attests the validity of the design considering radiation effects.

Complex circuits must be broken down into modules and the aforementioned steps must
be performed several times. This approach leads to better results because on each iteration
circuit level optimizations take into consideration the radiating effects found in previous steps,
allowing for a more reliable representation of the RF circuit.

For the developed designs only S-Parameters simulations were required to achieve the
desired goals.

A.2.2 Reference Guide Design

For circuit design based on design guides no simulations were performed because typically
relevant data wasn’t available to perform accurate simulations. Therefore, for such designs
ADS was only used as a layout design tool to produce the final circuit board while the design
itself is inspired on design guide heuristics3.

A.3 Antenna Simulation

The antenna design tool used during this MSc dissertation was CST Studio Suite 2017,
most specifically the CST Microwave Studio and CST Design Studio tools. The following
sections explain important concerns that must be taken into account while using this EM
simulator as well as the chosen simulation path. The presented procedures are mostly based
on personal experimentation and on guidelines given in CST Studio Suite 2017 documentation
and design guides.

A.3.1 Solver Selection

An important step while using a powerful EM simulator is the selection of an appropriate
numerical solver for the specific problem studied.

2All developed designs were based on planar microstrip lines.
3This was the case of the PA boards.
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The CST time domain transient solver was always used in the developed antenna designs
because it was the most general solver available, scaling well with the larger meshes required
for antenna array simulation, performing well when integrating nonlinear devices. These were
desirable features for the developed work. However, using this solver requires some attention.

First of all the simulation bandwidth must be at least 30% of the carrier frequency for the
simulator to allow the excitation response to stabilize and present reliable results. Therefore
a frequency range between 3GHz and 9GHz was selected to guarantee accurate simulations
near the 5GHz band

Secondly, whenever the obtained results present unexpected oscillatory behaviour the
solver accuracy must be increased. In final designs this parameter was set to −60dB.

Finally, at the first solver iteration the adaptive mesh refinement option must be on, so
that the mesh is optimized to present low variance results.

To further assure correct mesh generation the number of cells per wavelength can also be
adjusted. This parameter was set to 60 cells per wavelength.

A.3.2 Ports and Monitors

CST offers several tools to excite antennas and evaluate their performance. In CST
antenna port excitation can either be emulated by discrete ports, waveguide ports or plane
waves. The selected method was the discrete port because even though it is simpler and less
accurate this method is easier to control while providing trustworthy results.

The results of most interest for the developed work are S-Parameters, field distributions
and far-field pattern. To acquire this data CST provides ports and E-field, H-field and Far-
Field monitors.

A.3.3 Optimization

Optimization in powerful EM simulators must be carefully controlled as brute-forcing ap-
proaches can lead to very extensive simulations resulting in nothing like the desired goals.
Therefore, a method where parametric variations were combined with pure optimization tech-
niques was preferred.

Initially the key design parameters are individually varied and simulated for a sensible
range of values. From these results potential interest value regions are defined. Only then is
the optimizer set up.

In the optimizer setup the parameters to be optimized are bound within the interest region
and specific design goals are defined to help the optimizer to converge to the desired response.
The optimization algorithm used was the Trust Region Framework.

A.3.4 Array Simulation

Besides the aforementioned metrics of interest, in antenna array design it is also relevant
to test amplitude and phase excitations to test source synthesis techniques and to study
the impacts of PA nonlinear behaviour in array pattern. To perform these studies in CST
all element ports were simulated separately and combined with the “combine results” post-
processing tool.

This tool allows rapid manipulation of source amplitude and phase excitation, giving
immediate results of the array pattern with the considered excitation.
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A.4 Manufacturing

Once simulated designs are in accordance with requirements they are ready for manufac-
turing. Since the developed designs are planar only three cuts of the device are required to
fully describe the design: the top layer, the bottom layer and the via layer. This information
is directly exportable from the EM simulators through gerber files. The developed boards
were all manufactured in Instituto de Telecomunicações of Aveiro using a milling process.
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Appendix B

Measurement Procedures

During the developed work many were the occasions where designs had to be validated
experimentally. This validation demands for the execution of several detailed measurement
procedures. This appendix aims to provide a good understanding about the procedures
followed while alleviating the main text of repetitive descriptions.

B.1 S-Parameters

S-Parameters characterization is probably the most on demand measurement in RF en-
gineering. Agilent Technologies’ PNA-X N5242A Vector Network Analyzer (VNA) was the
measurement equipment used to perform such characterization because it has 4 ports avail-
able. This speeds-up the measurement of multiple port devices. Whenever the number of
ports was higher than 4 the excess ports were matched to 50Ω loads and several measurements
were performed in different port configurations until a complete device characterization was
achieved.

Before performing measurements the PNA-X was calibrated for the interest band using
Agilent Technologies 85052D calibration kit. The guided calibration procedure was followed.

B.2 Antenna Pattern

To perform array pattern measurements far-field conditions are required. Therefore, these
measurements were performed in an anechoic chamber. In such environment the walls are
covered with RF absorbers and very directive probe antennas are used to impinge a direct
illumination of a plane wave into the test antenna, thus emulating far-field conditions. The
test antenna is characterized by measuring the S21 between the probe and test antennas.
Probe antennas are linearly polarized to allow accurate characterization of both direct and
cross polarizations.

Radiation pattern measurements are performed along the principal
−→
E -plane and principal−→

H -plane of the test antenna for both direct and cross polarizations. This is done by rotating

the test antenna either along its principal
−→
E -plane or along its principal

−→
H -plane with the

probe antenna polarization aligned either horizontally or vertically. The antenna under test is
rotated along a constant radius circumference between 0 and 180 degrees1. S21 measurements

1Figure B.1 describes this procedure. The VNA used was Rohde & Schwarz ZVB20.
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Figure B.1: Radiation pattern measurement apparatus.

are performed for each angle.

DETI’s anechoic chamber was used to perform these measurements.

B.2.1 Gain

Array pattern measurements can be converted into realized gain metrics by using a gain
transfer\comparison procedure. This consists on using a reference antenna of known gain to
convert S21 measurements into gain, as expressed in (B.1)2.

Gretest = Greref − (S21ref − S21test) (B.1)

B.2.2 Nonlinear Antenna

The reciprocity principle doesn’t apply to nonlinear antennas, therefore receiving and
transmitting characteristics must be characterized separately. The developed design is a
transmitter, so only the transmitting characteristics are of interest in this particular case.

To perform such characterization the anechoic chamber setup was adjusted so that the
test antenna inside the chamber was the one transmitting and the probe antenna was the one
receiving. DC power also had to be provided inside the chamber for proper polarization of
the nonlinear antenna PAs. The power supply used for this purpose was Thurlby Thandar
PL320QMT.

B.3 PA Characterization

As previously stated, proper PA characterization consists in an accurate representation
of AM-AM conversion, AM-PM conversion and spectral regrowth properties of the PA in
a real operation scenario. However, for the particular case of the nonlinear memoryless
study developed only one-tone and two-tone AM-AM conversion characterization is required.
The theory behind these characterization experiments was already presented in chapter 3.
Procedures were adapted for the multiple PA board. In the performed measurements it
was assumed that equipment nonlinearity is much smaller than Device Under Test (DUT)
nonlinearity.

2This result is derivable from free-space Friis formula.
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B.3.1 One-Tone Characterization

The one-tone characterization test was performed to measure the PA’s gain compression
characteristics.

The experimental setup is presented in figure B.2 and the measurement equipment used
is listed in table B.1.

Figure B.2: One-tone measurement apparatus.

Equipment Model

VSG Rohde & Schwarz SMW 200A

VSA Rohde & Schwarz FSQ8

DC Thurly Thandar PL320 QMD

Table B.1: Nonlinear characterization measurement equipment.

The measurement procedure consists in generating an input tone with desired power in the
Vector Signal Generator (VSG) and then measure the output power in the Vector Signal Anal-
yser (VSA). The gain characteristics can then be indirectly extracted from expression (B.2).

Gp =
Pout
Pin

(B.2)

The input power was swept from a low power value until at least 1dB gain compression
observations.

The gain value is frequently normalized in the presented results because in this study the
interest is in knowing for which input powers does gain compress instead of the gain absolute
value.

B.3.2 Two-Tone Characterization

The two-tone characterization experiment was performed to prove that for the case under
study the PA behaviour was memoryless.

The experimental procedure is equal to that of the one tone test, but the experimental
setup is adapted to inject two symmetrically spaced tones about the carrier frequency at the
PA input.

In this experiment, besides measuring the output power of the tones, the output power of
the intermodulation distortion products is also measured.
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Appendix C

Power Divider Design

The need to divide signal power by several transmit paths is often found in RF engineering.
Such was the case when it was required to feed the 8−element linear antenna array from a
single RF output of the VSG. To do this a 1 to 8 power splitter was designed based on a
Wilkinson power divider module. This appendix explains the details of how such a power
divider was designed.

C.1 Wilkinson Power Divider

C.1.1 Concept

The Wilkinson power divider is a circuit designed to provide equal power division and
port isolation. This circuit is described by the schematic in figure C.1.

Figure C.1: Wilkinson power divider schematic.

This representation can be further simplified to the one seen in figure C.21.

From this representation it is now easy to understand the power divider operation. If all
ports are matched the resistance of value 2Zo is open circuited, thus providing port isolation.

1Impedances are normalized to Zo in this representation.
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Figure C.2: Wilkinson schematic simplification.

In such conditions the S-Parameters are given by expression (C.1).

z
−→
S =



S11 = 0

S22 = S33 = 0

S12 = S21 = −j√
2

S13 = S31 = −j√
2

S23 = S32 = 0

(C.1)

Therefore, this circuit achieves lossless equal power division with port isolation2.

C.1.2 Design

Before starting the design procedure it was important to define the design frequency
range. From the S-Parameters characterization of the antenna array presented in chapter 2
it was decided that the Wilkinson power divider operation should be guaranteed for the
frequency range between 5.62GHz and 5.72GHz, therefore covering the bandwidth where all
antenna elements present maximum adaptation, being Zo considered for the central frequency,
5.67GHz.

Microstrip transmission lines were used to design the power splitter. The design consists
in the optimization of the width and length of the λ

4 transformer to guarantee the conditions
defined in C.1. This optimization follows the steps described in appendix A. Isola Astra 3
was the dielectric used, whose characteristics are also presented in appendix A.

The λ
4 transformer consists in a semicircle of radius 1.5mm followed by a line. This makes

the splitting branch distance equal to 3mm, which is the desired spacing for soldering the
resistance of value 2Zo. The resulting layout is presented in figure C.3 and its dimensions are
detailed in table C.1.

W50 [mm] Wtrans [mm] Ltrans [mm]

3.83 1.78 3.72

Table C.1: Wilkinson power divider layout dimensions.

The results presented in figure C.4 show that for the interest band the circuit behaves
very close to an ideal balanced power divider, with transmission coefficients very near −3dB
and with all ports well adapted near −20dB of reflection coefficient.

2The presented analysis of the Wilkinson Power divider is inspired on the explanation given in [65].
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Figure C.3: Wilkinson power divider layout.

Figure C.4: Wilkinson power divider S-Parameters.
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C.2 1 to 8 Power Divider

C.2.1 Concept

To properly feed the 8−element linear antenna array it is important to provide each
element with equal power and phase. Therefore, transmit paths between input signal and
each antenna element must be equal in length, and the separation between each output must
equal the element spacing at the feed point.

To guarantee such conditions the antenna array was corporate fed with a three stage power
splitter consisting on 7 Wilkinson power divider modules and branching lines. The branching
lines are placed at the outputs of each stage to guarantee the desired output port spacing and
to avoid overlapping\line crossing on each stage. These branching lines, however, introduce
mismatch. So a open-line stub matching network is introduced at each end of the branching
line to compensate this mismatch for the interest band. Both branching lines and stubs have
50Ω characteristic impedances at 5.67GHz. The length of the branching lines is presented in
table C.2 and the final design layout is presented in figure C.5.

L1 [mm] L2 [mm] L3 [mm]

43.95 18.35 5.55

Table C.2: Branching line dimensions.

C.2.2 Design

To arrive at the final design presented in figure C.5 several iterative co-simulation proce-
dures, base on appendix A, were performed. These steps are now described by order:

1. The optimization starts from the output stage toward the input stage because it is easier
to guarantee that the output ports are presented with 50Ω loads.

2. EM simulation of the third stage branching lines is performed.

3. Third stage stubs are optimized with knowledge of the EM properties of the third stage
branching lines and of the Wilkinson power divider module.

4. EM simulation of the third stage block is performed3.

5. EM simulation of the second stage branching lines is performed.

6. Second stage stubs are optimized with knowledge of the EM properties of the second
stage branching lines, of the Wilkinson power divider module and of the third stage
block.

7. EM simulation of the second stage block is performed. This block contains all compo-
nents from the second and third stages.

8. EM simulation of the first stage branching lines is performed.

3Each stage is constituted by Wilkinson power divider modules, branching lines and open-line stubs.
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Figure C.5: 1:8 power splitter layout.
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9. First stage stubs are optimized with knowledge of the EM properties of the first stage
branching lines, of the Wilkinson power divider module and of the second stage block.

10. EM simulation of the complete 1 to 8 power divider is performed.

The optimized stub lengths are presented in table C.3 while the measured S-Parameters
are presented in figures C.6 and C.7. The measurement of the 1 to 8 power divider followed
the procedures described in appendix B.

stub 1 2 3 4 5 6

open length [mm] 00.66 3.91 0.50 0.50 1.34 1.20

line length [mm] 14.09 5.82 4.22 5.52 6.76 1.58

Table C.3: Stub dimensions.

Figure C.6: Port Adaptation. Figure C.7: Transmission Coefficients.

As can be seen, all ports are reasonably matched with reflection coefficients bellow −10dB
for the entire interest band. Within this band the power division between ports is well bal-
anced, being the transmission form port 1 to any other port of about −11.25dB. These aren’t
perfect results, as it would be desirable to have better matching and more proximity to the
ideal power splitter transmission of −9dB . However, such results agree well with simulation
and constitute the best achieved design. Such was the case because ISOLA ASTRA 3 is a
very thick substrate that enhances fringing fields and makes lines thicker, thus increasing ra-
diation effects. This poor selection of substrate impeded a better power splitter performance,
but it was followed through because expenses had already been made in SMA connectors for
this substrate. Besides these shortcomings, results are satisfactory for the desired application
scenarios.
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Appendix D

Array Pattern Simulator

During this MSc dissertation a MATLAB simulator was developed to study array factor.
This simulator was used to explore the impacts array factor has on array pattern, to un-
derstand how array factor can be used to implement important functions such as scanning,
source synthesis and adaptive beamforming, and also to aid in the development of the pro-
posed nonlinear model of array pattern distortion. Besides aiding in the understanding of the
aforementioned phenomena, this simulator also guided circuit simulation, EM simulation and
experimental procedures. This appendix now presents the developed scripts to implement the
aforementioned algorithms and some visualization test programs.

D.1 AF Functions

D.1.1 Linear Array AF

function [theta ,AF] = LinearAF(N,d,a,beta ,lambda ,resolution)

%Wave Number

k = 2*pi/lambda;

%Angle Sweep

theta = linspace (0,2*pi ,360* resolution);

%AF vector

AF = zeros(1,length(theta));

%Implementation of Linear AF Formula

for n = 1:N

AF = AF + a(n) * exp( j *( k * d(n) * (cos(theta)) + beta(n))

);

end

%Normalization

AF = AF/max(abs(AF(:)));
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D.1.2 Source Synthesis

D.1.2.1 Dolph-Tschebyscheff

function [a] = tschebyscheff(N,R)

%This Script Implements the algorithm presented in Balanis for

computer

%implementations

m = N-1;

R0 = 10^(R/20);

z0 = cosh (1/m*acosh(R0));

if (rem(N,2) == 1)

M = (N-1)/2;

a = zeros(1,M+1);

qsi = ones(1,M+1);

for n = 1:M+1

for q = n:M+1

a(n) = a(n) + (-1)^(M+1-q)*(z0)^(2*(q-1))*((

factorial(q+M-2) *(2*M))/(qsi(n)*factorial(q-n)*

factorial(q+n-2)*factorial(M-q+1)));

end

end

a = a/(a(1));

a = [fliplr(a(2:end)) a];

else

M = N/2;

a = zeros(1,M);

for n = 1:M

for q = n:M

a(n) = a(n) + (-1)^(M-q)*z0^(2*q-1)*(( factorial(q+M

-2) *(2*M-1))/( factorial(q-n)*factorial(q+n-1)*

factorial(M-q)));

end

end

a = a/(a(1));

a = [fliplr(a) a];

end

end

D.1.2.2 Schelkunoff

function [an,bn,dn,N] = schelkunoff(lambda ,d,z)

%an - amplitude exitation

%bn - phase excitation

%N - number of elements

%d - distance between elements

XVI



%z - desired nulls

if (sum((z < 0) + (z > pi)) ~= 0)

display('ERROR! Angle range: 0 to pi')

end

%Wave Number

k = 2*pi/lambda;

%Determination of the nulls in complex plane

zn = exp(j*k*d*cos(z));

%Determination of polynomial with such nulls

a = poly(zn); a = fliplr(a);

N = length(a);

dn = (0:N-1)*d;

%Conversion of polynomial in amplitude and phase exitations

an = abs(a);

bn = phase(a);

bn = bn .* ( abs(bn) > 0.001);

D.1.3 3rd Order Nonlinear Antenna Array

function [theta ,AF] = LinearAF3rdO(N,d,a,ad,scan ,f,resolution)

c = 3*10^8; lambda = c/f; k = 2*pi/lambda;

theta = linspace (0,2*pi ,360* resolution);

AF = zeros(1,length(theta));

%ad represents the distortion contributions of the 3rd order

model

for n = 1:N

AF = AF + ( a(n) + a(n)^3 * 3/4 * ad(n) ) * exp( j * k * d(n)

*(n-1) * (cos(theta) - cos(scan)) );

end

AF = AF/max(abs(AF(:)));

D.1.4 Visualization Functions

function AFdB = AF2dB(AF,dBnorm)

%This funtion centres the polar representation of AF to in the

desired

%dBnorm

AFdB = 10* log(AF);

AFdB(AFdB < dBnorm) = dBnorm;

AFdB = AFdB+abs(dBnorm);

function AFdB = AF2dBnorm(AFdB ,dBnorm)

AFdB(AFdB < dBnorm) = dBnorm;

AFdB = AFdB+abs(dBnorm);
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D.2 Test Programs

D.2.1 Scanning

clear all; close all; clc;

%CST Result Files and Normalization

scan30 = load('scan30.txt');

scan30 (:,3) = scan30 (:,3) - abs(max(scan30 (:,3)));

scan45 = load('scan45.txt');

scan45 (:,3) = scan45 (:,3) - abs(max(scan45 (:,3)));

scan60 = load('scan60.txt');

scan60 (:,3) = scan60 (:,3) - abs(max(scan60 (:,3)));

scan90 = load('scan90.txt');

scan90 (:,3) = scan90 (:,3) - abs(max(scan90 (:,3)));

%Array Definitions

f = 5.67*10^9; c = 3*10^8; lambda = c/f; k = 2*pi/lambda;

N = 8; d = 0.0256*(1:N); a = ones(1,N); resolution = 1;

%Desored Scan Angles

b1 = -k*d*cos(pi/6);

b2 = -k*d*cos(pi/4);

b3 = -k*d*cos(pi/3);

b4 = -k*d*cos(pi/2);

%Array Factor Determination

[theta ,AF1] = LinearAF(N,d,a,b1,lambda ,resolution);

[theta ,AF2] = LinearAF(N,d,a,b2,lambda ,resolution);

[theta ,AF3] = LinearAF(N,d,a,b3,lambda ,resolution);

[theta ,AF4] = LinearAF(N,d,a,b4,lambda ,resolution);

%Polar Plot of the Dolph -Tschebyscheff Array

figure

graph = polaraxes;

hold on;

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF1 (1:180)) ,-50));

h = polarplot(graph ,scan30 (:,1) /180*pi,AF2dBnorm(scan30 (:,3)

,-50));

hold off;

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -50',' -40',' -30',' -20',' -10','0'};

legend('MATLAB ','CST')

figure

graph = polaraxes;

hold on

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF2 (1:180)) ,-50));

h = polarplot(graph ,scan45 (:,1) /180*pi,AF2dBnorm(scan45 (:,3)

,-50));
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hold off

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -50',' -40',' -30',' -20',' -10','0'};

legend('MATLAB ','CST')

figure

graph = polaraxes;

hold on

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF3 (1:180)) ,-50));

h = polarplot(graph ,scan60 (:,1) /180*pi,AF2dBnorm(scan60 (:,3)

,-50));

hold off

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -50',' -40',' -30',' -20',' -10','0'};

legend('MATLAB ','CST')

figure

graph = polaraxes;

hold on

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF4 (1:180)) ,-50));

h = polarplot(graph ,scan90 (:,1) /180*pi,AF2dBnorm(scan90 (:,3)

,-50));

hold off

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -50',' -40',' -30',' -20',' -10','0'};

legend('MATLAB ','CST')

D.2.2 Dolph-Tschebyscheff

clear all; close all; clc;

%CST Result Files and Normalization

tsche = load('tschebyscheff.txt');

tsche (:,3) = tsche (:,3) - abs(max(tsche (:,3)));

%Array Definitions

f = 5.67*10^9; c = 3*10^8; lambda = c/f; k = 2*pi/lambda;

N = 8; d = 0.0256*(1:N); b = -k*d*cos(pi/2); resolution = 1;

R = 28; R = 10^(R/20);

%Determination of the Dolph -Tschebyscheff Array

a = tschebyscheff(N,R);

[theta ,AF] = LinearAF(N,d,a,b,lambda ,resolution);

%Polar Plot of the Dolph -Tschebyscheff Array

figure

graph = polaraxes;
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hold on;

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF (1:180)) ,-50));

h = polarplot(graph ,tsche (:,1) /180*pi,AF2dBnorm(tsche (:,3) ,-50))

;

hold off;

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -50',' -40',' -30',' -20',' -10','0'};

legend('MATLAB ','CST')

D.2.3 Schelkunoff

clear all; close all; clc;

%CST Result Files and Normalization

schel = load('schelkunoff.txt');

schel (:,3) = schel (:,3) - abs(max(schel (:,3)));

%Array Definitions

f = 5.67*10^9; c = 3*10^8; lambda = c/f; k = 2*pi/lambda; d =

0.0256;

resolution = 1;

%Desired Nulls

z = [0 pi/6 pi/4 pi/3 2*pi/3 5*pi/6 pi];

%Determination of Schelkunoff Array

[an ,bn ,dn ,N] = schelkunoff(lambda ,d,z);

[theta ,AF] = LinearAF(N,dn,an,bn,lambda ,resolution);

%Polar Plot of Schelkunoff Source Synthesis

figure

graph = polaraxes;

hold on;

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF (1:180)) ,-100));

h = polarplot(graph ,schel (:,1) /180*pi,AF2dBnorm(schel (:,3) ,-100)

);

hold off;

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -100',' -80',' -60',' -40',' -20','0'};

legend('MATLAB ','CST')
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D.2.4 3rd Order Nonlinear Antenna Array

clear all; close all; clc;

%Array Definitions

f = 5.67*10^9; c = 3*10^8; lambda = c/f; k = 2*pi/lambda; N =

8;

d = 0.0256* ones(1,N); a = ones(1,N); resolution = 1; scan = pi

/2;

%Random generation of nonlinearities

distortion = rand(1,N)*0.05;

%Distorted AF Calculation

[theta ,AF] = LinearAF3rdO(N,d,a,distortion ,scan ,f,resolution);

[theta ,AF1] = LinearAF3rdO(N,d,a*100, distortion ,scan ,f,

resolution);

%Plot of distorted AF for different input powers

figure

graph = polaraxes;

hold on

polarplot(graph ,theta (1:180) ,AF2dB(abs(AF (1:180)) ,-40));

h = polarplot(graph ,theta (1:180) ,AF2dB(abs(AF1 (1:180)) ,-40));

hold off;

graph.ThetaZeroLocation = 'top';

graph.ThetaDir = 'clockwise ';

haxes = get(h,'Parent ');

haxes.RTickLabel = {' -40',' -30',' -20',' -10','0'};

legend('Linear - a = 1','Distorted - a = 100')
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