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Resumo Atualmente, a simulação numérica de processos tecnológicos tem cada vez
mais importância e é cada vez mais utilizada permitindo não só reproduzir
as condições de funcionamento de determinado processo como também pos-
sibilita a previsão de possíveis falhas nos materiais. Assim, surgiu o presente
trabalho para dar resposta à necessidade de conseguir caracterizar compor-
tamentos mecânicos como a �uência e a fadiga, presentes na superfície de
alumínio de um queimador atmosférico, e o impacto que podem ter. Para
tal, através do software de simulação numérica ANSYS, realizou-se uma
análise termomecânica da respetiva superfície de queima. Em primeiro lu-
gar, selecionou-se o modelo numérico de Norton e procedeu-se à identi�cação
dos respetivos parâmetros com base em duas análises distintas: uma análise
analítica, com base apenas em curvas experimentais e relações analíticas; e
uma análise numérica, com recurso ao módulo de otimização do ANSYS,
em que os parâmetros foram iterativamente de�nidos. Posteriormente, as
condições fronteiras do problema foram de�nidas e foi realizado um estudo
de convergência da malha a usar nas simulações. Deste modo, foram obti-
dos os per�s de temperatura, tensão e deformação ao longo da superfície
de queima. Por �m, considerando os fenómenos de fadiga e de �uência, o
tempo de vida da superfície do queimador foi estimado com base em métodos
de previsão.





Keywords Tankless gas water heater; Numerical model; Thermomechanical analysis;
Creep damage; Fatigue damage; Lifetime prediction

Abstract Nowadays, the numerical simulation of technological processes is increas-
ingly important and used, allowing to reproduce the operation conditions of
a given process and to predict possible failures in materials. Thereby, the
present work emerged, to answer the need to characterize mechanical be-
haviors such as creep and fatigue that are present on the aluminum surface
of an atmospheric burner and to understand the impact they can have. For
this purpose, the FEA program ANSYS was used to perform a thermome-
chanical analysis of the respective surface. Firstly, the Norton's numerical
model was selected, and the respective parameters were identi�ed based on
two di�erent analyses: an analytical analysis, based only on experimental
curves and analytical relationships; and a numerical analysis using the AN-
SYS optimization module, in which the parameters were iteratively de�ned.
Then, the boundary conditions of the problem were de�ned, and a mesh
sensitivity study was carried out. Therefore, the temperature, stress and
strain pro�les were obtained along the surface. Considering the fatigue and
creep phenomena, the lifetime of the burner surface was estimated based on
prediction methods.
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Chapter 1

Introduction and State-of-the-Art

Review

1.1 Introduction

Nowadays, water heating systems are present in every house making this market very
appealing and competitive. The requirement for larger e�ciency and sustainability of the
equipment with lower costs is growing within the companies. Therefore, manufacturers
are continuously searching for new production processes and materials.

The numerical modeling is a way for the analysis and e�ciency increase of the systems
since it allows the material's and mechanical parts' behavior simulation avoiding potential
problems. It also allows to easily design iteratively the material properties and geometry
that in practice would take a long time to be designed.

The present work focuses on the atmospheric gas tankless water heaters burner's sur-
face and intends to analyze its thermomechanical transient behavior. As water heaters
are continuously exposed to thermal cyclic loads, the main goal consists on predicting the
lifetime of the component by �rst develop a numerical model capable of simulating and
reproducing complex phenomena such as creep and thermal fatigue. Then, with these
results, a parametric analysis of creep-fatigue interaction is made, getting the predicted
life of the burner surface.

1.1.1 Reading guide

The document starts with the state-of-the-art review, where the theoretical founda-
tions necessary for the work understanding are presented.

Then, in chapter 2, the numerical creep model is de�ned through a curve �tting
procedure based on experimental creep data tests for aluminium 1100. This process
consists of a �rst analytical approach. With these results, an optimization process is
realized in ANSYS Workbench.

In chapter 3, a thermal and thermomechanical analysis on the burner surface is
presented. A temperature pro�le of the surface is obtained, which is then used as thermal
load on the thermomechanical analysis to calculate the stress and deformation along the
surface.

1



2 1.Introduction and State-of-the-Art Review

In chapter 4, the results from the previous chapter are applied in the methods of
creep and fatigue life prediction and the burner's surface lifetime is estimated.

Lastly, in chapter 5, an analysis of the results is made in the chapter of the discussion
and the conclusions of the work are presented.

1.2 Tankless water heaters

Tankless water heater1 is an equipment for instantaneous production of hot water, i.e.
water is heated in a heat exchanger exposed to the �ames resulting from the burning of
a fossil fuel. The fuels used in this type of system can be propane, butane or natural gas,
among other less common fuels. There are also electric water heaters, in which electrical
resistances are used for the instantaneous heating of the water. Gas heaters are the most
commonly used hot water equipment in Portugal.

Within this type of system, there are variants that are essentially distinguished by
the extraction conditions of the fuel gases. The most common and cheapest type is the
atmospheric or natural extraction water heater. For this case, the gas outlet ducts meet
the standards. When it doesn't happen, ventilated water heaters should be used, where
the existence of a fan ensures the correct exhausting of the gases. There are also air-tight
water heaters, also suitable for locations with poor exhaust conditions and/or poor air
intake conditions, where air must be drawn directly from the outside. These equipments
have a sealed combustion chamber, not requiring the room air. These also incorporate
a fan that forces the exhaust combustion gases, and the admission of new air is made
from the exterior of the building through independent ducts. There are also condensing
water heaters incorporating a condensation unit for the water vapor resulting from the
combustion products, allowing the heat released in these gases to be used to preheat the
incoming water. In this way, one can take advantage of energy that would be wasted,
signi�cantly increasing the overall e�ciency of the system.

When the user opens the hot tap water, the water passage into the heater is detected
automatically, activating the gas valve which, in turn, allows the passage of gas to the
burner. Once in the burner, the gas is mixed with the atmospheric air and is burned in
the combustion chamber, releasing energy that is transmitted to the water circulating in
the heat exchanger. The water, thus heated, is directed through the piping to the open
tap.

The main components of this system are the injectors, which make the admission of
the fuel; the mixing tubes, responsible for mixing fuel and atmospheric air, providing a
more homogeneous mixture; the ignition system, responsible for starting the combustion;
the burner, where the �ame lies; the combustion chamber where the combustion takes
place; the heat exchanger, composed of �nned tubes inside which circulates the water to
be heated; and the chimney where the exhaust gases are evacuated. On a condensing
heater, there is a condensation unit located before the chimney. Figure 1.1 shows an
atmospheric water heater with its components identi�ed.

1The Portuguese name for tankless water heaters is Esquentadores.

Inês Carlos Ramos Almeida Bola Master Degree Thesis



1.Introduction and State-of-the-Art Review 3

Figure 1.1: Example of an atmospheric gas water heater and its components. Adapted
from [5].

The burner is one of the most important components of a water heater, since it's
the component that mixes the fuel with air and conditions the gas/air mix �ow for com-
bustion. Its geometry and materials should be optimized so that the combustion is as
homogeneous as possible, reducing gas consumption and polluting gas emissions.

The burner under consideration in this work is the BlueOcean OF Low NOx (�gure
A.1 and A.2 in Appendix A), developed by Bosch Termotecnologia, S.A. Optimized for
low NOx emissions, this burner is water-cooled and full pre-mix, achieving high e�ciency.

The gas manifold, made of two plates pressed against each other, is an airtight volume
and is responsible for leading the gas to the injectors and ensure that su�cient air enters
the burner. The gas manifold is connected to the mixing tubes by the bottom plate. The
mixing tubes allows the mixing between the fuel gas and the room air, which is crucial
to ensure a good combustion. Then, this mix goes thought the plenum chamber where
it's velocity is homogenized. The burner surface is placed on top of the plenum chamber
and consists of some blades held together by a pipe, where water circulates for cooling
the blades surface (�gure A.3). Consequently, the water is heated and then enters the
heat exchanger's circuit, allowing for energy savings.

The burner operation mechanism consists of: (1) the gas enters the burner from the
injectors at a de�ned �ow rate, which then drags a certain amount of room air resulting
in a �rst mix of these two �uids. (2) Then, the mix enters the mixing tubes where it
becomes much more homogenous. (3) Then this is discharged into the plenum chamber,
where it slows down achieving a homogenous velocity. (4) The �nal mix �ows through
the perforations of the burner surface, creating the combustion �ames. (5) Finally, the

Inês Carlos Ramos Almeida Bola Master Degree Thesis



4 1.Introduction and State-of-the-Art Review

hot products of combustion rise through the heat exchanger where the domestic water is
heated.

1.3 Existing phenomena in the atmospheric burner's surface

Since the atmospheric burner is constantly being switched on and o�, its temperature
is continually changing. Therefore, the burner undergoes cyclic thermal loads which
can lead to structural and thermal problems. Its operation can go from a few minutes
to several hours, being time a very important variable for the analysis of the burner's
behaviour. Thus, phenomena such as creep and mechanical fatigue can occur.

1.3.1 Creep

Creep is a time and temperature dependent phenomenon that occurs at elevated tem-
peratures usually exceeding 0,4 the melting temperature in case of metals [7]. It's the
tendency of the metal to move slowly and deform plastically (permanently) under the
in�uence of mechanical stresses. It can occur as a result of long-term exposure to high
levels of stress that can still be below the yield strength of the material. A typical creep
curve (strain-time) for metals under a constant load and temperature exhibits three
characteristic stages, as represented in �gure 1.2a [6].

Creep tests are carried out on a specimen loaded (in tension or compression), usually
at constant load, inside a furnace which is maintained at a constant temperature (�gure
1.2b). The extension of the specimen is measured as a function of time [14]. Another
test, commonly used is the stress-rupture (or creep-rupture) test. This consists of an
accelerated creep test that leads to rupture. It is usually carried out at a constant load,
for the sake of simplicity. The important parameter obtained from the test is the time to
rupture, whereas in the regular creep test, the minimum creep rate is the experimental
parameter sought [6].

Figure 1.2: a) Typical strain-time creep curve; b) Creep test apparatus.

Inês Carlos Ramos Almeida Bola Master Degree Thesis
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In primary or transient creep, following the instantaneous elastic strain η0, the ma-
terial deforms rapidly but at a decreasing rate. The duration of this stage is typically
short in relation to the total creep curve [15]. In secondary- or steady-state-creep stage,
the creep strain rate remains approximately constant over a long period of time and in
tertiary creep, the strain rate accelerates quickly until the failure of the material.

The creep process is accompanied by many di�erent slow microstructural rearrange-
ments including dislocation movement, ageing of microstructure and grain-boundary cav-
itation [16].

The creep mechanism can be divided in two major groups: boundary mechanisms, in
which grain boundaries and grain size play a major role, and lattice mechanisms, which
occur independently of grain boundaries [6].

The origins of the inelastic deformation at the temperature range 0.5 < T/Tm <
0.7 are transport processes associated with motion and interaction of dislocations and
di�usion of vacancies. Here one can consider two classes of physical models: dislocation
and di�usion creep [16].

Di�usion Creep

Depending on the material, di�usion creep tends to occur for σ/G ≤ 10−4, where G is the
shear modulus [6]. At higher temperatures (T/Tm > 0.7) di�usion mechanisms control
the creep rate. The deformation occurs at much lower stresses and results from di�usion
of vacancies. The mechanism of grain boundary di�usion (Coble [17] creep) assumes dif-
fusive transport of vacancies through and around the surfaces of grains. The deviatoric
part of the stress tensor changes the chemical potential of atoms at the grain boundaries.
Because of di�erent orientations of grain boundaries, a potential gradient occurs. This
gradient is the driving force for the grain boundary di�usion. The di�usion through the
matrix (bulk di�usion) is the dominant creep mechanism (Nabarro-Herring [18] creep) for
temperatures close to the melting point. These models (Coble and Nabarro-Herring) pre-
dict the di�usion controlled creep rate to be a linear function of the stress [16]. Nabarro
and Herring proposed the mechanism shown schematically in �gure 1.3a. It involves the
�ux of vacancies inside the grain. The vacancies move in such a way as to produce an
increase in length of the grain along the direction of applied (tensile) stress. Hence, the
vacancies move from the top and bottom region in the �gure 1.3a to the lateral regions
of the grain. The boundaries perpendicular (or close to perpendicular) to the loading
direction are distended and are sources of vacancies. The boundaries close to parallel
to the loading direction act as sinks. Nabarro and Herring developed a mathematical
expression connecting the vacancy �ux to the strain rate given by [6]:

ε̇NH = ANH
DlGb

kT

(
b

d

)2 ( σ
G

)
, (1.1)

where ANH is typically equal to 10− 15, σ is the applied stress, Dl is the lattice di�usion
coe�cient, and d is the grain diameter.

Coble proposed the second mechanism explaining di�usion creep. It is based on dif-
fusion in the grain boundaries instead of in the bulk. This di�usion results in sliding of
the grain boundaries. Hence, if a �ducial scratch is made on the surface of the specimen
prior to creep testing, the scratch will show a series of discontinuities (at the grain bound-
aries) after testing if Coble creep is observed. Figure 1.3b shows, in a schematic manner,
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6 1.Introduction and State-of-the-Art Review

Figure 1.3: Flow vacancies according to a) Nabarro-Herring and b) Coble mechanisms,
resulting in an increase in the length of the specimen [6].

how the �ow of vacancies along a boundary generates shear. Notice that there is also
additional accommodational di�usion necessary. Coble creep leads to the relationship:

ε̇C = ACDGB
Gb

kT

(
δ

b

)(
b

d

)3 ( σ
G

)
, (1.2)

where AC is typically equal to 30− 50, δ is the e�ective width of the grain boundary for
di�usion, and DGB is the grain-boundary di�usion coe�cient [6].

Harper and Dorn [19] observed another type of di�usional creep in aluminium. This
occurred at high temperatures and low stresses, and the creep rates were over 1 000 times
greater than those predicted by Nabarro-Herring. The two researchers concluded that
creep occurred exclusively by dislocation climb. Harper-Dorn creep is governed by an
equation of the form:

ε̇C = AHDDl
Gb

kT
(
σ

G
), (1.3)

where the parameter AHD is typically equal to 10−11 [6].

Dislocation Creep

In the stress range 10−4 < σ/G < 10−2, creep tends to occur by dislocation glide aided
by vacancy di�usion and this is called dislocation creep [6].

Various creep rate equations within the dislocation creep range are based on the
Bailey-Orowan recovery hypothesis. The common result is the power-law creep [16]:

ε̇creq ∝
(σeq
G

)n
exp

(
− Q

RT

)
. (1.4)
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The exponent n varies from 3 to 10 for metallic materials. At higher stresses above
10−3G the power law breaks down and a transition from the climb-plus-glide to the glide
mechanism is assumed where the following empirical equation can be applied

ε̇creq ∝
[
sinh

(
α
σeq
G

) ]n
exp

(
− Q

RT

)
, (1.5)

where α is a material constant. If ασeq/G < 1 then equation 1.5 reduces to 1.4.

Grain-Boundary Sliding

In addition to the dislocation and the di�usion creep, the grain boundary sliding is the
important mechanism for poly-crystalline materials, but usually does not play an impor-
tant role during primary or secondary creep. This mechanism occurs because the grain
boundaries are weaker than the ordered crystalline structure of the grains. Furthermore,
the formation of voids and micro-cracks on grain boundaries contributes to the sliding.
The whole deformation rate depends on the grain size and the grain aspect ratio (ratio of
the grain dimensions parallel and perpendicular to the tensile stress direction). Samples
with a larger grain size usually exhibit a lower strain rate [16].

Deformation-Mechanism Maps

The various creep mechanisms have been summarized into charts called deformation
mechanism maps. A map is a two-dimensional representation where values of the ho-
mologous temperature T = Tm are plotted along the horizontal axis and values of the
normalized stress σ/G are plotted along the vertical axis. Regions of predominance of
the individual creep mechanisms are indicated in the chart in terms of the ranges of val-
ues of stress and temperature for which each individual mechanism dominates the creep
process. The maps are useful since these allow at a glance obtaining a semi-qualitative
picture of the prevailing creep conditions under given stress and temperature [6]. For
a given combination of the stress and the temperature, the map provides the dominant
creep mechanism and the strain rate. A typical deformation map is shown in �gure 1.4.

Weertman-Ashby plots assume, for simplicity, that there are independent and dis-
tinguishable mechanisms by which a polycrystal can be deformed, but still retain its
crystallinity [6]:

� Above the theoretical shear strength, plastic �ow of the material can take place
without dislocations, by simple glide of one atomic plane over another;

� Movement of dislocations by glide;

� Dislocation creep, including glide and climb, both being controlled by di�usion;

� Nabarro-Herring creep;

� Coble creep.

From the deformation-mechanism map, one can, in addition to determining the dom-
inant mechanism for a certain combination of stress and temperature, �nd the resulting
strain rate (creep rate). For this, the appropriate constitutive equations should be applied
and the constant strain-rate contours plotted [6] as illustrated in �gure 1.5.
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Figure 1.4: Typical deformation map: normalised stress vs. homologous temperature [7].

Figure 1.5: Weertman-Ashby map for Al2O3 with a grain size of 100 µm [6].
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Di�culties in modelling creep

The analysis is more di�cult as the time range increases at least for three reasons: as
the time increases there are additional physical e�ects like di�usion, corrosion, and aging
which are not usually taken into account in the mechanical constitutive equations; there
is a time scale of some months or years above which there is almost no possibility to
perform tests and ensure good identi�cation of the material parameters; last but not
least, the probability of the occurrence of unpredicted events increases with time.

Furthermore, the two extrema of the plastic strain rates where viscous e�ects even
at room temperature should be taken into account:

� ε̇P > 1 ∼ 104 s−1 is the range of rates occurring in shocks, crash, or loadings
by accident. It is usually called dynamic plasticity because it happens at room
temperature but it is formally labelled as visco-plasticity as the strain rate modi�es
the material response, especially if the reference identi�cation has been performed
at usual strain rates of about 10−4s−1. For example, the usual engineering yield
stress may increase 10-50% at high strain rates of about 104s−1.

� ε̇P < 10−10 s−1 at the other extreme is the range which may exist in steels at
room temperature loaded at small stresses, below the engineering yield stress. The
resulting slow creep or relaxation may change the stress concentrations, induce
leakage in pressurized vessels, or decrease the tension in the cables of pre-stressed
concrete by relaxation of the steel cables associated with the creep of the concrete
[20].

Uniaxial Creep Models

After the virtually instantaneous strain observed on loading (ε0) represented in �gure
1.2a, the time-dependent or creep strain (εcr) accumulates with time (t), so that the
total strain (εc) at any instant is written as:

εc = ε0 + εcr. (1.6)

The ε0 value is a function of stress (σ) and temperature (T),

ε0 = f1(σ, T ), (1.7)

whereas εcr varies not only with stress and temperature but also with time, as

εcr = f2(σ, T, t). (1.8)

No general agreement has been reached on the form of the equation that should be
adopted to describe the accumulation of creep strain with time. Consequently, the creep
curve shape is commonly discussed in terms of the changes in creep rate (ε̇ = dε/dt )
throughout a test. Thus, in di�erential form, the equation 1.8 becomes [21]:

ε̇cr = f3(σ, T, ε). (1.9)

Assuming the creep strain as a function of time with �xed stress and temperature,
the following equations are proposed [7]:
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εcr = βt1/3 + kt Andrade, 1910,
εcr = Ftn Bailey, 1929,
εcr = G

(
1− e−qt

)
+Ht McVetty, 1934,

εcr = ε1 +Alog t +Bt Leaderman, 1943,
εcr = ε1 + εtn (n < 1) Findley, 1944,
εcr = ε1 +Alog t Philips, 1956,
εcr =

∑
i ait

ni Graham and Walles, 1955.

For the creep strain rate-stress relation the following proposal exist:

ε̇cr = Kσm (3 < m < 7) Norton, 1929, Bailey, 1929,
ε̇cr = B(e

σ
σ∗ − 1) Soderberg, 1936,

ε̇cr = Asinh σ
σ∗ Nadai, 1938, McVetty, 1943,

ε̇cr = D1σ
m1 +D2σ

m2 Johnson et al. 1963,
ε̇cr = A

(
sinh σ

σ∗

)m Garofalo, 1965,
ε̇cr =

d
dt

(
σ
σ∗

)n0 +
(
σ
σ∗

)n Odqvist, 1966.

The description of temperature dependencies is more complicated mainly due to in-
�uence of temperature on the material parameters and structural changes (the increase of
the temperature yields di�erent creep mechanisms) [7]. The junction of stress and tem-
perature dependencies, di�erent creep mechanisms can exist. Temperature-dependent
creep equations can be expressed by

ε̇cr ≈ exp
(
−Q−γσ

RT

)
Kauzman, 1941,

εcr = f
[
texp

(
− Q
RT

) ]
f1(σ) Dorn and Tietz, 1949,

ε̇cr ≈ σ
T exp

(
− Q
RT

)
Lifshiz, 1963,

εcr = f
[
texp

(
− Q
RT

) ]n
f1(σ) Penny and Marriott, 1971,

where Q,R,n,γ denotes the activation energy, the ideal gas constant and material param-
eters, respectively [7].

For creep problems at constant stress the above expressions can be used as given.
However, in practice one is often interested in solving creep problems in structural parts
subjected to time varying stresses [15]. In those cases, the creep theories which include
primary and secondary creep can be formulated by di�erent approaches. The main
approaches are [7]:

� The total strain theory,

� The time hardening theory,

� The strain hardening theory.

The total strain theory assumes the existence of a relationship between the total
strain, the stress and time at �xed temperatures [7]. The time hardening theory, which
is also called the �ow theory, implies that creep rate is a function only of stress and
current time, or

ε̇cr = f(σ, t). (1.10)
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Figure 1.6: a) Time hardening; b) Strain hardening.

The creep curve after the change of stress from σ1 to σ2 has the same shape as the
constant stress curve from the time change, i.e. the curve, σ2, is moved vertically as
shown in �gure 1.6a. The strain hardening theory assumes that strain rate depends only
on the stress and the current plastic strain, or

ε̇cr = g(σ, εcr). (1.11)

But in this case σ2, from the time of change, is moved horizontally, as shown in �gure
1.6b [22].

The prediction of total creep strain after stress change are rather accurate in the case
of the strain-hardening method both for step-up load change and step-down load change
[22].

1.3.2 Fatigue

High temperature operation leads to thermal expansion which can be constrained in some
regions. Therefore, mechanical stresses occur during start-stop-operation and the cyclic
plastic deformation leads to the thermo-mechanical fatigue of the material [23]. Thermal
fatigue involves cyclic loading under thermal stresses. Such thermal stresses occur when
a temperature change occurs, which leads to di�erential expansion in two components
that are joined together [6].

1.4 Creep-Fatigue interaction

There are many applications where materials are required to operate for long periods in
harsh engineering environments of high stresses and temperatures. Examples of this can
be found on the power generation industry and the gas turbine sector where components
are experiencing higher temperature environments as designers seek to increase thermal
e�ciency [24]. This leads to a dependence on creep-fatigue life prediction methods to
estimate the components design life.

The behaviour of creep, fatigue and creep-fatigue interaction are becoming more
and more critical in life assessment, design and maintenance of components that are
exposed to high temperature and cyclic loads. Thus, there's a need to use life prediction
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methods in which both failure mechanisms and their interaction may be considered. In
these approaches, fatigue damage per cycle and creep damage per cycle are separately
calculated to predict creep-fatigue endurance.

A cumulative damage fraction (including creep and fatigue damages) of a critical
value indicates the failure of materials based on a certain failure criterion. Generally, the
failure of materials is assumed to occur when the summation of accumulated fatigue and
creep damage reaches a critical value that is set to be unity [25].

There are many theories for creep-fatigue life prediction that can be found in the
bibliography [26].

A widespread rule for creep-fatigue life analysis is the generalized linear damage
summation (LDS) rule [7], [6], [14], [15], [16].

Dtotal = Dc +Df , (1.12)

where Df is the fatigue damage without the creep action, Dc is the creep damage and
Dtotal is the total damage, that is, the sum of fatigue damage and creep damage [27].
The LDS usually combines Miner's rule for fatigue damage and Robinson's Life Fraction
rule for creep damage [28]. The total damage is the linear sum of the fatigue damage
independent on time and the creep damage dependent on time [29], becoming:

Dtotal =
∑ ti

tf
+
∑ n

Nf
(1.13)

where for the creep damage, ti is the time spent under condition i,tfi is the time to
failure under condition i and for the fatigue damage fraction, n represents the number of
operating cycles and Nf de number of cycles to failure, under certain conditions. This
method is usually represented in a diagram of creep versus fatigue damage fraction by
a straight line connecting the coordinates (1,0) and (0,1). The shaded part in �gure 1.7
can be considered as the safe design region.

Knowing the operating conditions, the values of ti and n can be directly obtained.
But for the calculation of time to failure tfi and the number of cycles to failure Nf , ex-
trapolation or interpolation methods based on experimental data from creep rupture tests
and fatigue tests should be considered. These approaches will be discussed hereinafter.

1.4.1 Creep life prediction

To estimate the creep life of a component, creep tests until rupture, at a stress level,
could be used. But component life assessment based on data collected from creep curve
and experimental creep laws do not always provide accurate life estimation. Although
experiments can provide accurate life estimation, data are often insu�cient to cover
di�erent loads and temperatures and extrapolation or interpolation to the stresses and
temperatures of interest need to be performed [30]. Alternatively, there are methods
based on time and temperature. Each of these approaches is a technique where short-term
creep-rupture data can be extrapolated to longer-term scenarios using a time-temperature
parameter. This concept assumes that all creep-rupture data for a given material can be
combined to produce a single master curve where stress is plotted against a parameter
that combines the e�ect of time and temperature [24]. Many parametric techniques have
been proposed in the literature. The most widely used are the Larson-Miller parameter
(LMP), Manson-Haferd parameter (MHP) and the Dorn-Sherby parameter (DSP). The
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Figure 1.7: Failure criteria assumed in creep-fatigue life prediction. Adapted from [8]
and [9].

bene�t of these empirical models is that the creep rupture times, that are impractical to
measure in the laboratory due to long testing times, can be estimated using short-term
creep life data [31].

Parametric Methods

In 1963, Manson and Haferd [32] showed that all the three relationships mentioned before
derive from:

P =
(log t)σQ − log tA

(T − TA)R
, (1.14)

where P is a parameter combining the e�ects of time, temperature, and stress; σ is the
stress; T is the absolute temperature; and TA, log tA, Q, and R are material constants.

Larson-Miller Parameter:

For the LMP, Larson and Miller [33] chosen the following values in equation 1.14:

Q=0; R=-1.0;
TA=-460°F or 0°F;

tA= the constant C in the LMP.

Therefore, for the LMP the equation 1.14 reduces to:

LMP = T(log t+ C). (1.15)
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The constant C is the only unknown in this approach. It can be calculated through
isostress data (same stress but di�erent time-temperature exposure) plotted as reciprocal
of T versus log t. The straight lines observed should intersect at a point where 1/T=0
and log t= the value of the unknown C [3].

Manson-Haferd Parameter:

For the MHP, Manson and Haferd [32], [34] chosen the following values for the con-
stants in equation 1.14:

Q=0; R=1.0.

The general equation reduces to:

P =
log t− log tA
T − TA

. (1.16)

In this case, there are two constants to be calculated, log tA and TA, which represents
the coordinates of the convergence point of isostress data [3].

Dorn-Sherby Parameter:

Dorn and Sherby [35] developed their relationship as:

DSP = t exp−A
T
, (1.17)

where t is time, A is a constant based on activation energy and T is the temperature
(K).

Like the other approaches, the isostress data should be plotted but, in this case, the
straight lines are parallel [3], where the slope corresponds to the A value.

Parameter Selection

The three relationships presented before, can be schematized in a plot of log t versus
reciprocal T, for each case, as represented in �gure 1.8.

For accurate life prediction, a critical decision lies on the selection of the most appro-
priate parameter for the assessment [7]. The LMP is the most widely used relationship,
mainly for being a one-parameter model and its appliance can be seen in [36], [37].

1.4.2 Fatigue life prediction

Components of machines and structures are frequently subjected to cyclic loads, and the
resulting cyclic stress can lead to microscopic physical damage to the materials involved.
Even at stresses well below a given material's ultimate strength, this microscopic damage
can accumulate with continued cycling until it develops into a crack or other macroscopic
damage that leads to failure of the component. This process of damage and failure due
to cyclic loading is called fatigue [10].
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Figure 1.8: Representation of isostress data plotted for each parameter relationship.
Adapted from [3].

August Wöhler, starting in the 1850s, began the development of design strategies
for avoiding fatigue failure and also demonstrated that fatigue was a�ected not only by
cyclic stresses but also by the accompanying steady (mean) stresses [10].

Fatigue failures is a major concern in engineering design, making the life prediction
methods such an important subject to have in account in projects design.

At present, there are three major approaches to analysing and designing against fa-
tigue failures: the stress-based approach, which is based on the analysis of the average
stresses in the region of the component being analysed; the strain-based approach to
fatigue considers the plastic deformation that may occur in localized regions where fa-
tigue cracks begin and at stress raisers during cyclic loading; and the fracture mechanics
approach which treats growing cracks using the methods of fracture mechanics [10].

The strain-based approach is applied in nuclear reactors and jet engines, speci�cally
cyclic loading associated with their operating cycles, especially cyclic thermal stresses.
For this reason, the strain approach is chosen for the present work.

Strain-based approach

A strain versus life curve is a plot of strain amplitude versus cycles to failure. Such a
curve is employed in the strain-based approach for fatigue life estimations. This curve is
obtained through a completely reversed cycling tests (equation 1.27 with R=-1) between
constant strain limits. In this test, the specimen undergoes a set of cycles until it fails
by fatigue, where the strain is kept between the desired maximum and minimum values,
which in this case are symmetrical (εmin = −εmax). Thus, the results for several di�erent
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Figure 1.9: Elastic, plastic and total strain vs life curves [10].

strain amplitudes (εa) gives the desired curve which can in turn be used to estimate
the number of cycles to failure, knowing the material's strain amplitude. A schematic
diagram is given in �gure 1.9. A log-log plot is usually used for strain-life curves [10].

The strain amplitude can be divided into elastic and plastic parts:

εa = εea + εpa, (1.18)

where the elastic strain amplitude is related to the stress amplitude by

εea =
σa
E

=
σ′f
E

(2Nf )
b, (1.19)

and the plastic part is given by

εpa = ε′f (2Nf )
c. (1.20)

Combining these equations gives an equation relating the total strain amplitude εa
and life [10],[10]:

εa =
σ′f
E

(2Nf )
b + ε′f (2Nf )

c, (1.21)

where Nf is the number of cycles to failure, E is the elasticity modulus, σ′f the fatigue
strength coe�cient, ε′f fatigue ductility coe�cient, and b and c fatigue strength and
fatigue ductility exponents, respectively. To obtain Nf for a given value of εa, the
mathematical form of this equation requires either a graphical or numerical solution. An

Inês Carlos Ramos Almeida Bola Master Degree Thesis



1.Introduction and State-of-the-Art Review 17

equation of this form is generally called the Co�n-Manson relationship, which name arises
from the separate development of related equations in the late 1950s by both L.F.Co�n
and S.S.Manson [38]. Note that the equation of the elastic strain part, provides the
stress-life relationship [10]:

σa = σ′f (2Nf )
b. (1.22)

Strain-life data and values for the constants for the strain-life and cyclic stress-strain
curves are available for a variety of engineering metals.

These parameters can be easily obtained from the experimental curves, taking the
logarithmic form of the above equations:

σa = σ′f (2Nf )
b ⇔ 2Nf = (

σa
σ′f

)
1
b ⇔ log 2Nf =

1

b
log σa −

1

b
log σ′f , (1.23)

which has the form of y = mx+ d, where

y = log 2Nf ;
x = log σa;
m = 1

b ;
d = −1

b log σ
′
f .

Performing a linear least-square �t, one can obtain the constants b and σ′f . To obtain
the remaining constants, proceed the same way for the equation:

εpa = ε′f (2Nf )
c ⇔ 2Nf = (

εpa
ε′f

)
1
c ⇔ log 2Nf =

1

c
log εpa −

1

c
log ε′f , (1.24)

which has the form of y = mx+ d, where

y = log 2Nf ;
x = log εpa;
m = 1

c ;
d = −1

c log ε
′
f .

Mean Stress e�ects

Mean stress e�ects need to be evaluated in applying the strain-based approach. In
particular, the strain-life curve for completely reversed loading needs to be modi�ed if a
mean stress is di�erent than zero.

The most used relationships, shown by Dowling [39], are the Walker and the Smith,
Watson and Topper (SWT) represented in

εa =
σ′f
E

[
2Nf

(
1−R
2

) 1−γ
b

]b
+ ε′f

[
2Nf

(
1−R
2

) 1−γ
b

]c
; (1.25)
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εa =
σ′f
E

[
2Nf

(
1−R
2

) 1−γ
2b

]b
+ ε′f

[
2Nf

(
1−R
2

) 1−γ
2b

]c
, (1.26)

respectively, where R is the ratio between the minimum and the maximum stress:

R =
σmin
σmax

. (1.27)

Additional e�ort and experiments are necessary for the determination of parameter
γ. Some high-strength aluminium alloys have parameter γ = 0.5, which coincides with
the SWT method, but higher values of γ apply to low-strength aluminium alloys [40].
Dowling et al. [41] found the value of γ to be approximately 0.65 for low strength
aluminium alloys. Therefore, the number of cycles to failure (Nf ) can be easily obtained
from equation 1.25, for a given strain amplitude.
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Chapter 2

Numerical model and parameter

identi�cation procedure

The numerical model is the �rst thing to de�ne in every �nite element analysis, because it
will determine the materials behaviour. Since time and temperature are very important
variables in the present problem, the model must be thermoviscoplastic with creep. The
selected model for this work is the Norton's model, represented by the equation

ε̇cr = C1σ
C2 exp

(
−C3

T

)
, (2.1)

for being the most widely used and because it's implemented in the FEA Program AN-
SYS. The material dependent constants C1, C2 and C3 need to be de�ned. The procedure
started by gathering creep curves of aluminium 1100-O, since no data was found for alloy
1050-H24.

Using the experimental data, the creep model constants are found through two dif-
ferent ways. The �rst one consists on an analytical approach, where the constants are
obtained by a direct �tting of the logarithmic form of the model equation. The second
approach, called the numerical approach, consists on solving an optimization problem,
where the objective function quanti�es the comparison of the experimental data with the
simulation values.

2.1 Experimental Data

The experimental data was retrieved in [42], where stress-strain curves were taken from
creep tests performed at di�erent strain rates and di�erent temperatures. Figures 2.1
and 2.2 represent some of these curves (with points).

19



20 2.Numerical model and parameter identi�cation procedure

 

0

5

10

15

20

25

30

35

40

0 0,2 0,4 0,6 0,8 1

σ
 (

M
P

a
)

ε (m/m)

Exp. 300ºC

Exp. 400ºC

Exp. 500ºC

Exp. 600ºC

Sim. 300ºC

Sim. 400ºC

Sim. 500ºC

Sim. 600ºC

Figure 2.1: Comparison between experimental and simulated results for ε̇ = 0, 001s−1.

2.2 Analytical Approach

2.2.1 Calculation of C2

Taking the logarithmic form of the Norton creep model and rewriting it with the stress
in evidence, the equation becomes

ln ε̇ = lnC1 + C2 lnσ −
C3

T
⇔ lnσ =

1

C2
ln ε̇− 1

C2
lnC1 +

1

C2

C3

T
. (2.2)

Making the derivative of lnσ as function of ln ε̇, the following expression allows the
calculation of C2, which represents the slope of the logarithmic form of strain rate versus
the logarithmic form of stress plot (see �gure 2.3).

∂ lnσ

∂ ln ε̇
=

∂

∂ ln ε̇

(
1

C2
ln ε̇− 1

C2
lnC1 +

1

C2

C3

T

)
=

1

C2
⇒ C2 =

∂ ln ε̇

∂ lnσ
. (2.3)

In this work, 4 points at di�erent strain rates are used, for each 4 temperatures. For
each group of 4 point a linear regression was used to obtain the slope. Thus, the �nal
value of C2 = 6, 76 is calculated through the average of the 4 values.

Inês Carlos Ramos Almeida Bola Master Degree Thesis



2.Numerical model and parameter identi�cation procedure 21

 

0

5

10

15

20

25

30

35

40

0 0,2 0,4 0,6 0,8 1

σ
(M

P
a
)

ε (m/m)

Exp. 300ºC

Exp. 400ºC

Exp. 500ºC

Exp. 600ºC

Sim. 300ºC

Sim. 400ºC

Sim. 500ºC

Sim. 600ºC

Figure 2.2: Comparison between experimental and simulated results for ε̇ = 0, 01s−1.

2.2.2 Calculation of C3

For the calculation of C3, the logarithmic of stress is derived in function of reciprocal
temperature, obtaining

∂ lnσ

∂(1/T )
=

∂

∂ ln (1/T )

(
1

C2
ln ε̇− 1

C2
lnC1 +

1

C2

C3

T

)
=
C3

C2
⇒ C3 = C2

∂ lnσ

∂(1/T )
. (2.4)

In this case, the slope corresponds to the quotient between constant C3 and C2. As
C2 is already de�ned, C3 can be calculated. Figure 2.4 presents 4 curves for di�erent
strain rates, where each point of each curve corresponds to di�erent temperatures. The
constant C3 is calculated through the average of the 4 groups, multiplied by the value of
C2. The value found is C3=22300,5.

2.2.3 Calculation of C1

The constant C1 is calculated using the previous calculations. From equation 2.1, C1 can
be written as

C2 lnσ = ln ε̇− lnC1 +
C3

T
⇔ lnC1 = ln ε̇+

C3

T
− C2 lnσ ⇔

⇔C1 = exp

(
ln ε̇+

C3

T
− C2 lnσ

)
.

(2.5)
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Figure 2.3: Calculation of C2 using the �tting of ln ε̇ vs lnσ plot.

The value of C1 is found using the same experimental data and an average �tting
using 4 levels of strain rate and temperature. The value found is C1 = 1, 28× 10−36.

2.2.4 Results

The �nal values of the Norton's creep model constants for the AA1100-O are presented
in the table 2.1. A creep test was carried out with the FEA program ANSYS. Figures
2.1 and 2.2 compare the simulated results with the experimental data, where the dots
correspond to the experimental data and the lines to the simulation results. The results
presented in �gures 2.3 and 2.4 correspond only to a strain of 0,58, where the best results
were obtained.

The obtained constants were compared with the articles [43] and [44], where in the
�rst: C1 = 4, 13 × 10−2, C2 = 5, 2, C3 = 19726, 8; and in the second: C1 = 2, 147 ×
10−70,03, C2 = 10, 171, C3 = 50825, 89. The constant C1 shows a huge variation from
one article to another. Thus, it's di�cult to ensure the viability of the obtained result
despite being in between the two values. On the other hand, the values of the constants
C2 and C3 are in agreement with the reference data, since they have the same order of
magnitude.
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Figure 2.4: Calculation of C3 using a lnσ vs 1/T plot.

Table 2.1: Final values obtained with the analytical and numerical approaches and the
respective comparison for the Norton's creep model constants for the AA1100-O.

Analytical Numerical Di�erence (%)
C1 1, 28× 10−36 1, 2826× 10−36 0,20
C2 6,76 6,9855 3,34
C3 22300,5 24501 9,87
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2.3 Numerical Approach

The numerical approach consists in solving an optimization process, where its intended
to improve the results obtained through the analytical approach. Therefore, the ANSYS
optimization module [12] was used in order to improve the �tting of the simulation re-
sults with the experimental data. Schematically, the process can be represented by �gure
2.5, where the process begins with the estimation of the model parameters, obtained by
the analytical approach. Then, the model runs for the desired conditions (temperature,
for example), and the corresponding results are extracted from the simulation and are
compared, for a given number of points, to the correspondent experimental data. This
comparison is made through a residual sum squares, where the sum of the square dif-
ference between the numerical value of equivalent stress (σNumi ) and the experimental
(σExpi ), for the same level of strain, for each i point is calculated by:

Fobj =
N∑
i=1

(
σNumi − σExpi

)2
. (2.6)

The ANSYS Optimization module [12] is a set of constrained, multi-objective op-
timization techniques in which the best possible designs can be obtained. Among the
available optimization methods, the NLPQL (Nonlinear Programming by Quadratic La-
grangian) was used.

Run 

model

Assess

results
New 

parameters

Initial model 
parameters

Final optimum 
parameters

Optimization

Figure 2.5: Scheme of the optimization process for material curve �tting.

The NLPQL approach is a gradient-based single-objective optimizer that is based on
quasi-Newton methods [12]. This method was chosen since it's the only that needs the
initial estimation of the parameters and where the parameters search universe could be
de�ned, making the process more accurate and faster.

This iterative method automatically generates a set of di�erent parameter values, in
which, for every cycle, produces the deviation result and updates the parameter values.
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The process ends when a stopping criterion is reached. Figure 2.6 shows the ANSYS
Workbench project scheme for this process.

Figure 2.6: ANSYS Workbench project scheme for material curve �tting.

2.3.1 Results

The results obtained through the numerical approach are presented in table 2.1. Only 1
stress point was compared in each cycle, for a corresponding strain value of 0,92. Figures
2.7 and 2.8 illustrate the di�erence between the simulated results and the experimental
data.

The constants obtained through the numerical approach, compared to the analytical
approach have a di�erence of 0,2% for the C1, 3,34% for the C2 and 9,87% for C3 (see
table 2.1). However, they all have the same order of magnitude. The di�erence between
the simulated and the experimental curves, with the constants obtained through both
approaches, can be interpreted by a relative error, given by

Error [%] = 100

(
1− Ai

sim

Ai
exp

)
, (2.7)

where Ai
sim and Ai

exp are the areas below the simulated and experimental curves, re-
spectively. The error values are shown in table 2.2, where on average, the values for the
numerical approach are lower than those obtained analytically. However, for the curves
with ε̇ = 0, 01 s−1, T=300°C and T=600°C, the numerical approach reveals worse results.
Nevertheless, the constants obtained through the numerical approach give, in general,
better results.
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Figure 2.7: Comparison between experimental and simulated results for ε̇ = 0, 001s−1.

Table 2.2: Relative error between the simulated and the experimental curves.

Error [%]
ε̇ = 0, 001s−1 ε̇ = 0, 01s−1

Analitycal Numerical Analitycal Numerical
T=300 °C 7,03 0,55 0,34 7,25
T=400 °C 16,48 1,65 15,12 0,02
T=500 °C 13,37 4,62 12,72 5,45
T=600 °C 39,88 29,35 15,35 23,34
Average 19,19 9,04 10,88 9,01
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Chapter 3

Burner Simulation

3.1 Introduction

To understand the burner surface's behavior, the thermal and structural analysis should
be performed. Considering that time is a very important variable in the current problem,
both analysis must be transient. The coupled thermal and structural modules allow to
obtain the temperature pro�le over time as well as the stress and deformation which
are time and temperature dependent. Figure 3.1 shows this process, where the model
(discretized in a �nite element mesh) and the material properties remain the same.

Figure 3.1: Scheme of the thermal and structural simulations at ANSYS Workbench.

There are some assumptions and simpli�cations that are made in the numerical anal-
ysis:

1. Just one plate of the surface is considered in the simulation, assuming that all of
them are at the same temperature. However, this is an approximation because the
plate near the water inlet is slightly colder that the middle plate. Experimentally,
the di�erence between the water in�ow and out�ow is about 2,5°C. Thus, this as-
sumption does not compromise the simulation results.
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30 3.Burner Simulation

2. It is assumed that every plate is exposed to the same amount of radiation coming
from the �ames. Actually, the �ame behaves non-homogeneously. However, con-
sidering the same heat transfer in all surface, the worst case scenario is considered.

3. The heat transfer losses are not considered in the analysis. The �ame starts above
the surface, the pressure arises, letting the atmospheric air to mix with the com-
bustion gases. This can cause an air �ow, which can be responsible for removing
some amount of heat by convection. However, it is rather di�cult to quantify and
account for these heat losses.

3.2 Geometry

Since the boundary conditions and the geometry are symmetric, the model was reduced to
a quarter of the original, allowing time savings and a mesh re�nement in the simulation.
Thus, symmetry was applied on the corresponding faces of planes Oxy and Oxz, as shown
in �gure 3.2.

Figure 3.2: Geometric symmetry applied on the initial model.

3.3 Material Properties

The burner is constituted of an aluminum series AA1050-H24. These properties were
mainly obtained through the Bosch database Bosch Matis and are shown in table 3.1.
For the structural analysis, the creep behavior was found as presented in chapter 2. Table
3.2 lists the creep model constants for the Norton's creep model.
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Table 3.1: Aluminum 1050-O material properties based on Bosch Matis database, except
for the Young's modulus and the coe�cient of Poisson.

Temperature Young's Modulus Poisson Thermal Expansion
(°C) (GPa) [45] coe�cient [45] coe�cient (°C−1)
-50 70 - 2, 17× 10−5

20 70 0,3365 -
50 69 0,3382 -
100 68 0,3416 2, 35× 10−5

150 66 0,3451 -
200 63 0,3485 2, 44× 10−5

250 57 0,3519 -
300 50 0,3560 2, 54× 10−5

Density (kgm−3) 2700
Speci�c Heat (Jkg−1K−1) 900

Thermal conductivity (Wm−1K−1) 210-220
Emissivity 0,05

Yield Strength (MPa) 65-95
Tmelting (°C) 645-658

Table 3.2: Creep model constants used on structural simulations.

Creep model constants
C1 1, 2826× 10−36

C2 6,9855
C3 24501

3.4 Boundary Conditions

3.4.1 Thermal analysis

The most critical thermal loads reaching the surface are the radiation emitted by the
�ames and the heat transfer by the water cooling system. Nevertheless, there is also
convection due to the gas �ow on the interior faces of the surface that needs to be
considered.

The water cooling system has an impact on the surface temperature due to:

� convection by the water �ow inside the copper tube;

� conduction through the tube thickness;

� thermal contact resistance between the copper tube and aluminum surface joint.

Therefore, an equivalent heat transfer coe�cient is calculated in order to quantify the
impact of the water cooling system on the temperature pro�le of the burner's surface.
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Equivalent heat transfer coe�cient due to the water cooling system

The water volumic �ow convection coe�cient is calculated through the Nusselt number.
The Reynolds number is obtained by the following expression [46]:

ReD =
4ṁ

πDµ
, (3.1)

where ṁ is the water �ow rate, in kg/s; D is the copper tube internal diameter and µ
the viscosity of water, in kgm−1s−1 at ∼20°C. Since the �ow is found to be turbulent,
the Nusselt number can be calculated by the expression

NuD =
(f/8)(ReD − 1000)Pr

1 + 12, 7(f/8)1/2(Pr2/3−1)
(3.2)

which is valid for the conditions

3000 6 ReD 6 5× 106,
0, 5 6 Pr 6 2000,

L/D > 10,

where f is the Darcy friction factor that can either be obtained from the Moody chart
or for the following expression, for ReD 6 2× 104,

f = 0, 316Re
−1/4
D . (3.3)

The convection coe�cient through water �ow can be obtained by the de�nition of
Nusselt number, where kw is the thermal conductivity of the water, at ∼ 20°C:

NuD =
hD

k
⇔ h =

NuDkw
D

. (3.4)

Then, the heat conduction resistance though the copper tube is de�ned. Since the
tube has a circular section, the resistance is calculated by the following equation where
ri and re are the internal and external diameter, respectively, and kCu the thermal
conductivity of copper tube:

Rconduction =
ri
kCu

ln

(
re
ri

)
. (3.5)

The calculation of the heat transfer through the contact between copper tube and
the aluminum surface is obtained knowing the contact pressure between the two solids.
To �nd this value of pressure, two analyses were performed:

� An analytical approach which is an 1D approximation of the problem, to �nd
its order of magnitude. The initial conditions are illustrated in �gure 3.3 and its
dimensions described in table 3.3.

The maximum strain of copper tube can be calculated considering the engineering
stress and strain, knowing that the maximum diameter is obtained by the expansion
tool diameter:
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Figure 3.3: Representation of copper tube and aluminum surface expansion.

Table 3.3: Initial conditions for the analytical approach.

Initial copper tube exterior diameter DeCu = 13, 6 mm
Copper tube thickness tCu = 0, 6 mm
Expansion tool diameter Df = 13, 3 mm
Initial Aluminum Joint diameter DiAl = 13, 6 mm

εc,max = ∆DCu
∆DiCu

=
Df−DiCu
DiCu

= 13,3−12,4
12,4 = 0, 072581

The maximum stress is obtained from the tensile test curve of Copper, �gure 3.4,
at 20°C and 0, 0001 s−1 of strain rate [47], where a value of 0,072 corresponds to a
stress of 130 MPa approximately (see �gure 3.4).

The �nal strain of copper tube is obtained considering its elastic recovery strain,
which is calculated by the value of stress divided by the Elastic Modulus, equal to
127 GPa1.

εCu,final = εCu,max −
σCu,max
ECu

= 0, 072581− 130
127×103

= 0, 071557

With this value, it's possible to obtain the maximum and �nal value of copper tube
diameter:

DCu,max = De,Cu (1 + εCu,max) = 13, 6(1 + 0, 072581) = 14, 5871 mm,

DCu,f = De,Cu (1 + εCu,final) = 13, 6(1 + 0, 071557) = 14, 5718 mm.

The aluminum strain, using the aluminum initial joint diameter and the maximum
copper tube diameter is calculated as

1Value found in Bosch Matis database.
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Figure 3.4: Copper and aluminum tensile test curves.

εAl,max = ∆DAl
∆DiAl

=
DCu,max−DiAl

DiAl
= 14,5871−13,6

13,6 = 0, 072581.

Proceeding the same way for Aluminum, from the tensile test represented in �gure
3.4, the maximum stress is approximately 70 MPa, corresponding to a �nal stress
of:

σAl,final = σAl,max−EAl
De,Cu(εCu,max−εCu,final)

DiAl
= 70−70×10−3 13,6(0,072581−0,071557)

13,6

≈ 70 MPa.

� A numerical approach to support the results obtained in the above calculations.
Hence, a geometry of the aluminum surface and a tool of stainless steel, modeled
as a rigid body, were used to simulate the expansion process (see �gure 3.5).

Using the explicit dynamics module in FEA program ANSYS's analysis system
[12], the relation between the tool and the copper tube is de�ned as frictionless as
the contact between the copper tube and the aluminum surface.

The aluminum surface was constraint in its laterals, allowing to see the joint defor-
mation. To obtain the results for both aluminum and copper surfaces, a path was
de�ned along the surface (see �gure 3.6). The results are compared to the analyti-
cal ones, as presented in table 3.4. The contact pressure was obtained through the
average node values between the two surfaces (see �gure 3.7).
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Figure 3.5: Sequence of the expansion process simulated in ANSYS program.

Figure 3.6: Representation of the path along the geometry where the results were found.

Table 3.4: Comparison between the analytical and the numerical solutions for the copper
tube expansion process.

Analytical Results Numerical Results

Copper tube
Strain 0,07156 0,07768

Deformation (m) 0,00049 0,00044
Maximum Stress (MPa) 130 123,43

Aluminum surface
Strain 0,07158 0,07418

Maximum Stress (MPa) 70 77,09
Contact Pressure (MPa) 18,9
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Figure 3.7: Contact pressure between the copper tube and the aluminum surface.

The copper tube is assembled by expansion, this coe�cient is calculated based on the
contact pressure between the copper and aluminum surfaces. To calculate the thermal
contact resistance between the copper tube and the aluminum surface as function of
contact pressure (P), a set of models were analyzed and are presented in table 3.5, where
hc is the thermal contact heat transfer coe�cient. The model selected for the current
problem was proposed by Song and Yovanovich [48] and is represented by:

P

Hc
=

(
P[

c1

(
1, 62 σm

)]c2
) 1

1+0,071c2

, (3.6)

hc = 1, 25
ksms

σs

(
P

Hc

)0.95

, (3.7)

where the parameters meaning and units are presented in table 3.6.
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Table 3.5: Models for the calculation of the thermal contact heat transfer as function of
contact pressure [1].

Author Model

Tien, 1968 hc = 0.55ksmsσs

(
P
Hc

)0.85

Cooper, Mikic and Yovanovich, 1969

hcσ
ksm
∝ P

Hc

hc = 1.45ksmsσs

(
P
Hc

)0.985

Thomas and Probert, 1972 log hcA
σks

= C log PA
σ2H

+D

Mikic, 1974 hc = 1.13ksmsσs

(
P
Hc

)0.94

Yovanovich, 1982
hc = 1.25ksmsσs

(
P
Hc

)0.95

10−6 ≤ P
Hc
≤ 2.3× 10−2

Table 3.6: Parameters considered for the analysis and corresponding results.

Parameter Description Constants/ Results
P Contact pressure 18,9 MPa
Hc Microhardness 0,98 MPa
σ Surface roughness

σ/m = 21, 1µm
m Asperity slope [49]
ks E�ective thermal conductivity 284,12 W/mK
hc Thermal contact heat transfer coe�cient 516,24 W/m2K
c1 Vickers correlation coe�cient [49] 1,11 MPa
c2 Vickers size index [49] -0,00487
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The equivalent heat transfer has the three components represented in �gure 3.8, and
can be calculated as

U =
1

Rtotal
=

1
1

hconv
+ ri

kCu
ln re

ri
+Rcontact

(3.8)

The results are listed in table 3.7, where U represents the equivalent heat transfer.
The water �ow rate considered in the analysis is 5 l/min, however, this value may

vary. Thus, a parameterization of equivalent heat transfer as function of the �ow rate
was made and is presented in �gure 3.9. As expected from expression 3.1 and 3.8, the
coe�cient increases with a larger water �ow rate.

Figure 3.8: Representation of thermal heat transfer circuit.

Table 3.7: Calculation of thermal resistances and overall heat transfer coe�cient.

R contact 1, 94× 10−3

m2K/W
R convection 2, 42× 10−4

R conduction 1, 43× 10−6

R total 2, 18× 10−3

U 458,62 W/m2K

Radiation

Radiation is the major source of energy that reaches the burner surface. Emissivity is the
ratio of the radiation emitted by the surface to the radiation emitted by a blackbody at
the same temperature [46]. Emissivity, 0 < ε < 1, depends mainly on the material and
its surface properties. A polished metal surface has a low emissivity, while a roughened
and oxidized metal surface has a high emissivity. The emissivity also depends on the
temperature, however, in this work, it is considered constant over the temperature range
and its value is assumed to be equal to 0,05, in agreement with ASM International [4],
for Aluminum AA1050 series.

The radiation temperature is based on the adiabatic �ame temperature of the gas
combustion. Since this is a theoretical value, calculated in terms of the combustion
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stoichiometry, and is very di�cult to be measured, it has a low level of accuracy. For the
�rst analysis, an approximation based on bibliography data was made. Figure 3.10 shows
the maximum �ame's temperature which for methane corresponds to 1200°C ∼ 2000°C
between an equivalent ratio of 0,5 to 1. Thus, considering that radiation is caused by a
temperature lower than the �ame temperature, the assumed value is 1500°C.

Figure 3.10: Adiabatic equilibrium �ame temperature vs. equivalent ratio for air/H2,
air/CH4 and air/C3H8 �ames [11].

Convection through the gas �ow-calibration of the model

Another boundary condition to consider is the convection through the gas �ow on the
interior surfaces of the burner. As it is a value di�cult to estimate, it was found through
an optimization process, where it was intended to obtain the surface temperatures as
similar as possible to experimental values measured.

The experimental measurement results are represented in table 3.8 and �gure A.4
shows the points where the measurements took place. These values were obtained in sta-
tionary regime, after temperature stabilization, through thermocouples placed by contact
in-between the burner surfaces. Thus, these measurements can have an error associated
with thermal contact resistance.

Table 3.8: Comparison between experimental and numerical temperatures measurements.

Front Bottom Tube 2nd Middle Middle
Plenum 1st bottom 1-2 tube 2-3 tube

9 10 11 13 14
Experimental (°C) 59,904 22,785 24,271 48,836 42,629
Numerical (°C) 59,903 43,032 42,872 49,907 49,967
Di�erence (°C) 0,001 20,247 18,601 1,071 7,338
Di�erence (%) 0 89 77 2 17

The process was accomplished through ANSYS Workbench Optimization module and
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it's very similar to the �tting process described in section 2.3. Firstly, in the solution
output, 3 lines along the surface were created to cover the experimental points: one
passing through the points 10 and 11 (�gure 3.11-B); other covering the points 13 and
14 (�gure 3.11-A) and the last passing through the point 9 (�gure 3.12). In this way, a
temperature pro�le along the length is obtained along with the experimental points.

Figure 3.11: Construction line for comparison with experimental points 10, 11, 13 and
14.

In this case, since the maximum temperature is at point 9, the optimization goal con-
sisted on �nding hc that minimize the di�erence between the experimental and numerical
point 9:

f1(T ) = |TExp
9 − TNum

9 | = 0,

and simultaneously to minimize

f2(T ) =
∑

i=1

(
TExp

9 − TExp
9

)2
,

subjected to hc > 0, where the Ti are the temperatures at points i = {9, 10, 11, 13, 14}.
The optimization process in ANSYS is shown in �gure 3.13.

Figure 3.14 shows the results of the convection coe�cient and the temperature di�er-
ence at point 9 for the all iterations. The convection coe�cient found through this process
was 115,79 W/m2 K with a temperature of 15°C, allowing the temperature di�erences
shown in table 3.8.

The �nal values can be observed in �gure 3.15, where the dots correspond to the
experimental measurements and the lines to the temperature pro�le along the surface
length for points 10,11,12 and 13 and along the width for point 9.

The di�erence between the obtained values of temperature show a good agreement
with the experimental data, except for the points with lower temperature (10 and 11),
which have, respectivelly, a di�erence of 89 and 77% compared to the experimental
measurements (see table 3.8). However, since the highest temperatures can have a larger
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Figure 3.12: Construction line for comparison with experimental point 9.

Figure 3.13: Scheme of the optimization process for convection coe�cient determination.
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Figure 3.14: Optimization process for thermal calibration.

impact on the mechanical behavior of the surface, this approach focuses on the worst
case scenario. The thermal boundary conditions are shown in �gure 3.16.

3.4.2 Structural analysis

In the structural analysis, additionally to the thermal loads applied to the body, it was
considered that the surface is completely constrained in the tube zones as represented in
�gure 3.17.

3.5 Mesh and mesh sensitivity analysis

In the Finite Element model of the burner surface, tetrahedral elements were used, specif-
ically, the SOLID187. This element has 10 nodes and full integration, guaranteeing good
simulation results (see �gure 3.18).

To determine the ideal number of elements, a mesh sensitivity study was made. For 5
di�erent meshes, the number of nodes and elements progressively increased and the exact
values used are represented in the table 3.9. For each mesh, the results of temperature,
equivalent stress, normal stress at X and Y axis and the shear stress at XY were taken
for 3 di�erent points (see �gure 3.19):

� Point 1: point of maximum temperature;

� Point 2: point of maximum equivalent stress (Von Mises);
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Figure 3.15: Di�erence between thermal simulation temperatures and experimental val-
ues.
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Figure 3.16: Thermal boundary conditions.
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Figure 3.17: Fixed support on the copper tubes zone.

Figure 3.18: Element SOLID187 used in the thermomechanical simulation [12].
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Table 3.9: Number of nodes and elements for each mesh and its analysis time.

Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5
Nodes 46603 81103 152981 184291 348308

Elements 24263 45331 77462 93903 203986
Analysis time (min) 7 18 46 305 1560

� Point 3: point 9 of experimental measurements.

Figure 3.19: Location of the points under analysis (1, 2 and 3) in the geometry.

The results presented in �gures 3.20 to 3.23 show that the convergence is not reached
since stability is not achieved in �gures 3.21 to 3.23. The temperature (see �gure 3.20)
seems to be the parameter less sensitive to the mesh since for each point its value remained
the same from the �rst mesh to the last. Conversely, the equivalent stress (see �gure 3.21)
at point 2 has a higher dependence on the mesh, mostly due to the stresses at X and Y
(see �gures 3.22 and 3.23). The shear stress (�gure 3.24) behaves the same way, in which
the point 2 is more inconsistent. The di�erent behaviors observed for the 3 points can be
explained by the mesh re�nement. Since the points coordinates remained the same for
all the meshes, the location of the nodes may not coincide with the points. Therefore,
as the results of each point are given by the result at the nearest node, the meshes with
less re�nement can give the result in a node farthest from the points coordinates.

Since the simulation with mesh 5 lasted 26 h (or 1560 min, see table 3.9) and taking
into account the computational limit that is given by the software, it was not possible to
conclude the mesh sensitivity study. Therefore, the mesh 3 was selected to proceed with
the work (see �gure 3.25).
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Figure 3.20: Temperature results for each point in the mesh sensitivity study.

3.6 Simulation Settings

The simulation was performed through a transient thermal and quasi-static structural
systems, where it was intended to simulate a complete cycle of the burner surface, which
basically consists of 1 min heating and 1 min cooling. Thus, the analysis was divided
into several steps, as indicated in table 3.10, where the only heat source considered is
radiation. Therefore, the following steps are considered:

1. The surface is at room temperature for 10 seconds;

2. The body is exposed to a radiation source of 1500°C for 50 seconds;

3. The heat source is removed and the temperature decreases to room temperature
for 50 seconds returning to the initial conditions.

For the transient quasi-static structural analysis, the boundary conditions remain the
same along the cycle.

3.7 Results

3.7.1 Temperature

The transient thermal results of temperature are shown in �gures 3.26 and 3.27. The
maximum value obtained is 61°C, being in agreement with the steady-state analysis, for
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Figure 3.21: Equivalent stress results for each point in the mesh sensitivity study.

Table 3.10: Steps considerer in transient thermal analysis.

Steps End step time (s) Radiation temperature (°C)
0 0 22
1 10 1500
2 60 1500
3 70 22
4 120 22
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Figure 3.22: Results of stress σxx for each point in the mesh sensitivity study.

the maximum temperature of the plate (point 9 in �gure 3.15).
The temperature distribution corresponds to the expected since the isolines are per-

pendicular to the heat �ux, which mainly goes from the radiation heat source to the
tube zones. As also expected, the maximum temperature occurs at the center of the
perforated surface since it is directly exposed to the radiation temperature.

3.7.2 Stress

The obtained equivalent stress of Von Mises is represented in �gures 3.28 and 3.29. The
maximum stress occurs at the tube zones, with a value of 90,3 MPa for a time equal to
60 seconds. Since this zone is constrained, it can not expand thermally and therefore,
it is expected to have higher stress levels. It is also a zone where the thermal gradients
are high, which in turn causes an increase of the strain and consequently of the stress as
well.

3.7.3 Strain and displacement

The maximum strain on the surface is 0,087%. The �gure 3.30 shows the strain pro�le
and its behavior over the time cycle.

The maximum displacement occurs at the center of the surface and has a value of
0,045 mm (see �gure 3.31) which is not signi�cant considering the general dimensions of
the burner's surface.
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Figure 3.23: Results of stress σyy for each point in the mesh sensitivity study.
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Figure 3.24: Results of shear stress τxy for each point in the mesh sensitivity study.
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Figure 3.25: Selected mesh for the analysis.
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Figure 3.26: Maximum temperature over time at burner surface.

Figure 3.27: Temperature pro�le of burner's surface.
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Figure 3.28: Maximum Von Mises stress over time.
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Figure 3.29: Results of equivalent stress (Von Mises) for 4 di�erent views.
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Figure 3.30: Strain results over the time.

Figure 3.31: Displacement results over time.
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Chapter 4

Life Prediction Methods

4.1 Life Prediction Methods

Life prediction methods, as presented in section 1.4, are a set of parametric methods,
where the components life can be estimated, knowing the operating conditions such as
temperature, stress and strain.

The analyses performed in chapter 3 led to the achievement of the temperature pro�le,
the stresses and strain along the surface. Those results are used as inputs for the life
prediction models.

First, the creep behavior is analyzed (section 4.1.1), then the fatigue behavior (section
4.1.2) and lastly the interaction between these two failure mechanisms (section 4.1.3).

4.1.1 Creep Life Prediction

For creep life prediction three di�erent methods were considered. These are:

� the Larson Miller:
LMP = T(log t+ C), (4.1)

� the Manson and Haferd:

MHP =
log t− log tA
T − TA

and (4.2)

� the Dorn and Sherby:

DSP = t exp−A
T
, (4.3)

which are explained in section 1.4.1.
To understand which method is the most appropriate for the material under analysis,

a set of experimental creep rupture curves for AA1100-O was found in [2] and their
critical values gathered in table 4.1. Since the parameters are time and temperature
dependent, they can be calculated for each experimental point becoming associated with
the corresponding values of stress. Plotting the parameter versus the stress, a function
that directly relates these variables can be given by a trendline. Therefore, the closest
correlation to the experimental data determines the parameter to choose.
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Table 4.1: Creep rupture experimental data tests [2].

Temperature (°C) Stress (MPa) Rupture Time (h) Elongation (%) Min. creep rate (s−1)

93,33
55,16 50 75 1, 61× 10−6

48,26 399 67 1, 92× 10−7

44,82 1748 68 3, 33× 10−8

121,11
48,26 15 90 5, 56× 10−6

37,92 642 67 9, 72× 10−8

135,00 37,92 144 56 4, 17× 10−7

148,890
48,26 0,9 81 9, 44× 10−5

31,03 211 84 3, 33× 10−7

27,58 2346 47 2, 22× 10−8

176,67
24,13 176 86 1, 56× 10−6

27,58 53 85 2, 64× 10−7

20,68 1229 65 1, 36× 10−6

190,56 20,68 295 84 1, 78× 10−8

204,44
24,13 23 92 2, 26× 10−7

20,68 61 79 -

232,22
20,68 6,8 54 3, 67× 10−8

10,34 2041 66 -

260,00
13,79 18 100 1, 86× 10−7

10,34 238 80 -
8,27 1795 81 -

287,78
10,34 30 78 1, 99× 10−8

8,27 275 70 -
315,56 8,27 55 80 1, 82× 10−7

The plots are represented in �gures 4.1, 4.2 and 4.3 which have the corresponding
associated trendline.

The constants used for each model were found in [3], which are summarized in table
4.2. This way, the correlations obtained from the trendlines for each method are presented
in table 4.3.

Table 4.2: Creep life prediction models and the corresponding constants [3].

Creep life prediction model Material constants Value
Larson-Miller C 20

Manson-Haferd
TA (°F) -500
log tA 21,66

Dorn-Sherby A 44100

The R2 value indicates that the LMP and MHP methods have a better �t with the
experimental data. Considering that the LMP is the most used for aluminum alloys,
this is the selected method for the creep life prediction analysis. Therefore, the LMP as
function of stress becomes:

σ = 1690, 2 exp−4, 23× 10−4 × LMP⇔ LMP = −2361, 5 ln σ

1690, 2
. (4.4)

Replacing the LMP expression given by equation 4.1, the time to rupture can be
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Figure 4.1: Correlation between LMP and the stress.

Table 4.3: Correlations between the stress and the parameters for creep life prediction.

Method Equation R2

LMP σ = 1690, 2 exp(−4× 10−4LMP) 0,9943
DSP σ = −2, 372 ln(DSP)− 68, 824 0,9836
MHP σ = 2013, 9 exp(−0, 101 MHP) 0,9946
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Figure 4.2: Correlation between MHP and the stress.

calculated by:

tR = 10(
−2361,498 lnσ+17552,08

T
−20) (4.5)

Thus, knowing the stress (in MPa) and temperature (T in °C) at the surface, the
time to rupture due to creep can be calculated. This equation is graphically represented
in �gure 4.4, where the time to rupture can be obtained directly from the temperature
and stress values.

4.1.2 Fatigue Life Prediction

Fatigue life prediction consists of an estimation of the burner surface lifetime due only
to fatigue behavior. This was achieved by a strain-based approach, explained in section
1.4.2.

In the current problem, in each cycle the stress goes from zero to the maximum value.
Thus, the ratio R between the minimum and the maximum stress values is equal to zero.
Therefore, since the R value is di�erent than -1, the equation used in this section is

εa =
σ′f
E

[
2Nf

(
1−R
2

) 1−γ
b

]b
+ ε′f

[
2Nf

(
1−R
2

) 1−γ
b

]c
(4.6)

where the material inputs σ′f , ε
′
f , b, c represented in table 4.4 were obtained through a

completely reversed cycle (R = −1) from Bosch Matis database. Figure 4.5 represents
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Figure 4.3: Correlation between DSP and the stress.

Table 4.4: Material inputs for fatigue analysis.

Cyclic Cyclic Cyclic Fatigue Cyclic Fatigue Cyclic Cyclic
Ductility Ductility Strength Strength Hardening Hardening
Exponent Coe�cient Coe�cient Exponent Exponent Coe�cient

c ε′f σ′f [MPa] b n′ K′ [MPa]
-0,489 0,193 114 -0,076 0,155 147

the experimental data from which the fatigue input parameters were obtained. It also
shows the di�erence between the curve for R = −1 and R = 0. The γ value is 0,65 for
the low sti�ness aluminum alloys [41].

Replacing the value of table 4.4 in equation 4.6, the �nal equation is given by:

εa = 0, 001652174 (48, 6802Nf )
−0,0760 + 0, 193 (48, 6802Nf )

−0,489 , (4.7)

where the number of cycles to failure is calculated only based on the strain values.

Note that ε represents the amplitude value of strain, the result given by the simula-
tions must be divided by 2 since it represents the maximum value wherein the minimum
is zero.
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Figure 4.4: Graphic representation of equation 4.5.

4.1.3 Creep and Fatigue Life Prediction

The creep and fatigue behavior are combined by a linear summation of the creep and
fatigue damage fractions:

Dtotal = Dc +Df, (4.8)

where both terms are calculated independently.
The creep damage is obtained through the Robinson's Life Fraction rule [28], repre-

sented by the quotient between the time spent (ti) and the time to failure (tfi) under
condition i:

Dcreep =
∑ ti

tfi
. (4.9)

Thus, as creep behavior depends on temperature and stress, these are the conditions
of index i. For a combination of these, the time to failure (tfi) is estimated by the LMP.

On the other hand, fatigue damage is achieved by the Miner's rule characterized by
the quotient between the number of operating cycles (Ncycles) and the number of cycles
to failure (Nf ):

Dfatigue =
∑ Ncycles

Nf
(4.10)
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As the current fatigue approach only depends on strain level, theNf value is estimated
using the �gure 4.5, not forgetting that the strain amplitude corresponds to half of the
maximum strain.

Therefore, the total damage is the sum of the creep and fatigue damages (equation
4.8) and the main objective is the calculation of t and Ncycles values for the material
failure, that is, when the total damage (Dtotal) reaches the unit.

Through the simulation results (temperature, stress and strain), the values of tf and
Nf can easily be estimated. Thus, the unknowns are the t and Ncycles. Since there is only
one equation, these values were related considering that 1 cycle is equivalent to 2 min, in
which 1 min corresponds to the heating phase (gas combustion on) and the other minute
corresponds to the cooling phase (gas combustion o�). In this way, only the �rst minute
in each cycle is considered in the creep behavior. Therefore,

t = Ncycles[min] =
Ncycles

60
[h]. (4.11)

Additionally the calculation of the number of cycles to failure, considering both creep
and fatigue behaviors becomes:

Ncycles

60tR
+
Ncycles

Nf
= 1. (4.12)

The lifetime of the burner surface is not given by the result of equation 4.11 because
the gas water heater isn't used continuously. For that reason, it is estimated by Bosch
Thermotechnology that 100,000 cycles correspond to 15 years of operation. So, the
burner's surface lifetime is calculated by the following expression:

tlifetime[years] = Ncycles
15

100000
. (4.13)

4.1.4 Results

The results of chapter 3 to use in this section were gathered in table 4.5. The lifetime
calculation was made considering the worst case scenario, that is, using the maximum
values of stress, strain and temperature on the perforated region.

Table 4.5: Results used for the life prediction analysis.

Result Value
Maximum temperature (°C) 61,1
Maximum stress (MPa) 60,3
Maximum strain (m/m) 8, 74× 10−4

Figures 4.6 and 4.7 represent the previous results of stress and strain, which were
extracted only for the element located in the perforated region. The maximum value of
strain gives a strain amplitude of 0,0437 % which is the value used in the calculations.

The creep time to rupture (tR) is calculated by replacing the values of stress and
temperature in equation 4.5. The value found for tR is 3546,26h.

For the fatigue, the number of cycles to failure (Nf ) is obtained through the equation
4.7. For a strain value of 0,0437 %, the result is 1789978 cycles until material's failure.
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Figure 4.6: Equivalent stress in the perforated region.

Figure 4.7: Total strain in the perforated region.
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The number of cycles to failure due to simultaneously creep and fatigue is achieved
through equation 4.12. Based on the previous results, the value of the number of cycles
to failure is found to be 190170 cycles which corresponds to 3169,5 h.

Replacing the �nal value of cycles to failure, the damage fractions of creep and fatigue
are, respectively:

Dcreep = 0, 894 and Dfatigue = 0, 106.

Figure 4.8 shows the creep and fatigue damage fractions for the total damage equal
to 1 and also shows their location for 15 years of operation (100 000 cycles). For each,
creep is the behavior which has more impact.

The lifetime result in years of operation (see equation 4.13) corresponds to approxi-
mately 28 years.
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Figure 4.8: Creep and fatigue damage fractions for 100 000 and 190 170 cycles.
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Chapter 5

Discussion and conclusions

In this chapter, the primary aim is to discuss and analyze crucial points of the current
work, which can compromise all the results. Firtly, there are some aspects that worth
highlighting:

� The results were obtained mainly by empirical relations, which always have an
associated uncertainty.

� The lifetime results should be presented along with the geometry. But, for reasons
of lack of software capabilities, that was not possible. Therefore, the result was
obtained for the worst scenario, which corresponds to the point with the highest
stress, strain and temperature.

� The operating conditions were considered constant, which in fact does not happen.
The calculation process was performed considering a 11 l water heater equipment,
continuously working at a �ow rate of 5 l/min.

� The heating and cooling cycles also do not have the duration considered here, but
the aim was to compare with the experimental results that are made at Bosch
Thermotechnology, which consist of 1 min heating and 1 min cooling.

Furthermore, special emphasis is given to:

� the mesh quality,

� the boundary conditions and

� the results analysis, including the temperature and stress results.

5.1 Mesh Quality

The Element Quality criterion provides a quality metric that ranges between 0 and 1.
This metric is based on the ratio of the volume to the average of the edge lengths for 3D
elements. For tetrahedrons the expression is:

Quality = 124, 7

 Volume√[∑
(Edge length)2

]3

 . (5.1)
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A value of 1 indicates a perfect cube while a value of 0 indicates that the element has a
zero volume [50].

The element quality was analyzed and the results are presented in the �gure 5.1. This
parameter doesn't have an impact on the results since every mesh has good elements
(0,95) and bad elements (<0,15).
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Figure 5.1: Element quality for each mesh.

5.2 Boundary Conditions Study

Although no boundary condition was considered on the lateral faces of the aluminum
surface, the increase in temperature causes thermal expansion on that faces. If two
adjacent plates are considered, one tends to expand towards to other and vice versa,
annulling their expansion. Thus, in this line of thought, the displacement should be zero
in the corresponding axis of expansion. Therefore, a boundary condition study was made
in order to see the in�uence of the lateral faces displacement on the �nal result of stress.
Therefore, three di�erent cases were analyzed:

1. the case that consider any restriction on the lateral face (as assumed in section
3.4.2);

2. the case that consider zero displacement on axis Z;

3. consider an additional adjacent plate in the existing geometry, to understand which
case (1 or 2) is closer to reality.
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Table 5.1: Comparison of the maximum stress on the surface for each case.

Hypothesis Max Equivalent Stress [MPa] Error [%]
1 87,4 1
2 95,2 10
3 86,6 -

In each case, the mesh and the simulation settings remained the same.
Table 5.1 represents the maximum equivalent stress on the surface, for each case, and

it's found that the hypothesis number 1 is the most closer to the case 3, where two plates
are adjacent to one another. Thus, the assumption made in section 3.4.2 has no in�uence
on the result.

5.3 Results analysis

Since the results obtained in chapter 3 can a�ect the lifetime result, special care about
those parameters needs to be taken to avoid possible mistakes and wrong assumptions.
Therefore, the results were analyzed as shown in the following sections.

5.3.1 Temperature

The maximum temperature reached at the surface (61°C) is analyzed since it seems to
be very low compared to the radiation temperature to which is subject. Neglecting the
heat losses, the maximum temperature at the surface (Tmax) can be estimated assuming
that all the heat that comes from the radiation is transferred to the water pre-heating
system. Thereby, as the water �ow characteristics in the preheating circuit are known
(see table 5.2), the heat transferred to the water can be correlated with the heat emitted
by radiation.

Table 5.2: Characteristics of the water �ow in preheating circuit.

Twater in Twater out ṁ cp
(°C) (°C) l/min Jkg−1K−1

14,13 9,820 5 4186

Thus, considering the equations of thermal energy for steady state �ow and heat
transfer by radiation [46]:

Q̇water = ṁcp (Twaterin − Twaterout)⇔

⇔ Q̇water =
5L
min
× min

60s
× 10−3m3

L × 103kg
m3 × 4186 J

kgK
× (14, 127− 9, 820)°C

⇔ Q̇water = 1500 W

Therefore,

εσArad

(
T 4
rad − T 4

max

)
= 1500W⇔

⇔ ε× 5, 67× 10−8 × 0, 0157
(
T 4
rad − T 4

max

)
= 1500W

Inês Carlos Ramos Almeida Bola Master Degree Thesis



72 5.Discussion and conclusions

where σ = 5, 67 × 10−8 Wm−2K−4 is the Stefan Boltzman's constant and Arad =
0, 0157 m2 is the total area directly exposed to radiation (10 plates in parallel, as shown
in �gure A.3).

Since the most uncertain parameters are the emissivity and the radiation temperature,
keeping the maximum temperature of the surface at 61°C, there are two hypotheses:

� The radiation temperature can be di�erent than 1500°C;

� The emissivity can be di�erent than 0,05.

These hypotheses are schematically shown in �gure 5.2, which gives the values of
emissivity and radiation temperature for several points maintaining the heat transfer
value in 1500 W. If the radiation temperature is 1500°C, the emissivity value must be
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Figure 5.2: Relation between emissivity, radiation temperature and heat transfer.

0,17 to achieve the amount of energy of 1500 W. On the other hand, if the emissivity is
0,05, the radiation temperature must increase to 2136°C.

In order to understand if the range of these values is acceptable, the emissivity was
analyzed and, as shown in table 5.3, depends on the material �nishing and can range
from 0,02 to 0,3.

On the other hand, in section 3.4.1 it was concluded that the radiation temperature
should be in the range of 1200°C to 2000°C.

The combined ranges are represented by the shaded region in the �gure 5.2. Therefore,
as the reference point is within this region, it can be concluded that the maximum
temperature in the surface, determined in chapter 3, is acceptable. However, if the
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Table 5.3: Thermal emissivity for aluminum 1xxx series. Adapted from [4].

Thermal emissivity Material
0,02-0,06 Pure aluminum (Al), polished, unoxidized
0,05 (1xxx series) Wrought commercially pure aluminum
0,1-0,3 Pure aluminum (Al), oxidized

maximum temperature on the surface was not measured correctly, the results can be
compromised, since they are based on it.

5.3.2 Stress

The stress distribution is an important subject to analyze, since its value, such as tem-
perature, can a�ect critically the �nal result. In section 3.7.2 it was concluded that
the maximum stress value of 90,3 MPa occurs at the tube zones due to the constraint
imposed on the circular faces. However, in the analysis of chapter 4, it was considered
the maximum stress on the perforated region since it's where the maximum temperature
is achieved. To understand if this assumption compromises the result, a histogram of
the stress distribution for both hypothesis was made (see �gure 5.3), where above each
bar is represented the number of nodes. Note that for the complete geometry the stress
results range from 0,01 MPa to 91 MPa and for the perforated region from 0,01 MPa to
60,3 MPa.

Since for the higher stresses, from 65 to 95 MPa, the sum of nodes is equal to 357
or 0,23% of the total nodes, this range is not signi�cant compared to the overall results.
Considering the results on the perforated region, in the highest range of stress (60 to
65 MPa), there is only one node. For that reason, the lifetime result, which was performed
for the worst case (maximum stress), can be conservative.

5.3.3 Lifetime

The lifetime results are very dependent on the results of temperature, stress and strain.
To understand how can this result varies, �gure 5.4 shows a 3D plot which relates the
temperature, the stress and the lifetime in years of operation for 3 di�erent levels of strain.

5.4 Conclusions

The present work is dedicated to the lifetime prediction for the burner's surface of a gas
water heater. The importance of the numerical simulations in applications such as this
increases more and more, allowing to prevent future mechanical problems.

To simulate the burner surface behavior, Norton's creep model was used and its
constants were �tted by an analytical and a numerical approach, which compared have a
di�erence of 0,2% for the C1, 3,34% for the C2 and 9,87% for C3. The di�erence between
the numerical curves of both approaches and the experimental curves were quanti�ed
by a relative error which gives the di�erence between the areas under each curve. On
average, the constants obtained through the numerical approach give better results, with
an error of 9% compared to the experimental curves.
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Figure 5.4: Lifetime as function of stress, temperature and strain.
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The mesh was analyzed in order to ensure that it had no impact on the results.
However, the study was not conclusive since the convergence was not reached due to
the computational limit of the software. Therefore, the mesh with 77462 elements and
152981 nodes was selected to proceed with the work, since it required a shorter analysis
time.

The maximum temperature of the plate is 61°C which is in agreement with the ex-
perimental temperatures. However, near the tube zones, this di�erence increases to 89%
which represents about 20°C above the expected values.

The maximum stress of Von Mises occurs at the tube zones, with a value of 90,3 MPa.
Since this zone is constrained, it can not expand thermally and therefore, it is expected
to have the highest stress levels. The maximum strain on the surface is 0,087% and the
maximum displacement occurs at the center of the surface and has a value of 0,045 mm
which is not signi�cant considering the general dimensions of the burner's surface. The
lifetime of the burner surface was then estimated, considering the maximum value of
temperature and the maximum values of stress and strain on the perforated zone.

To conclude, the estimated lifetime for the burner surface is 28 years, which despite
being a conservative result, is quite acceptable considering that the equipment has to be
dimensioned for at least 15 years of operation.

As future work, fatigue tests until rupture of the AA1050-H24 alloy should be done in
order to obtain the number of cycles until the rupture of the material. Unlike the curves
that were used, the tests should be performed for R = 0, that is, with the minimum
strain equal to zero. Also, creep tests until rupture of the AA1050-H24 alloy should be
done, to characterize not only the Larson-Miller curve more rigorously but also to de�ne
the parameters in the creep Norton's model. In this way, the lifetime prediction would
be much more reliable.
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Figure A.1: BlueOcean burner OF Low NOx (extracted from [13]).
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Figure A.2: Burner components: (1) gas manifold, where (2) the injectors are connected;
(3) bottom plate; (4) mixing tubes, arranged in (5) blades of three; (6) plenum chamber;
(7) burner surface blades with (8) the water-cooling circuit connected to it (extracted
from [13]).

Figure A.3: Burner surface with the water cooling circuit (extracted from [13]).
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Figure A.4: Representation of the experimental temperature measurements points.
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