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Abstract. For modified Bessel heat equations subjected to an initial condition, we investigate integral transforms with kernels related to the solutions of those equations by using the theory of reproducing kernels. In particular, a new framework within reproducing kernel Hilbert spaces is proposed where we construct the unique solutions of the corresponding initial value problems.
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INTRODUCTION

Bessel functions are defined as particular solutions of linear differential equations of the second order. These are known as Bessel’s equations and are often used in the modelling of real physical problems. In particular, linear PDE’s describing various chemical transfer processes allow the existence of exact solutions expressed in terms of one special kind of Bessel’s functions. Modelling of different process cases, from hydrodynamics, diffusion, heat transfer and other interdisciplinary topics, illustrate the wide applications of the Bessel’s functions (see e.g. [9]).

In view of those interests, properties of integral transforms whose kernels are functions somehow associated with the fundamental solutions of heat equations of various types have been investigated extensively. For example, in [8], I. I. Hirschman and D. V. Widder developed an inversion and representation theory for transforms related to the classical heat equation; F. Cholewinski and D. T. Haimo, in [6], derived corresponding results for transforms arising from the generalized heat equation.

We will consider here the modified Bessel differential equations

\[ x^2 \frac{d^2 y}{dx^2} + x \frac{dy}{dx} - (x^2 + \nu^2) y = 0 \] (1)

which have as solutions the modified Bessel functions of second kind, i.e., \( y = K_\nu \). Consequently, \( K_\nu \) are eigenfunctions of the corresponding second order differential, i.e.

\[ L_\nu K_\nu(x) = \nu^2 K_\nu(x) \] (2)

with an eigenvalue \( \nu^2 \), where

\[ L_\nu = x^2 \frac{d^2}{dx^2} + x \frac{d}{dx} - x^2. \] (3)

For pure imaginary values of \( \nu \), the functions

\[ \exp(\nu^2 t) K_\nu(x) \] (4)

are the solutions of the operator equation

\[ (\partial_t - L_\nu) u(t, x) = 0. \] (5)

For a pure imaginary \( \nu = i\tau \), we have as eigenvalues associated to the second order differential (3), \( \nu^2 = -\tau^2 \). We shall consider some general solutions of (5) by a suitable sum of the solutions (4). In order to consider a fully general sum, we shall consider the kernel form, for a nonnegative continuous function \( \rho \),

\[ \mathcal{K}(x, y; \rho) = \int_0^{+\infty} \exp(-\tau^2) K_\nu(x) K_\nu(y) \rho(\tau) d\tau. \] (6)
Note that we are considering the integral with absolutely convergence for the kernel form. In addition, note that $K_{\tau}(x)$ is a real valued function and the kernel $\mathcal{K}(x, y; \rho)$ is symmetric.

The full general solutions of the equation (5) may be represented in the integral form

$$u(t, x) = \int_0^{+\infty} \exp\{-\tau^2 t\} K_{\tau}(x) F(\tau) \rho(\tau) d\tau,$$

(7)

for the functions $F$ satisfying

$$\int_0^{+\infty} \exp\{-\tau^2 t\} |F(\tau)|^2 \rho(\tau) d\tau < \infty.$$

(8)

Then, the solution $u(t, x)$ of (5) satisfying the initial condition

$$u(0, x) = F(x)$$

(9)

will be obtained by taking $t \to 0$ in (7). However, this procedure is not trivial and we will propose here a convenient structure so that this will be possible. Here, (6) is a reproducing kernel and so, in order to analyze the logic above, we will therefore need the theory of reproducing kernels.

**Solvability of the Initial Value Problem in a Reproducing Kernel Framework**

We start by recalling that the modified Bessel function of second kind $K_{\tau}$ is an eigenfunction of a second order differential. Namely,

$$L_{x}K_{\tau}(x) = -\tau^2 K_{\tau}(x), \quad x > 0,$$

(10)

where $L_{x}$ is given in (3).

Then, we form the reproducing kernel

$$\mathcal{K}(x, y; \rho) = \int_0^{+\infty} K_{\tau}(x) K_{\tau}(y) \rho(\tau) d\tau,$$

(11)

and consider the reproducing kernel Hilbert space $H_{\mathcal{K}(\rho)}(\mathbb{R}^+) \subset H_{\mathcal{K}(\rho)}(\mathbb{R}^+)$ admitting the kernel $\mathcal{K}(x, y; \rho)$. In particular, note that

$$\mathcal{K}(x, y; \rho) \in H_{\mathcal{K}(\rho)}(\mathbb{R}^+), \quad y > 0.$$

**Theorem 0.1** For any $f \in H_{\mathcal{K}(\rho)}(\mathbb{R}^+)$, the solution $u_{f}(t, x)$ of the initial value problem

$$\begin{cases}
(\partial_{t} - x^2 \partial_{x}^2 - x \partial_{x} + x^2) u_{f}(t, x) = 0, & t > 0, \\
u_{f}(0, x) = f(x),
\end{cases}$$

(12)

exists uniquely and is given by

$$u_{f}(t, x) = (f(\cdot), \mathcal{K}(\cdot, x; \rho))_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)}.$$

(13)

As a preliminary observation, we stress that the initial value presented in (12) should be interpreted as

$$\lim_{t \to +0} u_{f}(t, x) = \lim_{t \to +0} \langle f(\cdot), \mathcal{K}(\cdot, x; \rho) \rangle_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)} = \langle f(\cdot), \mathcal{K}(\cdot, x; \rho) \rangle_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)} = f(x),$$

(14)

whose existence is ensured and the limit is in the uniform convergence sense on any subset of $\mathbb{R}^+$ such that $\mathcal{K}(x, x; \rho)$ is bounded. Also, in the last theorem, the completeness property of the solutions $u_{f}(t, x)$ of (12) satisfying the initial value $f$ may be derived by the reproducing kernel Hilbert space admitting the kernel

$$k(x, t; y, \tau; \rho) := (\mathcal{K}(\cdot, y; \rho), \mathcal{K}(\cdot, x; \rho))_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)}. $$

(15)
Moreover, in our method, we see that the existence problem of the initial value problem is based on the eigenfunctions and we are constructing the desired solution satisfying the initial condition in consideration. Furthermore, by considering the linear mapping of (13) with various situations, we will be able to obtain various inverse problems looking for initial values $f$ from different data output of $u_f(t,x)$.

**Proof:** We start by realizing that the kernel $\mathcal{K}(x,y;\rho)$ satisfies the operator equation in (12) for any fixed $y$. This is the case because the functions

$$\exp\{-\tau^2 t\} K_t(x)$$

satisfy the operator equation and it is the summation. Similarly, the function $u_f(t,x)$ defined by (13) is the solution of the operator equation in (12). Note that the kernels $\mathcal{K}(x,y;\rho)$ and $\mathcal{K}(x,y;\rho)$ are symmetric functions.

In order to verify the initial value condition, note first the important general property

$$\mathcal{K}(y,x;\rho) \ll \mathcal{K}(y,x;\rho).$$

I.e., $\mathcal{K}(y,x;\rho) - \mathcal{K}(y,x;\rho)$ is a positive definite quadratic form function and we have

$$H_{\mathcal{K}(\rho)} \subset H_{\mathcal{K}(\rho)}(\mathbb{R}^+)$$

and

$$\|f\|_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)} = \lim_{t \to +0} \|f\|_{H_{\mathcal{K}(\rho)}},$$

for any function $f \in H_{\mathcal{K}(\rho)}$ (in the sense of non-decreasing norm convergence [2]). Thus, in order to verify the initial value identity (or the crucial point in (14)), we have just to analyse that

$$\|\mathcal{K}(y,x;\rho) - \mathcal{K}(y,x;\rho)\|^2_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)} = \mathcal{K}(x,x;\rho) - 2\mathcal{K}(x,x;\rho) + \|\mathcal{K}(y,x;\rho)\|^2_{H_{\mathcal{K}(\rho)}(\mathbb{R}^+)}$$

$$\leq \mathcal{K}(x,x;\rho) - 2\mathcal{K}(x,x;\rho) + \|\mathcal{K}(y,x;\rho)\|^2_{H_{\mathcal{K}(\rho)}}$$

$$= \mathcal{K}(x,x;\rho) - \mathcal{K}(x,x;\rho),$$

and identify that this converges obviously to zero as $t \to +0$.

The uniqueness property of the initial value problem is depending on the completeness of the family of functions

$$\{\mathcal{K}(.x;\rho) : x \in \mathbb{R}^+ \}$$

in $H_{\mathcal{K}(\rho)}(\mathbb{R}^+)$. Moreover, this completeness property is derived from Theorem 0.3 below.

**Identification of the Reproducing Kernel Hilbert Spaces**

In the theorem of the last section, the realization of the reproducing kernel Hilbert space $H_{\mathcal{K}(\rho)}(\mathbb{R}^+)$ is a crucial point. For this purpose, we are interested in the calculation of the kernel $\mathcal{K}(x,y;\rho)$. Here, we would like to refer that such concrete integral formulas have a great tradition in some research schools as we can see in the interesting books [10, 11, 12, 13].

From [7], we have for our case:

$$\int_0^{+\infty} K_t(x)K_t(y)\tanh(\pi \tau)d\tau = \frac{\pi}{2}\frac{x+y}{(x+y)^2} \exp(-x-y),$$

$y > 0, |\arg(x)| < \pi$ (see formula 12.1.4, in [7], p. 175). Moreover,

$$\int_0^{+\infty} K_t(x)K_t(y)\cosh(\alpha \tau)d\tau = \frac{2}{2}\pi K_0\left(\sqrt{x^2+y^2+2xy\cos(\alpha)}\right), ~ y > 0,$$

with $|\text{Re}(\alpha)| + |\arg(x)| < \pi$ (see [7], formula 12.1.7, p. 175).

Recall that

$$K_\nu(z) = \int_0^{+\infty} \exp(-z\cosh(w))\cosh(vw)dw,$$
with $|\arg(z)| < \frac{\pi}{2}$.

Then,
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)\tau\sinh(\pi\tau)\Gamma\left(\lambda + i\tau\right)\Gamma\left(\lambda - i\tau\right)\,d\tau = 2^{\lambda-1}\pi^{3/2}(xy)^{\lambda/2}(y + x)^{-\lambda}\Gamma\left(\lambda + \frac{1}{2}\right)K_{\lambda}(y + x), y > 0, \tag{20}
\end{equation}

$|\arg(x)| < \pi$, $Re(\lambda) > 0$ (see formula 12.1.12, p. 176, in [7]), and
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)\tau(\tau^2 + n^2)^{-1}\sinh(\pi\tau)\,d\tau = \frac{\pi^2}{2}I_n(x)K_n(y), \quad y > x > 0, \quad n = 0, 1, 2, 3, \ldots, \tag{21}
\end{equation}

where $I_n$ is the modified Bessel function of the first kind (cf. [7], formula 12.1.8, p. 176).

Moreover,
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)\tau\sinh(2\pi\tau)\Gamma\left(\lambda + i\tau\right)\Gamma\left(\lambda - i\tau\right)\,d\tau = \frac{2^{\lambda}\pi^{\lambda/2}}{2}\left(\frac{xy}{|y-x|}\right)^{\lambda}K_{\lambda}(|y-x|),
\end{equation}

$y > 0, x > 0, 0 < Re(\lambda) < \frac{1}{2}$ (see [7], formula 12.1.13, p. 176),
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)\tau\sinh(\pi\tau)\Gamma\left(\lambda + i\frac{\tau}{2}\right)\Gamma\left(\lambda - i\frac{\tau}{2}\right)\,d\tau = 2\pi^2\left(\frac{xy^2}{2\sqrt{y^2 + \lambda^2}}\right)^{\lambda}K_{2\lambda}(\sqrt{y^2 + \lambda^2}),
\end{equation}

$y > 0, \arg(x) < \frac{\pi}{2}$, $Re(\lambda) > 0$ (see formula 12.1.14, p. 177), and
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)\tau\sinh(\pi\tau)\Gamma\left(\lambda + i\frac{\tau}{2}\right)\Gamma\left(\lambda - i\frac{\tau}{2}\right)\,d\tau = \frac{1}{2}\left(\frac{xy}{y^2 + x^2}\right)^{1/2}\exp\left(-\sqrt{y^2 + x^2}\right), \tag{22}
\end{equation}

$y > 0, \arg(x) < \frac{\pi}{2}$ (see formula 12.1.15, p. 177).

In addition,
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)K_{\nu}(z)\tau\sinh(\pi\tau)\,d\tau = \frac{\pi^2}{4}\exp\left[-\frac{z}{2}\left(\frac{x}{y} + \frac{y}{x} + \frac{xy}{z^2}\right)\right], \tag{23}
\end{equation}

$|\arg(x)| + |\arg(y)| < \frac{\pi}{2}, z > 0$ (see [7], formula 12.1.9, p. 176), and
\begin{equation}
\int_0^{+\infty} K_{\nu}(x)K_{\nu}(y)K_{\nu}(z)\tau\sin((\pi\tau)/2)\,d\tau = \frac{\pi^2 z}{2z^2 + 4xy}\exp\left[-\frac{(x + y)^2}{2z^2 + 4xy}\right],
\end{equation}

$|\arg(x)| + |\arg(y)| < \pi, z > 0$ (cf. [7], formula 12.1.10, p. 176).

We would like to remark that the index integral transformation by using Bessel functions as kernels was introduced and studied by Titchmarsh (see [17]). Moreover, in [18], Wimp introduced an index transform over parameters of the Meijer G-functions.

We have just seen many complicated forms of the reproducing kernels (and, among these, we identify very complicated structures of the related reproducing kernel Hilbert spaces). For the point of view of the theory of reproducing kernels, their realizations will give interesting research topics which will have interest by their own. Here, we shall now discuss a somehow prototype example which is originated by the first situation above.

From the identity (18), we see that the images $f(z)$ of the integral transform
\begin{equation}
f(z) = \int_0^{+\infty} F(\tau)K_{\nu}(z)\tau\sinh(\pi\tau)\,d\tau, \quad z = x + iy \tag{24}
\end{equation}

for the $L^2(0, \infty)$ functions $F(\tau)$ satisfying
\begin{equation}
\int_0^{+\infty} |F(\tau)|^2\tau\sinh(\pi\tau)\,d\tau < \infty,
\end{equation}
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are representable in the form
\[ f(z) = \frac{\pi}{2} e^{1/2} e^{-z} f_1(z) \]
for some Szegö function space member \( f_1(z) \) on the right hand complex plane satisfying
\[ \int_{-\infty}^{\infty} |f_1(iy)|^2 dy < \infty. \]

Here, \( f_1(iy) \) means the Fatou’s non-tangential boundary values of the Szegö space of analytic functions on the right hand half complex plane. This result may be derived from the complex reproducing kernel that is derived from (18),
\[ K(z, w) = \frac{\pi}{2} e^{1/2} e^{-z/2} e^{-w/2} \frac{1}{z + w}, \quad z = x + iy, \]
on the right half complex plane. So, in particular, there is no problem for the multiple values of the fractional power on the right half complex plane. Thus, we obtain the isometric identity
\[ \|f\|_{L^2_{\mathbb{R}^+}}^2 = \frac{\pi}{2} \|f_1\|_{H^2_{\mathbb{R}^+}}^2 = \frac{1}{4} \int_{-\infty}^{\infty} |f(iy)|^2 dy. \]

For full details on this point, we would like to refer the reader to [15].

Thus, we were able to realize the important reproducing kernel Hilbert space concretely and analytically. Meanwhile, we recall that we are also interested in the kernel forms \( K' \) and \( k \). These calculations will create new integral formulas.

We have to analyze and realize the corresponding reproducing kernel Hilbert spaces. However, we can apply a quite general formula by the Aveiro discretization method in [3, 4] (where numerical experiments are also given):

**Proposition 0.2** For a uniqueness set \( \{x_j\} \) for the reproducing kernel Hilbert space \( H_K \) of a general set \( E \) satisfying the linearly independence of \( K(\cdot, x_j) \) for any finite number of the points \( x_j \), it holds
\[ \|f\|_{L^2_{\mathbb{R}^+}}^2 = \lim_{n \to \infty} \sum_{j=1}^{n} \sum_{j'=1}^{n} \overline{a_{jj'}} f(x_j) f(x_{j'}), \]
with \( a_{jj'} \) being the element of the complex conjugate inverse of the positive definite Hermitian matrix formed by \( a_{jj'} = K(x_j, x_{j'}). \)

In Proposition 0.2, for the uniqueness set of the space, if the reproducing kernel is analytical, then, the criteria will be very simple by the identity theorem of analytic functions, as in the present case. For the Sobolev space case, we have to consider some dense subset of \( E \) for the uniqueness set. Meanwhile, the linearly independence will be easily derived from the integral representations of the kernels.

For applying Proposition 0.2, we need only to consider the following result.

**Theorem 0.3** In the integral transform induced from (11),
\[ \{K_\tau(x); \ x \in \mathbb{R}^+ \} \]
is complete in \( L^2(\mathbb{R}^+, \rho(\tau) d\tau) \). For any different points \( \{x_j\}_{j=1}^{n} \) \( (x_j > 0) \),
\[ \{K_\tau(x_j)\}_{j=1}^{n} \]
are linearly independent.

**Proof:** The completeness is directly arising from the integral representation of \( K_\tau(z) \) and the linear independence is originated from the asymptotic expansion
\[ K_\alpha(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x} \left[ 1 + \sum_{n=1}^{\infty} \frac{(\alpha, n)}{(2x)^n} \right], \quad |\arg x| < \frac{3}{2} \pi, \]
where
\[
(a, n) = (-1)^n \left( a + \frac{1}{2} \right)_n \left( -a + \frac{1}{2} \right)_n n!
\]
(cf. [1], formula (4.12.6), p. 223).

As a final remark, about general initial value problems, we would like to point out that in [5] we have proposed a general machinery based on reproducing kernel methods for dealing with the existence and construction of solutions of classes of initial value problems for somehow general operators in abstract function spaces. Anyway, that is an abstract method which—in a sense—assumes the validity of certain important steps which need to be validated when considering specific cases.
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