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Abstract

We prove duality between the left and right fractional derivatives,

independently on the type of fractional operator. Main result asserts that

the right derivative of a function is the dual of the left derivative of the

dual function or, equivalently, the left derivative of a function is the dual

of the right derivative of the dual function. Such duality between left and

right fractional operators is useful to obtain results for the left operators

from analogous results on the right operators and vice versa. We illustrate

the usefulness of our duality theory by proving a fractional integration by

parts formula for the right Caputo derivative and by proving a Tonelli-type

theorem that ensures the existence of minimizer for fractional variational

problems with right fractional operators.
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1 Introduction

Differential equations of fractional order appear in many branches of physics,
mechanics and signal processing. Roughly speaking, fractional calculus deals
with derivatives and integrals of noninteger order. The subject is as old as
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the calculus itself. In a letter correspondence of 1695, L’Hopital proposed the
following problem to Leibniz: “Can the meaning of derivatives with integer
order be generalized to noninteger orders?” Since then, several mathematicians
studied this question, among them Liouville, Riemann, Weyl and Letnikov. An
important issue is that the fractional derivative of order α at a point x is a
local property only when α is an integer. For noninteger cases, the fractional
derivative at x of a function f is a nonlocal operator, depending on past values
of f (left derivatives) or future values of f (right derivatives). In physics, if t
denotes the time-variable, the right fractional derivative of f(t) is interpreted
as a future state of the process f(t). For this reason, the right-derivative is
usually neglected in applications, when the present state of the process does
not depend on the results of the future development. However, right-derivatives
are unavoidable even in physics, as well illustrated by the fractional variational
calculus [9,28]. Consider a variational principle, which gives a method for finding
signals that minimize or maximize the value of some quantity that depend upon
those signals. Two different approaches in formulating differential equations of
fractional order are then possible: in the first approach, the ordinary (integer
order) derivative in a differential equation is simply replaced by the fractional
derivative. In the second approach, one modifies the variational principle by
replacing the integer order derivative by a fractional one. Then, minimization of
the action leads to the differential equation of the system. This second approach
is considered to be, from the standpoint of applications, the more sound one:
see, e.g., [7,19]. It turns out that this last approach introduces necessarily right
derivatives, even when they are not present in the formulation and data of the
problems: see, e.g., [1, 18]. Indeed, left and right derivatives are linked by the
following integration by parts formula:

∫ b

a

d+f · g dt = −

∫ b

a

f · d−g dt,

over the set of functions f and g admitting right and left derivatives, here
generally represented by d+ and d− respectively, and such that f(a)g(a) =
f(b)g(b) = 0 (cf. Corollary 4.1 and Remark 4.2). Our duality results provide a
very elegant way to deal with such fractional problems, where there exists an
interplay between left and right fractional derivatives of the signals.

There are many fields of applications where one can use the fractional calcu-
lus [41]. Examples include viscoelasticity, electrochemistry, diffusion processes,
control theory, heat conduction, electricity, mechanics, chaos and fractals (see,
e.g., [8, 20, 24, 26, 29, 35, 39, 40]). A large (but not exhaustive) bibliography
on the use of fractional calculus in linear viscoelasticity may be found in the
book [27]. Recently, a lot of attention has been put on the fractional calculus
of variations (see, e.g., [3, 4, 6, 14–16,22, 23, 30–32,37, 38]). We also mention [5],
were necessary and sufficient conditions of optimality for functionals contain-
ing fractional integrals and fractional derivatives are presented. For results on
fractional optimal control see, e.g., [2, 17, 36]. In the present paper we work
mainly with the Caputo fractional derivative. For problems of calculus of vari-
ations with boundary conditions, Caputo’s derivative seems to be more natural
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because, for a given function y to have continuous Riemann–Liouville fractional
derivative on a closed interval [a, b], the function must satisfy the conditions
y(a) = y(b) = 0 [4]. We also mention that, if y(a) = 0, then the left Riemann–
Liouville derivative of y of order α ∈ (0, 1) is equal to the left Caputo derivative;
if y(b) = 0, then the right Riemann–Liouville derivative of y of order α ∈ (0, 1)
is equal to the right Caputo derivative.

The paper is organized as follows. In Section 2 we present the definitions of
fractional calculus needed in the sequel. Section 3 is dedicated to our original
results: we introduce a duality theory between the left and right fractional
operators. It turns out that the duality between the left and right fractional
derivatives or integrals is independent of the type of fractional operator: a right
operator applied to a function can always be computed as the dual of the left
operator evaluated on the dual function or, equivalently, we can compute the
left operator applied to a function as the dual of the right operator evaluated
on the dual function. We claim that such duality is very useful, allowing one
to directly obtain results for the right operators from analogous results on the
left operators, and vice versa. This fact is illustrated in Section 4, where we
show the usefulness of our duality theory in the fractional calculus of variations.
Due to fractional integration by parts, differential equations containing right
derivatives are common in the fractional variational theory even when they are
not present in the data of the problems. Here we use our duality argument to
obtain a fractional integration by parts formula for the right Caputo derivative
(Section 4.1); and we show conditions assuring the existence of minimizers for
fractional variational problems with right fractional operators (Section 4.2). We
end with Section 5 of conclusions.

Many different dualities are available in the literature. Indeed, duality is
an important general theme that has manifestations in almost every area of
mathematics, with numerous different meanings. One can say that the only
common characteristic of duality, between those different meanings, is that it
translates concepts, theorems or mathematical structures into other concepts,
theorems or structures, in a one-to-one fashion. For example, [13] introduces
the concept of duality between two different approaches to time scales: the delta
approach, based on the forward σ operator, and the nabla approach, based on
the backward ρ operator [11]. There is, however, no direct connection between
the time-scale calculus considered in [13], which is a theory for unification of
difference equations (of integer order) with that of differential equations (of
integer order), and the the fractional (noninteger order) calculus now considered.
We are not aware of any published work on the concept of duality as we do here.

2 Brief review on fractional calculus

There are several definitions of fractional derivatives and fractional integrals, like
Riemann–Liouville, Caputo, Riesz, Riesz–Caputo, Weyl, Grunwald–Letnikov,
Hadamard, Chen, etc. We present the definitions of the first two of them.
Except otherwise stated, proofs of results may be found in [21] (see also [33]).
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Let f : [a, b] → R be a function, α a positive real number, n the integer
satisfying n − 1 < α ≤ n, and Γ the Euler gamma function. Then, the left
Riemann–Liouville fractional integral of order α is defined by

aI
α
x f(x) =

1

Γ(α)

∫ x

a

(x− t)α−1f(t)dt

and the right Riemann–Liouville fractional integral of order α is defined by

xI
α
b f(x) =

1

Γ(α)

∫ b

x

(t− x)α−1f(t)dt.

The left and right Riemann–Liouville fractional derivatives of order α are de-
fined, respectively, by

aD
α
xf(x) =

dn

dxn aI
n−α
x f(x) =

1

Γ(n− α)

dn

dxn

∫ x

a

(x− t)n−α−1f(t)dt

and

xD
α
b f(x) = (−1)n

dn

dxn xI
n−α
b f(x) =

(−1)n

Γ(n− α)

dn

dxn

∫ b

x

(t− x)n−α−1f(t)dt.

The left and right Caputo fractional derivatives of order α are defined, respec-
tively, by

C
a D

α
x f(x) = aI

n−α
x

dn

dxn
f(x) =

1

Γ(n− α)

∫ x

a

(x− t)n−α−1f (n)(t)dt

and

C
x D

α
b f(x) = (−1)nxI

n−α
b

dn

dxn
f(x) =

1

Γ(n− α)

∫ b

x

(−1)n(t− x)n−α−1f (n)(t)dt.

Remark 2.1. When α = n is integer, the fractional operators reduce to:

aI
n
x f(x) =

∫ x

a

dτ1

∫ τ1

a

dτ2 . . .

∫ τn−1

a

f(τn)dτn,

xI
n
b f(x) =

∫ b

x

dτ1

∫ b

τ1

dτ2 . . .

∫ b

τn−1

f(τn)dτn,

aD
n
xf(x) =

C
a D

n
xf(x) = f (n)(x),

xD
n
b f(x) =

C
x D

α
b f(x) = (−1)nf (n)(x).

There exists a relation between the Riemann–Liouville and the Caputo frac-
tional derivatives:

C
a D

α
xf(x) = aD

α
xf(x)−

n−1
∑

k=0

f (k)(a)

Γ(k − α+ 1)
(x− a)k−α
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and

C
x D

α
b f(x) = xD

α
b f(x)−

n−1
∑

k=0

f (k)(b)

Γ(k − α+ 1)
(b− x)k−α.

Therefore,

if f(a) = f ′(a) = · · · = f (n−1)(a) = 0, then C
a D

α
xf(x) = aD

α
x f(x)

and

if f(b) = f ′(b) = · · · = f (n−1)(b) = 0, then C
x D

α
b f(x) = xD

α
b f(x).

These fractional operators are linear, i.e.,

P(µf(x) + νg(x)) = µPf(x) + ν Pg(x),

where P is aD
α
x , xD

α
b ,

C
a D

α
x ,

C
xD

α
b , aI

α
x or xI

α
b , and µ and ν are real numbers.

If f ∈ Cn[a, b], then the left and right Caputo derivatives are continuous on
[a, b]. The main advantage of Caputo’s approach is that the initial conditions
for fractional differential equations with Caputo derivatives take on the same
form as for integer-order differential equations.

3 Duality of the left and right derivatives

We show that there exists a duality between the left and right fractional oper-
ators. We begin by introducing the notion of dual function.

Definition 3.1 (Dual function). Let f : [a, b] → R. Then its dual function,
denoted by f⋆, is defined as f⋆ : [−b,−a] → R by

f⋆(x) = f(−x).

Remark 3.2. A direct consequence of the definition of dual function is that

f⋆⋆(x) = f(x).

The next result asserts that the left fractional integral of a function f is the
right fractional integral for its dual function f⋆.

Theorem 3.3 (Duality of the left and right fractional integrals). Let f : [a, b] →
R be a function and α a positive real number. Then,

aI
α
x f(x) = −xI

α
−af

⋆(−x).

Proof. By definition, the left Riemann–Liouville fractional integral of order α is

aI
α
x f(x) =

1

Γ(α)

∫ x

a

(x − t)α−1f(t)dt.

5



By the simple change of coordinates s = −t,

aI
α
x f(x) = −

1

Γ(α)

∫ −x

−a

(x+ s)α−1f(−s)ds

=
1

Γ(α)

∫ −a

−x

(s− (−x))α−1f⋆(s)ds

= −xI
α
−af

⋆(−x).

This concludes the proof.

A consequence of Theorem 3.3 is the following duality for the Caputo and
Riemann–Liouville fractional derivatives.

Theorem 3.4 (Duality of the left and right Caputo fractional derivatives). Let
f : [a, b] → R be a function and α a positive real number. Then,

C
a D

α

xf(x) =
C
−xD

α

−a
f⋆(−x).

Proof. Set g(x) = dn

dxn f(x). We observe that g⋆(−x) = (−1)n dn

dxn f
⋆(−x). By

definition of the left Caputo derivative,

C
a D

α

xf(x) = aI
n−α
x g(x).

Hence, by Theorem 3.3, we have

aI
n−α
x g(x) = −xI

n−α
−a g⋆(−x)

= (−1)n−xI
n−α
−a

dn

dxn
f⋆(−x)

= C
−xD

α

−a
f⋆(−x).

In the last equality we have used the definition of right Caputo derivative for
the dual function f⋆ at the point −x.

Theorem 3.5 (Duality of the left and right Riemann–Liouville derivatives).
Let f : [a, b] → R be a function and α a positive real number. Then,

aD
α
xf(x) = −xD

α
−af

⋆(−x).

Proof. The left Riemann–Liouville fractional derivative of order α for the func-
tion f is, by definition,

aD
α
xf(x) =

dn

dxn aI
n−α
x f(x).

By definition, the right Riemann–Liouville fractional derivative of order α for
the function f⋆(s) at −x is

−xD
α
−af

⋆(−x) = (−1)n
dn

dsn
−xI

α
−af

⋆(−x).
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By Theorem 3.3,

aI
α
x f(x) = −xI

α
−af

⋆(−x).

Therefore,

aD
α
xf(x) =

dn

dxn−xI
α
−af

⋆(−x).

Using the change of coordinates s = −x,

aD
α
x f(x) = (−1)n

dn

dsn
−xI

α
−af

⋆(−x).

It follows, by definition, that

aD
α
xf(x) = −xD

α
−af

⋆(−x).

This concludes the proof.

A consequence of Theorems 3.4 and 3.5 is the following corollary, which is
valid for any of the fractional derivatives considered in this article.

Corollary 3.6. The right derivative of the dual function of a given function f

is the dual of the left derivative of f .

Remark 3.7. Having in mind Remark 3.2, one can write, in an equivalent way,
Corollary 3.6 as:

The right derivative of a given function f is the dual of the left
derivative of the dual of f .

4 Application of our main result

The duality introduced in Section 3, between left and right fractional operators,
can be used to obtain results for the left operators, from analogous results on the
right operators, and vice versa. We illustrate the usefulness of our duality argu-
ment with a fractional integration by parts formula (Section 4.1), which is the
fundamental tool to establish necessary optimality conditions in the fractional
calculus of variations [28], and by proving existence of minimizers for fractional
variational problems with right fractional operators from the recent existence
results obtained in [12] for left fractional variational problems (Section 4.2).

4.1 An integration by parts formula

Let α > 0 be a real number between the integers n − 1 and n. The following
integration by parts formula for the left Caputo derivative is well known (see,
e.g., [3]):

∫ b

a

g(x) · Ca D
α
x f(x)dx =

∫ b

a

f(x) · xD
α
b g(x)dx

+

n−1
∑

j=0

[

xD
α+j−n
b g(x) · xD

n−1−j
b f(x)

]b

a
, (1)
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where aD
k
xg(x) = aI

−k
x g(x) and xD

k
b g(x) = xI

−k
b g(x) if k < 0. Using the

integration by parts formula (1) for the left Caputo derivative, we deduce, by
duality, the integration by parts formula for the right Caputo derivative.

Corollary 4.1 (Integration by parts formula). Let α be a positive real number
and n the integer satisfying n− 1 < α ≤ n. The following relation holds:

∫ b

a

g(x) · Cx D
α
b f(x)dx =

∫ b

a

f(x) · aD
α
x g(x)dx

−
n−1
∑

j=0

[

aD
α+j−n
x g(x) · aD

n−1−j
x f(x)

]b

a
. (2)

Proof. From Definition 3.1, Remark 3.2, and Theorem 3.4, it follows that
∫ b

a

g(x) · Cx D
α
b f(x)dx =

∫ −a

−b

g⋆(s) · C−bD
α
s f

⋆(s)ds.

By the integration by parts formula (1) and Theorem 3.5,
∫ −a

−b

g⋆(s) · C−bD
α
s f

⋆(s)ds =

∫ −a

−b

f⋆(s) · sD
α
−ag

⋆(s)ds

+

n−1
∑

j=0

[

sD
α+j−n
−a g⋆(s) · sD

n−1−j
−a f⋆(s)

]−a

−b

=

∫ b

a

f(x) · aD
α
xg(x)dx

−

n−1
∑

j=0

[

aD
α+j−n
x g(x) · aD

n−1−j
x f(x)

]b

a
.

This concludes the proof.

Remark 4.2. Let 0 < α ≤ 1. In this case n = 1 and (2) reduces to
∫ b

a

g(x) · Cx D
α
b f(x)dx =

∫ b

a

f(x) · aD
α
x g(x)dx−

[

aD
α−1
x g(x) · f(x)

]b

a
. (3)

If α = 1, then the integration by parts formula (3) gives the classical relation
∫ b

a

g(x) · (−f ′(x))dx =

∫ b

a

f(x) · g′(x)dx − [g(x) · f(x)]ba

(recall Remark 2.1).

Corollary 4.1 is an application of our Theorems 3.4 and 3.5. The integration
by parts formula (2) has a crucial role in the fractional variational calculus [28].
Our proof shows that such important result follows by duality from another
well known integration by parts formula (1), without the need to repeat all the
arguments again: formulas (1) and (2) are dual and one only needs to provide
a proof to one of them, the proof to the other following then by duality, as a
corollary.
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4.2 Existence for right fractional variational problems

While the study of fractional variational problems was initiated by Riewe in
1996/97 [37,38], including from the very beginning problems with both left and
right fractional operators, the question of existence was only address in 2013 and
only for left fractional variational problems [12]. Here we show, from the duality
introduced in Section 3, how existence of solutions for fractional problems of the
calculus of variations involving right operators follow from the results of [12].

Let a, b be two real numbers such that a < b, let d ∈ N
∗, where N

∗ denotes
the set of positive integers, and let ‖·‖ denote the standard Euclidean norm of
R

d. For any 1 ≤ r ≤ ∞, denote

• by Lr := Lr(a, b;Rd) the usual space of r-Lebesgue integrable functions
endowed with its usual norm ‖ · ‖Lr ;

• by W1,r := W1,r(a, b;Rd) the usual r-Sobolev space endowed with its
usual norm ‖ · ‖W1,r .

Furthermore, let C := C ([a, b];Rd) be understood as the standard space of con-
tinuous functions and C

∞
c := C

∞
c ([a, b];Rd) as the standard space of infinitely

differentiable functions compactly supported in (a, b). Finally, let us remind
that the compact embedding W 1,r →֒ C holds for 1 < r ≤ +∞.

Let 0 < α < 1 and ḟ denote the usual derivative of f . Then the left and the
right Caputo fractional derivatives of order α are given by

C
a D

α
t [f ](t) := aI

1−α
t [ḟ ](t) and C

t D
α
b [f ](t) := −tI

1−α
b [ḟ ](t)

for all t ∈ (a, b] and t ∈ [a, b), respectively. Let 1 < p < ∞, p′ denote the adjoint
of p, and consider the (right) fractional variational functional

L : E → R

u 7→

∫ b

a

L
(

u(t), tI
α
b [u](t), u̇(t),

C
t D

α
b [u](t), t

)

dt.
(4)

Our main goal is to prove existence of minimizers for L. An an example, consider
the classical problem of linear friction:

m
d2u

dt2
+ γ

du

dt
−

∂U

∂u
= 0, γ > 0. (5)

In 1931, Bauer proved that it is impossible to use a variational principle to de-
rive this linear dissipative equation of motion with constant coefficients. Bauer’s
theorem expresses the well-known belief that there is no direct method of apply-
ing variational principles to nonconservative systems, which are characterized
by friction or other dissipative processes. The proof of Bauer’s theorem relies,
however, on the tacit assumption that all derivatives are of integer order. With
the Lagrangian

L =
1

2
mu̇2 − U(u) +

1

2
γ
(

C
t D

1

2

b u
)2

9



one can obtain (5) from the fractional variational principle. For details see [38].
We assume that E is a weakly closed subset of W1,p, u̇ is the derivative of

u, and L is a Lagrangian of class C 1:

L : (Rd)4 × [a, b] → R

(x1, x2, x3, x4, t) 7→ L(x1, x2, x3, x4, t).
(6)

By ∂iL we denote the partial derivatives of L with respect to its ith argument,
i = 1, . . . , 5. We introduce the following notions of regularity and coercivity.

Definition 4.3 (Regular Lagrangian). We say that a Lagrangian L given by
(6) is regular if

• L
(

u, tI
α
b [u], u̇,

C
t D

α
b [u], t

)

∈ L1;

• ∂1L
(

u, tI
α
b [u], u̇,

C
t D

α
b [u], t

)

∈ L1;

• ∂2L
(

u, tI
α
b [u], u̇,

C
t D

α
b [u], t

)

∈ Lp′

;

• ∂3L
(

u, tI
α
b [u], u̇,

C
t D

α
b [u], t

)

∈ Lp′

;

• ∂4L
(

u, tI
α
b [u], u̇,

C
t D

α
b [u], t

)

∈ Lp′

;

for any u ∈ W1,p.

Definition 4.4 (Coercive functional). We say that a fractional variational func-
tional L is coercive on E if

lim
‖u‖

W1,p→∞
u∈E

L(u) = +∞.

Finally, we introduce the notions of dual Lagrangian and dual variational
functional.

Definition 4.5 (Dual Lagrangian). Let L be a Lagrangian (6). The dual La-
grangian L⋆ of L is defined by

L⋆ : (Rd)4 × [−b,−a] → R

(x1, x2, x3, x4, s) 7→ L(x1, x2,−x3, x4,−s).

Definition 4.6 (Dual variational functional). We say that L⋆ is the dual vari-
ational functional of L given by (4) if

L⋆ : E⋆ → R

u⋆ →

∫ −a

−b

L⋆
(

u⋆, aI
α
s [u

⋆], u̇⋆,Ca D
α
s [u

⋆], s
)

ds,

where E⋆ is the dual space of E (see [13]) and L⋆ is the dual Lagrangian of L.

10



Note that in Definition 4.5 we only put a minus sign in the entries that
correspond to the independent time variable t and the classical derivative. In
this way, doing the change of variable s = −t in the fractional variational
functional (4), we obtain the dual variational functional of Definition 4.6 from
the results of Section 3.

Proposition 4.7. A Lagrangian L is regular, in the (right) sense of Defini-
tion 4.3, if and only if L⋆, the dual Lagrangian of L, is regular in the (left)
sense of [12, Definition 3.1].

Proof. The result is a direct consequence of the definition of regular Lagrangian
introduced by [12, Definition 3.1] for left fractional operators and the duality
results of Section 3.

Proposition 4.8. A fractional variational functional L given by (4) is coercive
on E if and only if the corresponding dual variational functional L⋆ is coercive
on E⋆.

Proof. Direct consequence of definitions.

The next result asserts the boundedness of the right Riemann–Liouville frac-
tional integrals in the space Lr.

Proposition 4.9. The right Riemann–Liouville fractional integral tI
α
b with α >

0 is a linear and bounded operator in Lr:

‖tI
α
b [f ]‖Lr ≤

(b− a)α

Γ(1 + α)
‖f‖

Lr

for all f ∈ Lr, 1 ≤ r ≤ +∞.

Proof. The result follows by duality from the boundedness of the left Riemann–
Liouville fractional integral (see, e.g., [12, Proposition 2.1]).

Under regularity, coercivity and convexity we can prove, from the duality
of Section 3 and the Tonelli theorem in [12] for fractional variational problems
involving left operators, a Tonelli-type theorem that ensures the existence of a
minimizer for a right fractional variational functional L given by (4).

Theorem 4.10 (Tonelli’s existence theorem for right fractional variational
problems (4)). If

• L is regular (Definition 4.3);

• L is coercive on E (Definition 4.4);

• L(·, t) is convex on (Rd)4 for any t ∈ [a, b];

then there exists a minimizer for the right fractional variational problem L.

Proof. Follows from Propositions 4.7, 4.8 and 4.9 and [12, Theorem 3.3].

11



5 Conclusion

In this work we developed further the theory of fractional calculus that has the
definition of two fractional derivative/intregral operators as its base: a left op-
erator, which is nonlocal by looking to the past/left of the current time/space,
and a right operator, which is nonlocal by looking to the future/right of the cur-
rent instant/position. Both perspectives (left and right, causal and anti-causal)
make all sense in many applications, like Signal Processing, where bilateral op-
erators, like the bilateral Laplace transform, and right and left functions have a
central role [25]. We trust that the fractional signal processing community will
gain new interested people and application areas with our results because we
develop a new set of simple tools that allows to substitute the usual procedure of
repeating the arguments for both left and right cases by simple duality, deducing
directly one of the situations from the other. Since the involved mathematical
analysis turns out to be simpler and less involved with our duality technique,
it is natural to believe in the success of our new fractional methodology in ap-
plications, where it can allow simpler and thus better models. More precisely,
the new way we propose to look to a right fractional operator, as the dual of
the corresponding left operator, may bring new ways of dealing with practical
systems. For future work, it would be interesting to generalize our results to
other classes of fractional operators like Grünwald–Letnikov derivatives [34] or
discrete fractional operators like those of [10]. Other direction of research con-
cerns the implications of duality in the expressions for the transfer functions and
their regions of convergence. This is under investigation and will be addressed
elsewhere.
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