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Abstract 
 

Very often in signal and video processing 

applications, there is a strong demand for accessing 

the same memory location through multiple read 

ports. For video processing applications like Motion 

Estimation (ME), the same pixel, as part of the 

search window, is used in many calculations of SAD 

(Sum of Absolute Differences). In a design for such 

applications, there is a trade-off between number of 

effective gates used and the maximum operating 

frequency. Particularly, in FPGAs, the existing 

block RAMs do not support multiple port access and 

the replication of DRAM (Distributed RAM) leads to 

significant increase in the number of used CLBs 

(Configurable Logic Blocks). The present paper 

analyses different approaches that were previously 

used to solve this problem (same location reading) 

and proposes an effective solution by using an 

efficient combinational logic to synchronously and 

simultaneously read the video pixel memory data 

through multiple read-ports. 

 

1. Introduction 
 

With the increased demand for multi-tasking and 

parallel processing, the modern applications for 

FPGA and ASIC based memory architectures cannot 

rely just on single port or dual port memories. The 

only possible solution for this is to increase the bus 

bandwidth and implement multiple port memories. 

Especially when considering synchronous memories, 

implementing multiple read port memory operation 

is required [1-2]. There are many applications where 

multiple read operations are highly required. For 

example, in robotic vision system, the object 

recognition system has to search many samples of 

live video frames and output one object that has 

minimum error. In reconfigurable vision systems, a 

shared memory is necessary to access the video 

content through multiple resources [1-2]. Similarly, 

in video compressions system, a shared memory is 

required to process many samples of video frame 

blocks in one clock cycle. The present paper focuses 

on the key role of multi-port SRAM (Static RAM) in 

motion estimation [3] application. Section 2 explains 

the memory architecture requirement in motion 

estimation. Section 3 compares the performance of 

some architectural solutions. Section 4 proposes a 

new architecture suited for FPGAs. Section 5 details 

 
Fig. 1(a). Illustration of ME Process 
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Fig. 1(b). Architecture for real time processing of 

Motion-Estimation 



the experimental results and followed by Section 6 

with concluding remarks. 

 

2. The Need for Multi-Read-Port 

Memory in Video Processing 
 

For compressing video signal, a video encoder 

eliminates the temporal and spatial redundant 

information and encodes the error/residual 

information. For doing this, a video encoder 

typically uses predictive encoding techniques, so 

that residual information is further reduced. Motion 

estimation and motion compensation are the typical 

tools in a block-based video encoder that predicts 

and generates the video frames temporally. In a 

block based video encoder, each frame is divided 

into rectangular or square blocks of pixels, and 

hence prediction and other tools can be applied on 

each block. Especially when motion estimation is 

considered, the problem is very challenging since it 

is the most computationally expensive tool amongst 

all the tools in a video encoder.  

Motion estimation is the process of searching the 

best matched block of a video frame in the 

past/future frame’s ROI (Region of Interest, 

technically termed as search window) as shown in 

Fig.1(a) [3]. In order to find this best match, the ME 

algorithm uses matching criteria like SAD (Sum of 

Absolute Difference) or MSE (Mean Square Error) 

among others. For real-time applications, it is often 

required to apply parallel computation schemes. 

Instead of computing the SAD, block by block 

sequentially, computing a set of blocks in parallel 

makes the ME task faster. Hence in real-time, it is 

required to access many blocks of pixels data in 

parallel from local memory, and send them to the 

SAD estimator as shown in Fig.1 (b). It is here, 

where the major design challenges occur on how to 

implement the local memory without impairing 

overall performance. 

 

3. Approaches for Implementing Multi-

Read Port Memory 

 

For writing the pixel block to local memory unit, 

the external architectural bus is constrained to either 

32 or 64 bits. Hence, we do not need to optimize the 

writing procedure. Instead, a design will have a great 

necessity in implementing multiple reading 

procedures in this scenario. For implementing the 

read ports there are many possible approaches [4-6] 

as described in the following sections. 

 

3.1 Memory Replication 
Memory replication is the simplest way to 

implement multiple read ports. For reading the same 

memory location through ‘n’ multiple read ports, the 

memory is replicated ‘n’ times and the data is 

written to each of the write ports in parallel as 

shown in Fig.2(a). In case of FPGA BRAMs, for an 

application where one BRAM is required for one 

read port, the design has to replicate ‘n’ BRAMs for 

n read ports. The main disadvantage in this approach 

is the increase of system area and power.  

 

3.2 Memory Banking 
Memory banking technique divides memory 

capacity across smaller banks of physical memory. 

The totals read and write port widths are also 

divided equally among each bank. Multiple requests 

to the same memory banks are usually handled by an 

arbiter. This is somewhat similar to memory 

replication except that in each memory bank, the 

total memory is divided instead of replication, as 

shown in Fig.2 (b). However, the memory banking 

technique does not support multiple read operations, 

since in a given cycle only one read operation is 

possible. When the same memory bank is accessed 

by multiple sources, then each has to wait until its 

turn in arbiter is initiated. 

 

3.3 Streaming Multiport Memory 

In streaming multiport (also called stream-

buffered multiport or multi-pumping) memory, the 

entire memory is provided with only one read port 

(and one write port), and each read requester is 

provided an internal register to hold the requested 

data as shown in Fig. 2(c). Multiple requests are 

arbitrated using an arbiter or a multiplexer, with a 
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Fig. 2(a). Replicated Multiport 

Memory Architecture 

Fig. 2(b). Banked Multiport Memory 

Architecture 

 

Fig. 2(c). Streaming Multiport 

Memory Architecture 
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Fig. 3. Multiplexed Read Port (MRP) memory architecture for a single column of memory with ‘d’ rows and ‘m’ 

number of read ports 

clock frequency that is multiple of external clock 

frequency and hence this scheme decreases the 

maximum external clock frequency and degrades 

system’s performance as shown in Table 1 (Section 

5).  

 

3.4 Other Multiport Memory 
Besides the aforementioned types, there are some 

other types of multi-porting techniques like bank-

switching multiport memory, cached multi-port 

memory etc. In bank switching, an external latch is 

added to the memory controller, to select or switch 

between memory banks. In cache based multi-port 

memory, a local cache is provided for each read-

port, and a cache coherence protocol is used to sync 

the cache contents. But in cache based porting, the 

read request may experience delay (variable delay) 

depending on the request sequence pattern and cache 

coherence protocol.  

 

4. Proposed Technique 

 
To handle multiple read transactions within the 

same clock cycle and without latching, each memory 

location can output data to all the read ports through 

a multiplexer circuit as shown in Fig.3. The select 

line for this multiplexer will be nothing but the read 

address port. Through this way the memory can have 

any number of read ports, independent of number of 

write ports. 

As shown in Fig.3, the data is written to DRAM 

(Distributed RAM) column through one write port. 

Data is read through ‘m’ read-ports via multiplexer 

and each select line is the read address for that 

particular read operation. The advantage in this 

circuit is that all the address line can be selected in 

the same clock cycle and hence any number of 

memory locations can be read synchronously in one 

clock cycle. The second advantage is that the same 

memory location can be read through multiple 

reading ports and hence data can be shared with 

multiple ports without any extra cycles. 

The memory architecture shown in Fig.3 is for 

one column of memory (or one column of block of 

pixels in a video frame), however, the proposed 

MRP (Multiplexed Read-Port) memory method can 

also be applied to an entire block of pixels in a video 

frame. Typically, the motion estimation block 

requires only luminance information, where each 

pixel is 8 bits wide for the luminance component. 

The write port is drawn from external memory 

which is typically constrained to 64 bits wide in 

modern FPGAs [7]. Hence each row could be 64 bits 

wide storing 8 pixels of information. Thus in one 

clock cycle, 8 pixels of memory is written, and the 

read operation will wait for the completion of the 

write operation. 

Fig.4 shows the application of the proposed 

concept, for N pixel columns in a block of video 

frame. Data is written through one write port, and 

the corresponding memory column is selected using 

data and address select lines. At the output, the data 

is read through M read ports from each column. 

From all the NxM read ports, any number of read 

ports can be selected through the switch box. This is 

similar to memory banking, but the main difference 

is that here the designer can customize M, and can 

read multiple ports from each bank/column. But in 

memory banking, the read request is possible for 

only one memory location, in single cycle from each 

bank. Further, in the design shown in Fig.4, M need 

not be the same in each bank/column, and the 

designer has full flexibility to choose M, depending 

on the algorithm used. Usually, for H.264/AVC 

video standard, the maximum block size is 16x16 

pixels and hence N will be equal to 2 (=16/8) in this 

case. For the latest video coding standard HEVC, the 

maximum block size is 64x64 and hence N will be 
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(MHz) 
329.96 331.71 273.09 335.21 

 

Table 1. Virtex-5 FPGA synthesis results for different 

memory architectures. 
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Fig. 4. Multiplexed Read Port (MRP) memory 

architecture for ‘N’ columns of memory with ‘d’ rows 

in each column and ‘M’ number of read ports in each 

column. 

equal to 8 (=64/8) for this standard. Similarly, the 

memory depth ‘d’ is equal to 16 and 64 for 

H.264/AVC and HEVC, respectively. 

 

5. FPGA Synthesis Results 

 
The proposed MRP method was implemented in 

verilog and synthesised using Virtex-5 FPGA [7]. 

The row width for each memory location is chosen 

as 64, since the external bus is also configured to 64, 

and thus able to write 8 pixels of data in one clock 

cycle. The memory depth ‘d’ is configured as 16, 

and the memory columns ‘N’ is chosen as 2, which 

is suitable for a 16x16 block size pixels. For 

evaluation, ‘M’ is chosen as 5 implying that 5 

concurrent read operations are possible from each 

memory column.  

The proposed method is compared with the other 

methods – memory replication method, memory 

banking method and streamed memory buffer 

method. Table 1 shows the comparison results. The 

results show that MRP method has highest 

maximum operating frequency, with slight increase 

in number of CLBs (LUT-FF pairs) used in FPGA. 

The memory replication method has the highest 

resource usage, due to increase in the number of 

slice registers. The stream buffered method has the 

lowest maximum operating frequency due to the 

combinational logic of arbiter switching used. The 

memory banking method has a better resource usage 

and maximum operating frequency, but the very 

purpose of multi-porting is not solved with memory 

banking, since each memory bank can be 

simultaneously read only once. 

 

6. Conclusions 

 
This paper presented a multiple port read 

memory architecture. The propose architecture was 

synthesized using VIRTEX-5 FPGAs. The synthesis 

results show that the proposed MRP (Multiplexed 

Read Port) memory architecture maintain a good 

balance between number of FPGA resources used 

and maximum frequency. This architecture can be 

used for video processing applications like motion 

estimation, intra prediction or in other applications 

where simultaneous read operation from a common 

shared memory is required. 
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