Fast Motion Estimation Algorithm for HEVC Video Encoder
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Abstract—Video compression is required in applications like video network communications, video conference, broadcasting, live streaming and video storage. H.265/HEVC is the latest video compression standard, jointly developed by JCT-VC that provides the highest compression efficiency without significant loss in original video source quality. Among all the tools in HEVC encoder, Motion Estimation (ME) is one of the most complex tasks. The present paper analyses the ME algorithm present in HEVC standard reference software and proposes two improvements to the algorithm. Our results show a decrease on the computational complexity by almost 30\% with negligible loss in the video quality.
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I. INTRODUCTION

HEVC is the latest video coding standard currently under joint development by ISO/IEC MPEG and ITU-T VCEG. The MPEG and VCEG have established JCT-VC (Joint Collaborative Team on Video Coding) [1]. The main goal of HEVC is to increase compression performance compared to existing standard H.264/AVC in a range of 50\% reduction in bitrate without affecting output video quality [2]. For doing this, many new coding tools were implemented and upgraded from H.264/AVC standard. One of them is the quad-tree based coding structure. The HEVC coding structure is more generalized into quad-tree based coding units (CUs), as shown in Fig.1 (a). Each CU is recursively sub-divided into quad-tree based prediction units (PUs), of either intra-type or inter-type or skip type or merge type. Each PU is further sub-divided into quad-tree based transform units (TUs).

For compressing a video, the encoder typically exploits spatial redundancy (inside a frame) and temporal redundancy (between frames). To exploit temporal redundancy, the video encoder uses predictive encoding. In this process, each block in a video frame searches for best matched block in past/future frame ROI (Region of Interest, technically termed as search window), and only the motion vector (which denotes the shift of entire block in past/future frame) is encoded instead of encoding the entire block. This process is called Motion Estimation (ME) and reduces the bitrate of entire video to a huge extent, at the cost of huge increase in computational complexity. So, reducing the computational complexity of ME process, without affecting rate-distortion performance is a challenging task. The process of ME is shown in Fig.1 (b).

As shown in Fig.1(b), the task of ME is to search best matched block of current frame in the search window. The best matched block is the block which has minimum cost value, defined in Eq.1.

\[ J_{MV} = D + \lambda_{\text{motion}} \cdot R(MV - PMV) \]  

where J is the lagrangian cost, D is the distortion between current and reference block, \( \lambda \) denotes lagrangian multiplier, PMV denotes the predicted motion vector, MV denotes the estimated motion vector and R represents bitrate or bits required to encode the motion vector difference “PMV-MV”.
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\caption{HEVC Coding Structure}
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\caption{Illustration of ME Process}
\end{figure}
The distortion is measured by using the matching criteria like SAD (Sum of Absolute Difference) or SSD (Sum of Squared Difference) or MSE (Mean Square Error). The most commonly used and simplest matching function is SAD defined in Eq.2.

\[
SAD(x,y) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} [C(x,y)-R(x+i,y+j)]
\]

where \( C \) represents the current block and \( R \) denotes reference block and \( M \times N \) is the size of the current block.

If the ME algorithm searches every block in search window, then it is called full search ME algorithm. If the algorithm, skips some of the blocks, that are less likely to be the best matched block, then it is classified as fast search ME algorithm. The present paper provides an improvement to existing fast ME algorithm present in HEVC encoder of reference software HM [3]. Section II provides detailed explanation of ME algorithm and its tasks. Section III explains the proposed improvements. Section IV shows the simulation results and finally section V summarizes with concluding remarks.

II. MOTION ESTIMATION TOOLS AND ALGORITHMS

There are numerously many fast ME algorithms, that were developed for fast video encoding. The MPEG based standards including MPEG-2, H.264/AVC and HEVC use hybrid fast ME algorithms to estimate the best Motion Vector (MV). All these fast ME algorithms have four common tools to find the minimum cost block, as explained in the following section.

A. Fast ME Coding Tools

The most common tools for fast ME algorithms are 1) Initial Search point Prediction (ISP) Algorithm 2) Global Search Pattern (GSP) 3) Early Termination (ET) Algorithm 4) Fine Refinement Algorithm. The ISP algorithm aims at predicting the starting point of the ME process, by using the MVs of previously coded neighboring blocks. The GSP algorithm searches a global estimate of the motion vector by using grid patterns and reduces the possibility of the MV in getting trapped to local minima. The ET algorithm terminates the ME algorithm to save the computation time, if the current cost of MV falls below a predefined threshold (fixed or adaptive threshold). Finally, if the ET condition is not satisfied, the fine refinement algorithm converges to local minima, using fixed search patterns. The coding tools for a typical fast ME algorithm is shown in Fig.2(a).

B. Fast ME Algorithms

The H.264/AVC introduces 3 fast ME algorithms - EPZS (Enhanced Predictive Zonal Search), UMHexS (Unsymmetrical-cross Multi-Hexagonal grid Search), and SUMHexS (Simple UMHexS) algorithms [4-5]. The EPZS algorithm uses four prediction algorithms for ISP stage and finds the best starting point. It does not use any global search pattern. The UMHexS and SUMHexS algorithms use basic prediction algorithms for ISP stage but focus more on global search patterns. They use two patterns – unsymmetrical cross pattern and multi-hexagonal grid patterns for finding the global minima. The HEVC uses TZS (Test Zone Search) algorithm for ME [6-7]. It has two global search patterns – exponential diamond grid patterns and search window sub-sampled pattern. The detailed flow of TZS ME algorithm is shown in Fig.2(b).

C. The TZS ME Algorithm

As shown in flowchart of Fig.2(b), in the initial step, the TZS ME algorithm uses spatial up, left, up-right, median predictors to predict initial search point. After ISP stage, the TZS algorithm uses diamond grid pattern and sub-sampled search window pattern to find the global minimal cost search point, as shown in Fig. 3(a), and Fig.4(a). The grid pattern, shown in Fig.3 (a) is an exponentially increasing grid pattern. The initial diamond close to starting search point (center point) has a stride-length (distance between center point and vertices of pattern) of 1. The stride-length continues to increase from starting point by a factor of 2 until the search range, i.e. 2,4,8,16,32 and so on. The sub-sampled search window samples the entire search window uniformly, and finds the minimum cost MV. Then the minimum cost point in both the search patterns is taken as the global minimal point. In the fine refinement stage, the TZS algorithm performs diamond grid pattern search with the new minimal point as search center. The refinement process continues, until the new search is the center point of the diamond grid pattern.

III. PROPOSED IMPROVEMENTS TO HEVC FAST ME ALGORITHM

The present paper proposes two improvements to the TZS fast ME algorithm present in the HEVC reference software. The first improvement is at global search pattern stage, and the second improvement is at fine refinement stage. Each of these improvements is explained in the following sub-sections.
computational complexity reduction of around 20% for each current block. However, the horizontal hexagon shown in Fig.3(b) is the most appropriate for estimating horizontal motion and less appropriate for estimating horizontal motion since it has more horizontal search points than vertical points, and for estimating vertical motion the horizontal hexagons perform more loops in fine refinement stage. On the other hand, the vertical hexagons shown in Fig.3(c) are good for vertical motion and lose performance for estimating horizontal motion. Hence the present paper proposes a rotating hexagonal pattern as shown in Fig.3 (d) for balancing the motion estimation in both horizontal and vertical directions.

B. Hexagonal Based Fine Refinement

The TZS ME algorithm uses the same diamond grid pattern for performing the fine refinement of MV. Once the global minimum point is estimated, it is most likely that the optimal point lies in the vicinity of the global MV and the distortion function in the local refinement stage is a monotonically decreasing function. Hence a gradient descent based algorithm using hexagonal pattern is implemented for refining the MV.

The algorithmic steps are shown in Fig.4 (b). In the first step, the refinement algorithm forms a small hexagon with 6 search points, around the global minimum point. The minimal point in the hexagon is taken as the new center point to form a new hexagon. The search continues until the minimum point in the hexagon is the center point. Then the algorithm checks for the remaining unchecked 10 points around the center point, as shown in Fig.4 (b).

IV. Simulation Results

The simulations have been carried out on HEVC reference software HM 9.0 [3]. Table 1 shows the comparison results for ME time and number of ME search points. TZS_D and TZS_RH indicate the results for TZS algorithm with diamond and rotating hexagonal pattern. TZS_RHFR denotes the results for rotating hexagonal pattern with hexagonal fine refinement. Fig.4 shows the RD (Rate Distortion - bitrate vs. PSNR) curves for all the three patterns TZS_D, TZS_RH, TZS_RHFR with QPs (Quantization Parameters) 22, 27, 32 and 37. The PSNR represents the video quality and is measured using the Eq.5.

$$PSNR_{dB} = 10 \log_{10} \left( \frac{255^2}{MSE} \right)$$

where MSE represents mean square error and 255 is the maximum value of a 8-bit pixel (luminance component).

The simulation results show that the rotating hexagonal pattern gains 15% of ME speed or 16% reduction of total number of search points, compared to diamond pattern. Further, modification of fine refinement stage gains 30% of ME complexity which means that the total number of search points is reduced by 30%. The RD curves in Fig.4 and the Bjontegaard-delta [8] results in Table 2 also show that there is negligible loss in rate-distortion performance.

V. Conclusion

The fast ME algorithm present in HEVC reference software is analyzed and improved. Simulation results show that computational complexity was reduced by 30% without affecting rate-distortion performance. The algorithm can be further improved by adding more initial search point prediction algorithms.
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