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o júri / the jury

presidente / president Professor Doutor Paulo Miguel Nepomuceno Pereira Monteiro
Professor Associado da Universidade de Aveiro

vogais / examiners committee Professor Doutor António Lúıs Jesus Teixeira
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O meu muito obrigado à minha faḿılia e amigos pelo apoio e bons momentos
proporcionados ao longo destes anos, em especial, à minha irmã Alzira, à
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Resumo Nos últimos anos, as comunicações ópticas têm-se revelado a solução para
a crescente procura de elevados ritmos de informação. De facto, nenhuma
outra tecnologia (com ou sem fios) permite transmissões a Tbps, ou até
dezenas de Tbps, como as comunicações ópticas permitem. Contudo, as
actuais redes ópticas passivas não exibem uma capacidade agregada de fi-
bra superior a 10 Gbps e os operadores esperam mais delas. Assim, uma
evolução destas redes a médio prazo, a NG-PON2, tem sido discutida, sendo
40 e 10 Gbps as velocidades de download e upload que se prevêem, res-
pectivamente. Não obstante, estes ritmos podem não ser suficientes no fu-
turo, com a emersão dos formatos 3D, dos novos serviços baseados em cloud
computing, v́ıdeo conferência, jogos on-line e outras/os aplicações/serviços.

Neste contexto, diversos trabalhos de pesquisa têm sido efectuados. De-
vido à limitação do espectro e à largura de banda restrita dos dispositivos
electrónicos que complementam o sistema de transmissão óptico, elevadas
eficiências espectrais são um requisito e consequentemente, a utilização de
formatos de modulação avançados. A implementação intŕınsica de detecção
coerente e processamento digital de sinal proporcionam técnicas de com-
pensação que melhoram o desempenho do sistema de uma forma muito
significativa. Uma vez que, o crescente número de bits por śımbolo exi-
ge uma maior relação sinal-rúıdo óptica e torna o sistema mais senśıvel às
não linearidades da fibra e ao rúıdo de fase do laser, estes algoritmos de
compensação tornam-se essenciais.

Esta dissertação fornece uma ampla visão dos sistemas ópticos coerentes
que inclui, uma extensiva apresentação dos moduladores externos ópticos,
um estudo teórico dos formatos de modulação e do formato do impulso,
uma descrição de algoritmos de compensação e técnicas de detecção e fi-
nalmente, simulações e resultados laboratoriais que permitem concluir qual
é o formato de modulação avançado mais indicado para transmissões ópticas
a elevados ritmos.





Abstract In the last years, optical fibre communications have revealed themselves
as the solution for the increasing demand of high data rates. In fact, no
other communication technology (wireline or wireless) enables transmissions
at Tbps, or even tens of Tbps, as optical communications do. However,
the current passive optical networks do not exhibit aggregate fibre capacity
beyond 10 Gbps and operators except more from them. Therefore, a middle-
term evolution of these PONs, the NG-PON2, has been discussed, being
40 and 10 Gbps the predicted down- and upstream bit rates, respectively.
Nevertheless, these rates upgrades may not be enough in the future, as 3D
formats, new cloud computing services, videoconferencing, on-line games
and alike applications/services become to emerge.

In this context, much research is being carried on. Because of the lim-
ited spectrum and the restrict bandwidth of the electronic devices that
complement the optical transmission system, high spectral efficiency is a
requirement and consequently, the use of advanced modulation formats.
The intrinsic employment of coherent detection and digital signal process-
ing provides compensation techniques that increase hugely the performance
of the system. Once the increasing number of bits per symbol requires
higher optical signal-to-noise ratio and makes the system more sensitive to
fibre nonlinearities and laser phase noise, these compensation algorithms
become essential.

This thesis provides an ample overview of coherent optical systems, which in-
cludes an extensive presentation of external modulators, a theoretical study
of modulation formats and pulse shaping, a description of compensation
algorithms and detection techniques and finally, simulations and laboratory
results that will provide a conclusion about what is the most suited advanced
modulation format for high data rates optical transmissions.
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Chapter 1

Introduction

We are now observing the transition from Information Age, which was characterized by
the ample availability of information, to the Connected Age, where not only man but also
machine are, or can easily be, connected each other in order to simply exchange data or
provide different kinds of services. In fact, the connection of an individual to the rest of the
world can be accomplished with just one click.

Studies provided by IEEE Communications Society R© show that the utilization of the
Internet increased 556% worldwide between 2000 and 2012, being Africa and the Middle East
the Globe regions where the growth was more significant with a percentage of 3607% and
2640%, respectively. On the other hand, regions where the growth was not that flagrant,
such as North America or Europe (153% and 393%, respectively), were the regions where the
Internet penetration has experienced the major growth (78.6% and 63.2%) in the same period
of the time [34].

Particularly, these last numbers were certainly driven by the incredible technological de-
velopment verified in the last decade and also in the 90’s. The arising of smartphones, tablets
and alike smart gadgets together with new applications and web services take us to a new
communication paradigm, in which people make use of social networks, video hosting web-
sites, videoconferencing and search engines to interact with other people around the world
and to keep themselves informed about whatever happens out there.

Nowadays, more than having connections available anywhere, people want to be connected
and get the information they search for as fast as possible. Also, there are other factors that
justify the constant increase of network traffic. E.g., it is predictable that the 3D revolution,
interactive e-learning, telemedicine services, online games and cloud computing services will
hugely contribute to the data rate increase.

And this is how, optical communications (fibre and free-space) reveal themselves as the
only communications technology capable of answering for the huge bit rate demands, as Figure
1.1 illustrates.

1.1 Motivation

As it is shown in Figure 1.1, optical communications are the only technology between both
wireline and wireless solutions, which allow bit rates of order of tens of Terabits. In addition,
it is also the only communication technology whose transmission distance can be as long as
thousands of kilometres, excepting satellite communications.
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Figure 1.1: Regeneration-free transmission distance versus bit rate for various wireless and
wireline communication technologies.[1]

Passive optical networks (PONs) are characterized as a point-to-multipoint (P2MP) ar-
chitecture where all network elements are desirable to be passive, i.e., they do not require
power supplies to operate.

PONs have been the most chosen solution for Fiber-to-the-x (x = home, building, etc.)
(FTTx) deployment, which have been experienced a great development since 2004. As Figure
1.2 shows, the up- and downstream bit rates of the Gigabit-PON (G-PON) standard is 1.25
and 2.5 Gbps, respectively. Then, the increase need of bandwidth and services support ca-
pacity dictates the evolution of the G-PON. From Full Service Access Network (FSAN) and
International Telecommunication Union-Telecommunication (ITU-T) point of view, the evo-
lution is divided into two stages: Next Generation-PON1 (NG-PON1) and Next Generation-
PON2 (NG-PON2). The former is considered a short-term evolution and it is standardised
since 2010, while the latter is considered a medium-term evolution and its standardisation
should be finished in 2015. NG-PON1 is also known as XG-PON or 10G-PON, being the
up- and downstream bit rates 2.5 and 10 Gbps, respectively. The major goal of NG-PON2
deployment is to increase in four times these up- and downstream bit rates values.

In spite of the present aggregate bit rates in the PONs that are deployed worldwide do
not exceed 10Gbps, researches have been developed in order to increase these rates beyond
hundreds of Gbps and even Tbps.

Just note some remarkable work reported in the present year of 2013:

• Schmogrow et al. [35] reported a 100 km transmission through an ultra-large area fibre
(ULAF) of PDM-16QAM at a bit rate of 252Gbps using Nyquist pulse shaping.

• Huang et al. [36] demonstrated a real-time 400Gbps (4×100 Gbps) transmission of DP-
QPSK, using Nyquist pulse shaping, over 3600 km of dispersion-managed fibre (DMF).

• Shahpari et al. [37] investigated a bi-directional Terabit+ (192×10 Gbps) transmission
of Nyquist shaped 16-QAM in a total spectrum of 12.8 nm over 40 km of standard single
mode fibre (SSMF).

From these three successful experiments, one can distinguish a common option: the use of
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Figure 1.2: Passive Optical Networks evolution.[2]

high-order modulation formats together with Nyquist pulse shaping. Particularly, Shahpari et
al. developed their work in the context of future Optical Access Networks (F-OAN), proving
that the choice of the referred modulation formats will result in occupying narrow bandwidth.

The employment of such modulation formats, like Quadrature Phase Shift Keying (QPSK)
and 16-Quadrature Amplitude Modulation (16-QAM), implies the use of coherent detection
together with digital signalling processing (DSP), as it will become apparent in the following
chapters. In fact, the employment of coherent detection and the intrinsic application of
DSP was the reason of the continuous bit rate growth in optical fibre transmissions, as it is
illustrated in Figure 1.3.

However, the use of high modulation formats has its cons. As the number of bits per
symbol increases, the corresponding constellation becomes larger, which requires a much
higher optical signal-to-noise ratio (OSNR) so that a proper transmission can be accomplished.
Also, the system sensitivity to fibre nonlinearities and laser phase noise increases with the
number of bits per symbol as well. Therefore, the modulation format choice has to take into
account these pros and cons.

Finally, Nyquist pulse shaping imposes itself due to its near ideal rectangular spectrum.
Nevertheless, its generation is way more complicated when compared, for instance, with Non-
Return-to-Zero (NRZ).

1.2 Objectives

From what was previously exposed, one can resume the current scenario of optical fibre
communications that has encouraged the study of higher modulation formats such as QPSK
and 16-QAM. The demand for high data rates in today’s world is patent and the operators
expect more from the deployment of passive optical networks worldwide. It is predictable
that the aggregate 10 and 40 Gbps up- and downstream bit rates, respectively, of the NG-
PON2 will become insufficient to answer to the costumers requirements. Therefore, extensive
research work has been carried on in order to accomplished a viable PON architecture to
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Figure 1.3: Evolution of optical transmission capacity and its trends.[3]
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implement in the field as, e.g., the next solution for FTTx. Studies have proved that the
investigation of high modulation formats, and consequently, coherent detection together with
digital signal processing, is the right way to follow, in order to achieve the mentioned goal.

In this context, several modulation formats are addressed in this thesis, as well as, the line
codes and the Nyquist pulse shaping. The intention is to take conclusions about the systems
response to each format by comparing the different pros and cons related to each one and
distinguishing the most probable efficient solution for future PONs.

Therefore, diverse combinations between multi-level signalling, line code and Nyquist pulse
shaping will be studied in terms of achieved bit rate, spectral efficiency/bandwidth saving,
number of transmitted channels and spacing between them. A collateral conclusion will be
the advantages of both coherent detection and digital signal processing.

1.3 Thesis organization

The different topics were organized in such a way that make this document concise and
clear in order to provide the best understanding possible.

In the following, the chapters are briefly described:

• Chapter 2: External Modulators This chapter contains information about external
modulators, whose function is to imprint information into the optical carrier. It begins
with a description of the electro-absorption modulators (EAMs) and electro-optic mod-
ulators (EOMs) by explaining the related physic effects and comparing the performance
of each one of them. Then, the latter is focused more extensively in the remaining of
the chapter, since the Mach-Zehnder modulator is the elected external modulator, for
the advanced modulation formats generation, which falls in the family of the EOMs.

• Chapter 3: Coding and Modulation Formats After presenting the external mod-
ulators, the diverse modulation formats are addressed in this chapter. First, the given
information concerns about the pulse shaping transmitted in the fibre. Therefore, the
two different line codes (Non-Return-to-Zero (NRZ) and Return-to-Zero (RZ)), the par-
tial response signalling (Duobinary) and the Nyquist shaping are exposed and compared
between each other. Then, Section 3.4 describes different modulation formats: their gen-
eration, spectral efficiency, constellation diagram among other features are discuss in
order to characterize each format.

• Chapter 4: Digital Coherent Optical Receivers In this chapter, the advantages
mentioned previously about the use of coherent receivers and digital signalling pro-
cessing (DSP) will become apparent. Before giving highlights about the different ADC
features that should be take into account to do the right choice of such device, detection
techniques are extensively addressed in order to understand the proper detection of each
modulation format. Next, DSP algorithms for transmission impairments compensation
are exposed followed by a summarized information about forward error correction em-
ployment. Finally, the Optical Coherent Receiver analyser is presented. It is a digital
signal processing software in which the received signal is compensated from transmission
impairments.

• Chapter 5: Simulation and Laboratory Experiments In this chapter one can
find the simulation and laboratory results that were obtained in the context of this
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thesis. The first section addresses the developed simulations, which have allowed to
study the impact of the transmissions impairments as well as other aspects of UDWM
transmissions employing several modulation formats, such as the impact of the number
of transmitted channels and the spacing between them. The last section describes the
laboratory work, which validated not only the simulation results, but also proved the
viability of employing Nyquist shaped advanced modulation formats and the consequent
benefits in terms of bandwidth savings and data rates.

• Chapter 6: Conclusions and Future Work As the name indicates itself, the main
conclusions about the developed work will be presented in this chapter. Moreover, it
ends with a perspective of future work.
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Chapter 2

External Modulators

Optical modulation is the process of imprinting data, which is usually available under the
form of an electrical signal, onto an optical carrier by varying one or more of its physical
characteristics. The electrical field of the optical carrier emitted by a continuous wave (CW)
laser is described by [10]

−→
ECW (t) =

√
Pej(ωst+φs)−→e s (2.1)

From this expression, one can conclude that power P(t), phase φ(t), angular carrier fre-
quency ωs and polarization −→e s are the physical characteristics that can be modified to encode
the information. Therefore, intensity, phase, frequency and polarization modulation can be
performed. From now on, the vectorial features will be denoted in bold, rather than with an
arrow.

Intensity modulation can be accomplished by using two distinct strategies: the direct
modulation and the external modulation. In the former, the light intensity is modified by
varying the driving current value of the semiconductor laser. In the latter, the light that is
emitted by the CW laser has a constant emitted power and the modulation is accomplished
by using an external modulator. Figure 2.1 illustrates the concept of these two modulation
techniques.

In the following, only external modulation will be studied because it is the option used to
generate advanced modulation formats at high bit rates in the context of this thesis.

2.1 Electro-Absorption and Electro-Optic Modulators

Electro-absorption modulators (EAM) and Electro-optic modulators (EOM) are the two
different types of external modulators. In EAMs, the modulation is achieved due to the vari-
ation of the absorption of the semiconductor by applying an external electric field. In EOMs,
the application of an external electric field causes a change in the refractive index. Once the
phase of the incoming optical carrier is dependent on the refractive index, the phase modu-
lation can be accomplished. Unfortunately, intensity modulation cannot simply be achieved
by altering the refractive index. In this case, it is necessary to employ an interferometric
structure, which will be presented soon.
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Figure 2.1: Illustration of the concepts of direct (top) and external (bottom) modulation.[4]

Figure 2.2: Models for absorption in (left) bulk materials and (right) quantum-well materials.
[5]

2.1.1 Electro-Absorption Effect

Ternary and quaternary alloys of III-V semiconductors, such as InGaAs and InGaP, grown
in InP substrate are the materials used to produce EAMs operating at 1.3-1.6µm [33].

In bulk materials, the process of changing the absorption coefficient by applying an exter-
nal electric field is called Franz-Keldysh effect, while in quantum-well materials, it is known
as the quantum confined Stark effect (QCSE) [38]. The main difference between bulk and
quantum-well materials is the model for absorption. In the first, an electron is raised from
the valence band to the conduction band by absorbing a photon, maintaining the same mo-
mentum, and the strength of all transitions are considered similar, although energies differ
according to each vertical transition. On the other hand, in the QCSE, only transitions, due
to the absorption of a photon, between states of the same quantum number in both bands
are allowed and the momentum may not be conserved. Figure 2.2 illustrates the transitions
between valence and conduction bands for both bulk and quantum-well materials.

8



Figure 2.3: Illustration of the Franz-Keldysh effect.[6]

The Franz-Keldysh effect was first studied independently in 1958 by Walter Franz and
Leonid Keldysh. Figure 2.3 shows an illustration of the Franz-Keldysh effect where the
semiconductor is under the influence of a reversed bias. The Ev and Ec represent the valence
and conduction bands, respectively. A tilting in the energy bands is achieved by applying an
external electric field E. Therefore, the valence electron can tunnel to the conduction band
more easily, which causes an increase in the absorption of incident photons. The incident
photons energy is given by the Planck’s Law hν and is lower than the bandgap Eg. The
effective shift of the bandgap is described by [6]

∆Eg = −3

2
(
q~E√
m∗

)2/3 (2.2)

where q represents the electron charge, ~ is the Planck’s constant divided by 2π and m∗

is the electron effective mass [kg].

The QCSE is the process of reducing the transition energy Ehp between confined energy
levels for electrons and holes by applying an external electric field in the growth direction
represented in Figure 2.4 as F. If the electrical field increases, the overlap of electron and hole
wavefunctions will be reduced. Thus, the absorption will be decreased as well at the trans-
mission energy. On the other hand, the formation of electron-hole pairs (exciton) improves
the absorption. The QCSE is traduced in a shift of the absorption edge toward longer wave-
lengths in the EAM absorption spectra. Comparing thick and thin quantum wells, one can
conclude that the former shows higher modulation efficiency and the latter provides stronger
absorption [7].

Although quantum well materials offer higher modulation efficiency than the bulk mate-
rials due to the use of the lower drive voltages, these last ones are less wavelength sensitive,
which is traduced in a larger optical bandwidth. In fact, the high modulation efficiency is not
only a consequence of low drive voltages. In EAMs, both optical mode and electrical applied
field are confined in a very small area, which not only allows high modulation efficiency but
also makes the overall optical loss tolerable.

Integrated EML-SOA

Typically, the optical propagation loss has values of about 15 to 20 dB/mm. The residual
absorption in the active layer, the interband absorption loss induced by free carriers in the
highly doped layers and the scaterring loss caused by the roughness of the deep-ridge waveg-
uide sidewalls and defects in the growth material are the main causes of such high propagation
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Figure 2.4: Illustration of the quantum confined Stark effect.[7]

Figure 2.5: Schematic illustration of a monolithically integrated distributed feedback laser,
electroabsorption modulator and a semiconductor optical amplifier.[8]

loss value [33]. However, the possible integration with other devices makes the EAMs a good
solution for many applications. Figure 2.5 illustrates an example of such case.

The electro-absorption modulated laser (EML) is constituted by a distributed feedback
(DFB) laser fabricated together with an EAM in the same substrate. The device shown in
Figure 2.5 is an EML integrated with a semiconductor optical amplifier (EML-SOA). In this
case, the EAM used is a QCSE type modulator. The operator wavelength has to be chosen
carefully because it has to guarantee high absorption swing at EAM section as well as gain
at laser and SOA sections [8].

Frequency Chirping on Electro-Absorption External Modulators

Devices integration such as the one mentioned previously are only possible because EAMs
show good size/integration relation and low drive voltage. However, the chirp generated can
make the long-haul high speed transmission impossible, in spite of being lower than in the
case of the direct modulation. In addition, the chirp is dynamic and dependent with the drive
voltage [39].

Significant changes in absorption causes concomitant changes in real refractive index, such
that electro-absorption is inherently related with electro-refraction through the Kramers-
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Kroning relations [8][6].
Equation 2.3 expresses the complex form of the susceptibility χ and its usual dependence

with frequency ν [8].

χ (ν) = χ′ (ν) + iχ′′ (ν) (2.3)

χ′ (ν) =
2

π
P

∫ ∞
0

ν ′χ′′ (ν ′)

ν ′2 − ν2
dν ′ (2.4)

χ′′ (ν) =
2

π
P

∫ ∞
0

νχ′ (ν ′)

ν2 − ν ′2
dν ′ (2.5)

Equations 2.4 and 2.5 are the Kramers-Kroning relations, which describe the real and
imaginary part of the susceptibility, respectively. P represents the Cauchy first value of the
integrals.

From the Kramers-Kroning relations, the refractive index change ∆n′ as a function of
both wavelength λ and voltage V can be deduce, assuming fairly constant carrier density and
temperature.

Equation 2.6 allows one to verify the relation between the change of the real part of the
refractive index with the absorption change ∆α [8].

∆n′ (λ, V ) =
λ2

2π2
P

∫ ∞
0

∆α (λ′, V )

λ2 − λ′2
dλ′ (2.6)

The change of the imaginary part of the refractive index due to the absorption change is
simply described by [8]

∆n′′ =
λ

4π
∆α (2.7)

Once the change of the real and imaginary parts of the refractive index are already known,
the chirp-parameter αH can now be deduced, once it is defined as [8]

αH =
∆n′

∆n′′
(2.8)

2.1.2 Electro-Optic Effect

The refractive index of some materials, such as Lithium Niobate (LiNbO3), can be modified
by applying an external electric field. This phenomenon is known as the linear electro-optic
effect or Pockets’ effect.

The phase of the incoming optical carrier is related with the refractive index by [9]

φ ≈ 2π

λ
nL− π V

Vπ
(2.9)

where

Vπ =
d

L

λ

rn3
(2.10)

The parameter n, in Equation 2.9, is the refractive index of the material when no electric
field is applied. The half-wave voltage Vπ, known as switching voltage as well, is the applied
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Figure 2.6: Mathematical representation of the linear electro-optic effect. [9]

voltage at which the phase experiences a shift of π. L represents the interaction length,
i.e., the quantity of the waveguide material that is in contact with the electrode where the
electrical field is applied and d represents the distance between the two electrodes.

From Equations 2.9 and 2.10, one can conclude that it is possible to perform phase modu-
lation by applying an external voltage. The mathematical representation of the linear electro-
optic effect is shown in Figure 2.6. As it was already mentioned, the change of the refractive
index itself does not allow intensity modulation.

For the EAM case, the frequency chirping was addressed after the electro-absorption effect
explanation. However, for the EOM case, this issue will be addressed later, after presenting
the dual-drive Mach-Zehnder modulator in order to provide a better understanding of the
concept.

Materials for Electro-Optic Modulators Manufacture

The materials choices are restricted to ternary and quaternary alloys of III-V semicon-
ductors in the case of the EAMs manufacturing. On the other hand, distinct materials have
been studied for several years in the production of EOMs. Thus, it is worth to expose some
features of each one of these materials.

LiNbO3, III-V semiconductors, polymers and, more recently, silicon are the suited mate-
rials to produce EOMs.

The most widely electro-optical material used in external modulators manufacture is
Lithium Niobate (LiNbO3), a ferroelectric anistropic crystal with 3-m crystal symmetry. One
of the reasons to select this crystal is its combination of high electro-optic coefficients and
high optical transparency in the near infrared wavelengths [12]. In addition, the LiNbO3

waveguide can be designed for zero-chirp or adjustable-chirp operation. In fact, zero-chirp
and negative-chirp modulators minimize the negative effects related to fibre dispersion [12].
Another advantage shown by the LiNbO3 is its large Curie temperature, known as Curie
point as well. It means that above the Curie temperature, the crystal no longer exhibits
ferroelectric phases, it becomes to show paraelectric phases [40]. The high Curie temperature
makes LiNbO3 a candidate for fabrication of low-loss optical waveguides through indiffusion
of metals, normally Titanium (Ti). The resulting single-mode waveguide has a much lower
optical propagation loss than the one presented by EAMs. Commonly, the propagation loss
is lower than 0.2 dB/cm. Finally, LiNbO3 external modulator is stable at thermal, chemical
and mechanical levels and it is compatible with conventional integrated-circuit manufacture
[12]. Despite of its pros, the Lithium Niobate has its weaknesses too.

As it was mentioned earlier, the phase modulation is achieved by altering the refractive
index. However, the refractive index changes are small and large driving voltages or long
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electrode lengths are required. Another problem to face is the mismatch between the electrical
and optical propagation constants. This together with electrical attenuation of the electrode
limits the bandwidth [12]. Nevertheless, 40 Gbps and beyond [41] can be achieved due to
LiNbO3 low-loss waveguides, high electro-optic effect and high optical coupling efficiency with
single-mode fibre [33].

Similarly to what happens in EAMs, EOMs can be made of III-V compound materials such
GaAs and InP based on bulk or on multi-quantum-wells (MQW) materials. The relatively
small EO coefficient, 20 times lower than that of the LiNbO3, is compensated by the large
optical refractive indices and the very small region of 2-3µm where optical guided mode can
be confined. At optical wavelength of 1.3-1.6µm, e.g., the refractive indexes of the InP and
GaAs are 3.2 and 3.4, respectively, and the refractive index of the LiNbO3 is 2.2. This leads
to an improvement of 3-4 times for the index change in a linear electro-optic modulation
application [33].

One advantage of InP EOM is its small spot size, which allows large electric fields to
be formed even with small driving voltages. Lower driving voltages leads to lower power
consumption and cost of the modulator. In addition, it is possible to perform monolithic
integration of this kind of EOM with other optical devices such as lasers and SOAs.

Comparing LiNbO3 and InP EOMs, some differences can be pointed out. One of them is
the fact that, in the former case, the refractive index experiences a change in its value and
no significant changes in attenuation constant are verified, while both refractive index and
attenuation constant are modified in the last case. Another difference is the dependence of
the phase change with driving voltage and the wavelength of the optical carrier. In Lithium
Niobate EOMs the phase is linear dependent with the driving voltage, while this dependency
is nonlinear in InP EOMs. In the case of LiNbO3, the wavelength does not affect the phase
change, whereas, in the other case, the phase and amplitude modulation are wavelength
dependent [42].

Organic polymers and silicon are not widely used materials in EOMs manufacture, in
spite of having great potential in future. Polymer EOMs can not only be integrated with
diverse electrical and optical components but also offer very flexible electrode design. In
addition, the optical refractive index is near to that of single-mode optical fibre, so that, good
match between waveguide and fibre modes can be achieved. Despite these features, there
are developments at thermal and photochemical stabilities levels to be perform. Also, power
handling capability is much lower than that of the previous mentioned materials. Recently,
Silicon has been studied as a material for optical devices mostly because it can lead to low-cost
solutions. Note that technology and manufacture infrastructure already exists, which can be
used to produce cost-effective devices in a large scale, and the possible integration of optical
elements and advanced electrics using bipolar and CMOS technology is very attractive.

2.1.3 Comparison of Electro-Absorption and Electro-Optic Modulators

In previous sections, the main characteristics of both EAMs and EOMs were exposed.
The most used modulator is the LiNbO3 EOM, in spite of high driving voltages and large
device length. Despite their advantages, the utilization of EAMs in long-haul systems is
not possible due to frequency chirping. In conclusion, Table 2.1 compares some features of
different materials mentioned before.
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TYPE EOM EAM

III-V Compound
MATERIAL LiNbO3 bulk MQW

Polymer InP

Optical loss low medium medium low high

Driving
voltage

high medium low high low

Chirp low low low low high

Footprint big big small big small

Highest
speed

50 GHz 40 GHz 57 GHz 110 GHz 50 GHz 1

Commercial
use

yes yes yes yes yes

Extra
Bias

control
circuit

- - -

Temperature
stabilizing

unit
1This value may be outdated, since 60 GHz was already reported [43]

Table 2.1: Comparison of electro-optical and electro-absorption modulators [33].

2.2 Phase Modulators

The phase modulator is the simplest EOM. It is an integrated circuit device in which an
optical waveguide is embedded in an electro-optic substrate. One of the most used electro-
optic substrates is the earlier mentioned crystal, the LiNbO3. The dependence between the
phase of optical carrier and the voltage applied to the electrodes is described by Equations
2.9 and 2.10. Once again, one shall emphasize that intensity modulation cannot be achieved.
Figure 2.7 shows a simple scheme of a phase modulator.

At the output of the phase modulator, the electrical field of the optical carrier Eout is
related with the electric field of the incoming optical carrier by [10]

Eout (t) = Ein (t) ejφ(t) (2.11)

Substituting Equation 2.9 in Equation 2.11 and ignoring the constant part of φ (t) [10]

Eout (t) = Ein (t) e
jπ
V

Vπ (2.12)

This way, the dependence of the modulated carrier with the applied external voltage
becomes evident.

2.3 Mach-Zehnder Modulator

Nowadays, the most used interferometric structure in optical transmissions is the Mach-
Zehnder modulator (MZM). Basically, the MZM is the Mach-Zehnder interferometer (MZI)
implementation in an electro-optic crystal.
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Figure 2.7: Phase modulator. [10]

Figure 2.8: Typical layout of a LiNbO3 dual-drive Mach-Zehnder modulator. (Source: Sum-
itomo Osaka Cement Co., Ltd) [11]

The MZI is not only more prominent but also more versatile than other interferometers
such as the Jamin interferometer [44]. However, the theory of interference and the interfer-
ometer itself are not relevant in the context of this thesis. Therefore, in this section, focus
will be given to the operability of the MZM as a whole.

2.3.1 Dual-Drive Mach-Zehnder Modulator

A typical layout of a dual-drive Mach-Zehnder modulator (DD-MZM) is shown in Figure
2.8. Once again, the electro-optical material that is chosen as substrate is the crystal LiNbO3.
The MZI structure is implemented in the substrate by indiffusing Titanium, so that refractive
index is locally raised and waveguides are formed. The modulating signals are applied to gold
travelling wave electrodes.

Figure 2.9 shows a simple schematic of a DD-MZM. The incoming light passes through
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the input waveguide and it is splitted into two beams in the Y-junction. The optical signals
suffer phase shifts φ1 (t) and φ2 (t) due to the applied voltages u1 (t) and u2 (t), respectively,
according to the Pockets’ effect. Keeping in mind the Equation 2.9, the phase shifts are
defined as [10]

φ1 (t) =
u1 (t)

Vπ1
π, φ2 (t) =

u2 (t)

Vπ2
π (2.13)

where [42]

u1 (t) = Vbias1 + vRF1 (t) , u2 (t) = Vbias2 + vRF2 (t) (2.14)

A large amount of parameters influences the phase shift: the chosen electro-optical mate-
rial, the orientation of the applied electric field relatively to the principal axes of the crystal,
the polarization of the optical carrier and the geometry and dimensions of the waveguide. In
fact, a large length interaction (e.g. ∼4 cm for common LiNbO3 modulators) between the
optical and electrical radio frequency driving signals is needed to obtain the desired mod-
ulation and this interaction is only efficient at high frequencies if travelling electrodes are
implemented in the modulator [11].

The fields are then recombined in an output waveguide via another Y-junction. Depending
on the relative phase shifts, the interference at the output Y-junction can vary between
constructive (relative phase shift is 0) and destructive (relative phase shift is π), which can be
demonstrated mathematically. Neglecting the insertion loss in each arm of the modulator and
considering that the power splitting ratios in both input and output Y-junctions are 50/50,
Equation 2.15 [10] expresses the relation between the input and output electrical fields of the
optical carrier.

Eout (t) =
1

2

(
ejφ1(t) + ejφ2(t)

)
Ein (t) (2.15)

It is possible to take some conclusions about the operating modes of the DD-MZM from
Equation 2.15. If the phases induced in each arm are similar, i.e., φ1 (t) = φ2 (t) = φ (t) by,
e.g., setting u1 (t) = u2 (t) = u (t) and Vπ1 = Vπ2 = Vπ, the DD-MZM is operating in a push-
push mode. Therefore, only phase modulation is possible. Note that in these conditions, the
Equation 2.15 is turned into Equation 2.11. Thus, other conditions must be found in order to

achieve intensity modulation. E.g., by setting u1 (t) = −u2 (t) =
u (t)

2
and Vπ1 = Vπ2 = Vπ,

the phase shifts produced in each arm become symmetrical φ1 (t) = −φ2 (t) and in this case,
the modulator is working in push-pull mode. Therefore, intensity modulation becomes evident
by writing Equation 2.15 in a different form [10]

Eout (t) = cos

(
u (t)

2Vπ
π

)
Ein (t) (2.16)

By squaring Equation 2.16, the relation between the input and output powers is obtained
[10]

Pout (t)

Pin (t)
=

1

2
+

1

2
cos

(
u (t)

Vπ
π

)
(2.17)

From Equation 2.17, two conclusions can be taken. First, the power transfer function
of the DD-MZM operating in push-pull mode is periodic with a period 2Vπ. Second, it is
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Figure 2.9: Dual-drive Mach-Zehnder modulator. [10]

Figure 2.10: Operating the MZM in the quadrature point (left) and the minimum transmission
point (right). [10]

important to note that phase modulation can be performed. In fact, when the drive voltage
equals the half-wave voltage, a phase shift of π is induced. However, only binary phase
modulation can be performed.

Figure 2.10 shows not only the field and power transfer functions but also the two possible
operating points of the DD-MZM, which are the quadrature and the minimum transmission
points, depending on the bias voltage Vbias1/2 ( see Equation 2.14).

The DD-MZM is operating at the quadrature point if Vbias1/2 = Vπ1/2/2, i.e., the DC
bias voltage has a value corresponding to a power 3 dB lower than the maximum power of
the transfer function. When DD-MZM is operating in the minimum transmission point, the
Vbias1/2 has a value such that the power is the lowest possible.

2.3.2 Crystal Cuts

There are three different crystal cuts commercially available: x-, y- and z-cut. Actually,
the choice of the crystal axes orientation to the waveguides and the electrodes is critical
because it affects both half-wave voltage and modulator chirp and consequently the efficiency
of the LiNbO3 external modulators.

As it can be seen in Figure 2.11, in the x-cut configuration, the waveguide is placed
between the electrodes and in the z-cut configuration it is found below the electrodes, because
the strongest component of the applied electrical field has to be aligned with the axis that
provides the highest electro-optic coefficient, which is the z-axis.
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The manipulation of x- and y-cut wafers are relatively straightforward. On the other
hand, the handling of the z-cut wafers requires additive precautions because electrical charge
accumulation on the z-faces are produced due to the crystal’s piezoelectric and pyroelectric
properties. In addition, in z-cut wafers, charge migrations and the build-up of pyroelectric
charges lead to bias drift. Therefore, modulators made on these wafers need special design
and packing. Also, a buffer layer is always required in z-cut devices in order to mitigate
the attenuation of the optical mode caused by the metal absorption. This happens because
the waveguides are placed beneath the electrodes. Conductive buffer layers and charge bleed
layers are also produced in z-cut devices to minimize DC drift and pytoelectric charge build-
up, respectively.

The buffer layer is not required in x-cut devices because the waveguide is not placed
beneath the electrode. Nevertheless, it is employed in order to achieve multi-gigahertz op-
eration. The objective of using the buffer layer is velocity matching of the RF and optical
waves. Note the difference between RF dielectric constants of LiNbO3 and optical dielectric
constants for x- and z-cut: εx,z = 44, 28 and εx,z = 4.6, 4.9, respectively [12].

The overlap between RF and optical fields below the hot electrode is improved by a factor
of two, relatively to x-cut, because the RF field flux is more concentrated in this region.
However, the overlap of the fields underneath the ground electrode is minimized by a factor
of three, relatively to x-cut. These two factors together result in an overall improvement of
only about 20% in z-cut Vπ in comparison to x-cut Vπ for single-drive modulators [12].

Defining electro-optic efficiency per unit length as VπL, the overall winner is the non-
buffered x-cut. In fact, this configuration shows about 30% lower VπL than the z-cut waveg-
uide below the hot electrode. But the absence of the buffer layer results in the velocity
mismatch of RF and optical waves, which is responsible for bandwidth limitations. In addi-
tion, 25 Ω electrode impedance of nonbuffered x-cut leads to impedance mismatch and RF
loss. Finally, electrodes of buffered x- and z-cut can be designed for velocity matching and
impedance near to 40 Ω [12].

The annealed proton exchange (APE) process is used to produce LiNbO3 waveguides.
The proton exchange that is performed during this process is only achievable in x- and z-cut
wafers because the acid involved in the process chemically ecthes the y-cut wafers. Perhaps,
this is one of the reasons for not to consider y-cut configuration one of the most common
solutions to produce external modulators. Note that the annealing step in the APE process
is fundamental to obtain high-quality electro-optic waveguides [12].

2.3.3 Frequency Chirping on Single- and Dual-Drive Mach-Zehnder Mod-
ulator

Dual-drive Mach-Zehnder modulator has been introduced ignoring a less complex imple-
mentation of the MZM: the single-drive Mach-Zehnder modulator (SD-MZM). As the name
indicates, in a SD-MZM the refractive index is only modified in one of the MZM arms through
the application of an external electric field.

Equation 2.13 allows one to conclude that phase modulation is performed in this case.
Due to the phase dependency with time, changes in the instantaneous frequency of the signal
can occur, or equivalently, frequency chirping. Frequency chirping is a critical phenomenon
in optical communications, which can even impair the transmission. Normally, it is more
relevant in direct modulation or when EAMs are used to perform the external modulation of
the optical signal, rather then when EOMs are chosen for the same function.
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Figure 2.11: Most common electrode configuration for a) nonbuffered x-cut b) buffered x-cut
c) buffered single-drive z-cut and d) buffered dual-drive z-cut [12].

In external modulation, using electro-optic modulators, the frequency chirping can be
expressed in the same manner as in the direct modulation of a semiconductor laser. The
instantaneous frequency change, in case of the directly modulated lasers (DMLs) with emitted
power P (t), is defined by [11] [45]

δν (t) =
α

4π

(
d

dt
[ln (P (t))] + κP (t)

)
(2.18)

Where α is the linewidth enhancement factor and κ represents the adiabatic chirp coeffi-
cient. The first and second terms are known as the transient and adiabatic chirp, respectively.
The transient chirp occurs when the emitted power varies significantly, i.e., when the applied
electric signal switches from one level to another one. On the other hand, the adiabatic chirp
occurs during the steady states.

In external modulation in which electro-optic modulators are used, the adiabatic chirp is
residual and can be neglected. Therefore, the Equation 2.18 is reduced to [11]

δν (t) =
α

4π

(
1

P (t)

dP (t)

dt

)
(2.19)

Since, the frequency chirping is defined as [6]

δν (t) =
1

2π

dφ (t)

dt
(2.20)

in the EOM case, the α-parameter will result in [46]

α =

dφ (t)

dt
1

2P (t)

dP (t)

dt

(2.21)
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Figure 2.12: Four Phase-Modulator Structure. [13].

From Equation 2.15, an expression for the instantaneous phase can be deduced and there-
fore, its dependence with the driving voltages will become apparent. And that is because the
SD-MZM operation is not chirp-free. The chirp induced by the driving signal applied to one
arm, that contains the data to be imprinted in the optical carrier, can not be compensated
by the driving signal applied to the other one because it does not simply exist.

In DD-MZM the chirp-free operation can be accomplished by balancing the two driving
voltages. This occurs when the modulator is working in push-pull mode described earlier.
Just remember that, in this mode, a driving signal is applied to one branch and its comple-
mentary signal is applied to the other branch. On the other hand, the chirp can be electrically
programmable by imbalancing these driving voltages.

2.4 Four Phase-Modulators Parallel

The Mach-Zehnder modulators, and in particular, the dual-drive Mach-Zehnder modula-
tor, have been widely studied. These researches have allowed to manufacture other devices
based on the integration of not only several DD-MZMs but also DD-MZMs and PMs. One
example of several DD-MZMs combination is the Four Phase-Modulators Parallel, while the
IQ modulator is an example of the combination of DD-MZMs and a PM. The former will be
exposed in this section.

As it can be seen in Figure 2.12, a DD-MZM is implemented in each arm of another
DD-MZM, which is equivalent to four phase modulators working in parallel.

The major benefits of such integrated structure are the decrease of the total insertion
loss and the reduction of the number of polarization controllers required due to the similar
polarization dependence of the inner DD-MZMs that this structure enables.

The inner modulators are x-cut LiNbO3 DD-MZMs operating in push-pull mode. There-
fore, and remembering what was explained previously, the output electrical fields of MZM1
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and MZM2 are described by [13]

m1 (t) =
Ein1

1 + γ1
exp

[
jπ
d1 (t)

2Vπ1
+
jφ1

2

]
+
Ein1γ1

1 + γ1
exp

[
−jπd1 (t)

2Vπ1
− jφ1

2

]
(2.22)

m2 (t) =
Ein2

1 + γ2
exp

[
jπ
d2 (t)

2Vπ2
+
jφ2

2

]
+
Ein2γ2

1 + γ2
exp

[
−jπd2 (t)

2Vπ2
− jφ2

2

]
(2.23)

It is important to note that in Equations 2.22 and 2.23, φ1 and φ2 do not represent the
phase shift caused by the external voltage applied to the electrodes of the upper and lower
DD-MZMs, respectively. They represent the residual phases that appear at the output of the
each inner modulator due to the different interaction lengths of the two arms of MZM1 and
MZM2. γ1 and γ2 are the non negative scaling factors, which are defined as the quotient of
the electrical fields of the lower and upper arm of each inner modulator, i.e., if the electric
field of the upper and lower arms of the MZM1 were represented by Ein11 and Ein12 , the
scaling factor γ1 would be γ1 = Ein12/Ein11 . d1 (t) and d2 (t) are the driving voltages applied
to the upper modulator MZM1 and the lower modulator MZM2, respectively, which will be
responsible for the phase shifts in each arm of the inner MZMs. It is convenient to recover
Equation 2.14 and write these electrical signals as a sum of their DC and AC components
[13]

d1 (t) = D1 + x1 (t) , d2 (t) = D2 + x2 (t) (2.24)

Comparing the two equations, D1/2 is equivalent to Vbias1/2 and d1/2 is the AC electrical
signal that carries the data needed to obtain the desired information at the inner DD-MZM
output, which is similar to vRF1/2

of the Equation 2.14. Also, the information that was
given previously about the operating points and the drive of the dual-drive Mach-Zehnder
modulators remains valid.

Finally, an expression [13] which describes the Eout (t) dependence with Ein (t) can be
deduced from all the information that has been exposed so far. The outer DD-MZM is also
made in a x-cut LiNbO3 design, working in push-pull mode. Therefore, the expression desired
will be similar to Equation 2.22.

Eout (t)

Ein (t)
=

[
1

1 + γ3
exp

(
jπ

D3

2V π3

+
jφ3

2

)
m1 (t)

Ei1
+

γ3

1 + γ3
exp

(
−jπ D3

2V π3

− jφ3

2

)
m2 (t)

Ei2

]
(2.25)

As it can be seen, Equation 2.25 has some similarities with Equations 2.22 and 2.23. φ3 is
the phase difference at the outer DD-MZM output that is caused by the different interaction
lengths of its arms and the non negative scaling factor of the outer modulator is denoted by
γ3. Note that it is necessary to normalize m1 (t) and m2 (t) because the input electric field of
each inner modulator is already dependent on Ein (t), the incoming electric field of the outer
DD-MZM. Basically, the final modulated signal is a result of a combination in a Y-junction
of the two modulated signals of each arm of the outer DD-MZM.

But, one question is now imposed: How can the value of the switching voltages Vπ1 an
Vπ2 be determined?

In order to answer this question, the scaling factors will be considered ideal, i.e., γ1 =
γ2 = γ3 = 1 and the device is in the steady state regime. In these conditions, the Equation
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Figure 2.13: Normalized output power as a function of Dx. [13].

2.25 can be simplified as [13]

Eout (t) =

[
exp

(
jπ

D3

2Vπ3
+
jφ3

2

)
cos

(
π
D1

2Vπ1
+
φ1

2

)]
Ein (t)

+

[
exp

(
−jπ D3

2Vπ3
− jφ3

2

)
cos

(
π
D2

2Vπ2
+
φ2

2

)]
Ein (t)

(2.26)

If D2 is set to Vπ2 − φ2Vπ2/π, the output electrical field of MZM2 is null and Equation
2.26 is simplified to [13]

Eout (t) =
Ein (t)

2
exp

(
jπ

D3

2Vπ3
+
jφ3

2

)
cos

(
π
D1

2Vπ1
+
φ1

2

)
(2.27)

In these conditions, D3 only influences the phase of the modulated electric field. So, if its
value changes, no fluctuations are expected in the power level for a fixed D1. By fixing D3

to a certain value and D2 to Vπ2 − φ2Vπ2/π, it is possible to determine both Vπ1 and φ1.

In practice, when cancelling the output power of MZM1 or MZM2 and D3 is varying,
the fluctuations in the output power level of the outer DD-MZM is not null as it is ideally.
However, the fluctuations are lower than 1.5 dB and the DC extinction ratio of the inner
DD-MZM, whose output power is not null, exceeds 23 dB. Therefore, due to this difference
of values, the output power that is desired to be cancelled can be neglected [13]. In addition,
these results suggest that considering an ideal scaling factor for the modulators is a good
approximation for experimental cases.

The same procedure is valid to find Vπ2 and φ2.

The transfer function of the outer modulator, when one of the output powers of the inner
DD-MZMs is shown in Figure 2.13 and given by [13]

T (Dx) =
1

4

[
cos

(
π
Dx

2Vπx
+
φx
2

)]2

(2.28)

In Equation 2.28 and Figure 2.13, x can be 1 or 2 depending on which inner DD-MZM
has a null output power.
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To determine Vπ3 , both MZM1 and MZM2 must operate in the maximum transmission
point, so that variations of the output power of the outer DD-MZM become dependent on
D3. In this case, the normalized output power is described by [13]

T (D3) =

[
cos

(
π
D3

2Vπ3
+
φ3

2

)]2

(2.29)

Note that the factor 1/4 presented in Equation 2.28 do not take place in Equation 2.29
because no power suppression occurs in inner modulators. In fact, the minimum and maxi-
mum transmission points of Equation 2.29 occur when both phases of MZM1 and MZM2 are
out-of-phase and in-phase, respectively.

A rotation of π/2 can occur in the output electric field of the outer DD-MZM that influ-
ences φ3. If the minimum transmission point of Equation 2.29 is located between 0 V and
both D1 and D2, the inner DD-MZMs are out-of-phase relatively to each other. On the other
hand, if the minimum transmission point is located between 0 V and only one of DC voltages
(D1 or D2), the constructive interference will change to destructive when D1 = D2 = 0V . In
this situation, the mentioned rotation occurs and it will affect the value of φ3.

Moreover, if D3 = 0V and the device is operating above the midpoint, the inner modu-
lators are in-phase for D1 = D2 = 0V . If the device is working below the midpoint, in these
same conditions, MZM1 and MZM2 are out-of-phase.

So far, only the steady state regime was considered. It is now opportune to study an
important phenomenon that occurs during the dynamic regime: the frequency chirping or
simply chirp.

The introduced chirp can be manipulated in order to achieve desired conditions of the
transmission. It is even possible to generate chirp-free signals. Next, an example will be
exposed in order to illustrate such case.

Considering that the signal applied to the hot electrode of MZM2 is not a time dependent
signal D2 and a non-return to zero (NRZ) signal d1 (t) is applied to MZM1, the frequency
chirp, which is described by Equation 2.20, will be dependent on [13]

X1 (t) = π
d1 (t)

2Vπ1
+
φ1

2
(2.30)

X2 (t) = π
D2

2Vπ2
+
φ2

2
(2.31)

X3 (t) = π
D3

2Vπ3
+
φ3

2
(2.32)

X2 and X3 allow not only to shift the chirp polarity introduced in the leading and trailing
edges but also to generate a chirp-free signal. Chirp-free signals are achieved by set X2 =
π/2 + k2π and X3 = k3π, where k2 and k3 are integers [13].

2.5 IQ Modulator

Figure 2.14 shows the external modulator which allows to generate any constellation point
in the complex IQ-plane: the IQ modulator (IQM). As it can be seen, both I arm (I from
in-phase) and Q arm (Q from quadrature) have one DD-MZM operating in the push-pull
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Figure 2.14: IQ modulator (left) complex IQ-plane (right). [10].

mode. A phase modulator is implemented in the lower branch so that a relative phase shift
of π/2 is accomplished.

The output electrical field is given by the addition of the both modulated signals in the
last Y-junction. Without considering the insertion loss, establishing the driving voltage of
the PM to uPM (t) = −Vπ/2 and considering that both DD-MZMs have the same half-wave
voltage Vπ and all split ratios are 50/50, Eout (t) is described by [10]

Eout (t) =

[
cos

(
uI (t)

2Vπ
π

)
+ j cos

(
uQ (t)

2Vπ
π

)]
Ein (t)

2
(2.33)

This way, the in-phase and quadrature components of Eout (t) are clearly exposed and, as
it can be verified, the first is dependent on the driving voltage of the upper DD-MZM, while
the last is imposed by the driving voltage of the lower one. Seeing the output electric field as
a complex number, its absolute value (modulus or magnitude) and its phase (or argument)
are defined by [10]

aIQM (t) =
Ein (t)

2

√
cos2

(
uI (t)

2Vπ
π

)
+ cos2

(
uQ (t)

2Vπ
π

)
(2.34)

ϕIQM (t) = arg

[
cos

(
uI (t)

2Vπ
π

)
, cos

(
uQ (t)

2Vπ
π

)]
(2.35)
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Chapter 3

Coding and Modulation Formats

The original data to be transmitted, which are under the form of an electromagnetic
wave such as the human voice, is not normally adapted to the transmission channel. Thus,
the source signal must be processed in accordance to the channel characteristics, so that an
efficient transmission can be accomplished. Because of this, the coding and the modulation
of the data are essential in the transmission system.

Due to the similarity of the concepts, coding and multi-level signalling can easily be
confused. In fact, the modulation plays a rule as or more important than the coding. The
high-order modulation formats constitute an huge breakthrough in obtaining transmission
rates of 10 Gbps and beyond.

3.1 Line Codes

During the optical signal propagation, the pulses enlarge, interfering with their neighbours.
In the receiver, the incoming signal is sampled, and the original data is recovered by comparing
the sample value with the decision level. Thus, when one symbol overlaps another, it can
modify the value of the sample, causing an error in the detection. This problem is known as
intersymbol interference (ISI).

The easy way to eliminate the ISI is to increase the bandwidth. However, this solution
not only represents a bandwidth waste, but also introduces noise which can be responsible
for the increasing of the error probability.

Line codes are one of the solutions that allow a significant decrease of the ISI, without
bandwidth waste. Inclusively, it is possible to improve the spectral efficiency. Non-Return-to-
Zero (NRZ) and Return-to-Zero (RZ) are two line codes widely used in optical communica-
tions. By applying these line codes to the original data bit sequence, the statistic properties
of the original signal are changed, in order to adapt the signal to the frequency response of
the channel. Independently of being unipolar or bipolar, the difference between NRZ and RZ,
in the time domain, is that the value of the non-zero level in NRZ is maintained during the
entire bit interval Tb whereas in RZ, the non-zero level has the duration of only a portion of
Tb.

The properties that must be evaluated when choosing the proper line code for each situ-
ation are the following [17]:

• Favourable power spectral density: The power spectral density (PSD) of the signal
must be adapted to the frequency response of the channel to avoid significant distortion.
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E.g., if the channel shows a poor low-frequency response, the chosen line code must have
zero power spectral density near DC component.

• Self-synchronization: The line code must allow to extract timing information so that
the receiver can operate in a proper manner. Long sequences of zeros and ones should
be avoided to facilitate the recovery of the clock.

• Error detection and correction: The line code should have error detection capability
and preferably enable the error correction at the receiver.

• Efficiency: The transmission bandwidth must be sufficiently smaller than the channel
bandwidth so that ISI does not become a problem. In addition, the transmitted power
should be as small as possible.

• Transparency: It should be possible to transmit every signal with success indepen-
dently of the patterns of 1’s and 0’s. E.g., a long sequence of 0’s should not provoke
errors in the clock recovery at the receiver.

3.1.1 Power Spectral Density of Non-Return-to-Zero

The PSD of the line code allows to evaluate almost every properties mentioned before.
Particularly, the system attributes, which are related to the spectrum, are the optical fil-
ter bandwidth required for low dispersion and crosstalk, channel spacing required for low
crosstalk, sensitivity to chromatic dispersion and robustness against fibre nonlinearities.

In order to deduce the PSD of the NRZ, one must start to study the line code in the
time-domain.

Both NRZ and RZ can be express as the convolution of two signals. One of them is
described by the rectangular function with an amplitude A and a width of Tb centred at
t = 0s and the other is a series of Dirac deltas with different amplitudes ak centred at kTb,
with k ∈ Z. Representing NRZ by y (t) as the convolution of p (t) and x (t), it results in [17]

y (t) = p (t) ∗ x (t) = Arect

(
t

Tb

)
∗

+∞∑
k=−∞

akδ (t− kTb) (3.1)

The corresponding PSD to y (t) is defined by [17]

Sy (f) = |P (f) |2Sx (f) (3.2)

Applying the Fourier Transform to p (t), P (f) will be described by [17]

P (f) = ATbsinc (fTb) (3.3)

On the other hand, Sx (f) is not simply obtained by applying the Fourier Transform. Its
deduction is quite a bit complicated. It is possible to demonstrate that [17]

Sx (f) =
1

T

+∞∑
n=−∞

Rne
−jωnTb (3.4)
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Figure 3.1: Power spectral density of unipolar NRZ. [14]

where Rn is the autocorrelation of the data, defined as [47]

Rn = E{akak+n} =

N∑
i=1

(akak+n)i Pi (3.5)

N is the total number of possible bit combinations and Pi represents the probability of
having the i-th akak+n product.

For unipolar NRZ, (ak, ak+n) ∈ {(0, 0) , (0, A) , (A, 0) , (A,A)} and the two levels are
equally probable. Thus, the autocorrelation for k = 0 and k 6= n is [47]

R0 = 0 · 0 · 1

2
+A ·A · 1

2
=
A2

2
(3.6)

Rn = 0 · 01

4
+ 0 ·A1

4
+A · 01

4
+A ·A1

4
=
A2

4
(3.7)

The generic equation of Sx (f) becomes [17]

SxunipolarNRZ
=

A2

4Tb
+
A2

4Tb

+∞∑
n=−∞

e−jωnTb =
A2

4Tb
+

A2

4T 2
b

n=∞∑
n=−∞

δ

(
f − n

Tb

)
(3.8)

Substituting Equations 3.3 and 3.8 in Equation 3.2, the resulting expression for unipolar
NRZ is [47]

Sy (f) =
A2Tb

4
sinc2 (fTb)

(
1 +

1

Tb

+∞∑
n=−∞

δ

(
f − n

Tb

))
, n ∈ Z (3.9)

Due to the sinc function, Sy (f) is null at f = n/Tb = nR, where R represents the bit
rate, thus, the Dirac deltas that are located in these points will be cancelled. This means that
the Dirac delta at the null frequency is the only one that is not cancelled. In fact, the most
significant frequency components are located in the main spectral lobe. Figure 3.1 illustrates
the PSD of the unipolar NRZ.

The resulting PSD of polar NRZ is very similar to the previous one and its theoretical
expression is obtained with the same steps. Equations 3.2 - 3.4 are still valid. However, the
autocorrelation is slightly different.
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Figure 3.2: Power spectral density of polar NRZ. [14]

For polar NRZ, (ak, ak+n) ∈ {(−A,−A) , (−A,A) , (A,−A) , (A,A)} and the two levels are
equally probable. The autocorrelation is then [47]

R0 = (−A) · (−A) · 1

2
+A ·A1

2
= A2 (3.10)

Rn = (−A) · (−A) · 1

4
+ (−A) ·A · 1

4
+A · (−A) · 1

4
+A ·A · 1

4
= 0 (3.11)

Therefore, the Equation 3.4 is simply reduce to A2/Tb. The resulting PSD is [47]

SypolarNRZ
(f) = A2Tbsinc2 (fTb) (3.12)

Figure 3.2 shows the PSD of polar NRZ. The main difference between the two PSDs
already shown is the absence of Dirac deltas in the last one. Note that the location of the
nulls, which are dictated by Equation 3.3, remains at f = kR, k ∈ Z \ {0}.

3.1.2 Power Spectral Density of Return-to-Zero

As it was mentioned in the previous subsection, the RZ is also the result of the convolution
of two signals. The difference is the width of the rectangular function, which in this case is
only a portion of the bit interval. E.g., if the duty cycle is 50%, the width will be Tb/2.
Therefore, the RZ line code is defined in the time-domain by [17]

y (t) = Arect

(
t

Tb/2

)
∗

+∞∑
k=−∞

akδ (t− kTb) (3.13)

The decrease of the width will cause a change in the Fourier Transform as well [17]

P (f) =
ATb

2
sinc

(
f
Tb
2

)
(3.14)

Nevertheless, Equation 3.2 remains the same and Sx (f) is equal to that of unipolar NRZ
because the conditions are the same too. Thus, the PSD for unipolar RZ for 50% duty cycle
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Figure 3.3: Power spectral density of unipolar RZ. [14]

is given by [47]

SyunipolarRZ
(f) =

Tb
16
mathrmsinc2

(
f
Tb
2

)(
1 +

1

Tb

+∞∑
n=−∞

δ

(
f − n

Tb

))
, n ∈ Z (3.15)

From Equation 3.15, it can be conclude that Sy (f) is null at f = n2/Tb = 2nR. Thus, the
Dirac deltas are located at f = kR, where k is an odd integer. Like in the previous case, the
most relevant frequency components are located in the main spectra lobe. Figure 3.3 shows
the PSD of unipolar RZ.

It is possible to obtain the PSD of polar RZ through the combination of some information
given in the deductions of the previous PSDs. Once again, Equation 3.2 is valid. The pulse
shape is rectangular with a width of Tb/2. So, in this case, P (f) is given by Equation 3.14
as in the case described above. On its side, Sx (f) is equal to that of the polar NRZ because
amplitudes (ak, ak+n) can take one of the two values – A or -A – and both have the same
probability of occurring, as in the mentioned case. This results in [48]

SypolarRZ
(f) =

A2Tb
4

sinc2 (fTb/2) (3.16)

The bipolar RZ, also known as Alternate Mark Invertion (AMI), is a special case. The
amplitudes (ak, ak+n) can take one of three values. Logic 1’s are coded alternately with A
and -A, while the null power level corresponds to logic 0’s.

Although Equations 3.2 and 3.14 remain valid, the PSD of the bipolar RZ is described
by a somewhat different expression, comparing to the already exposed equations. This is
because the autocorrelation is affected by the interchange of symmetric levels correspondent
to consecutive 1’s.

1’s and 0’s are likely probable, i.e., the products A ·A or (−A) · (−A) and 0 · 0 occur with
the same probability of 1/2. Therefore, the autocorrelation for n = 0 is [47]

R0 = A2 · 1

2
+ 02 · 1

2
(3.17)

Now, consider the particular case of consecutive and adjacent 1’s. This will obligate to
distinguish the autocorrelation for |n| = 1 from the one for |n| > 1. Table 3.1 shows the
possible combinations of adjacent bits and the products needed to calculate R1 [47]

R1 = 0 · 1

4
+ 0 · 1

4
+ 0 · 1

4
+ (−A)2 · 1

4
=
−A2

4
(3.18)
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Adjacent Bits (0, 0) (0, 1) (1, 0) (1, 1)

(0, A) (A, 0) (A,A)
(ak, ak+1) (0, 0)

(0,−A) (−A, 0) (−A,−A)

Product 0 0 0 A2

Table 3.1: (ak, ak+1) for R1 in th case of bipolar RZ.

Similarly, Table 3.2 shows the possible combinations of (ak, ak+n) values, for |n| > 1.
Taking into account these combinations and that they occur with the same probability of
1/4, the autocorrelation is given by [47]

Rn = 0 · 1

4
+ 0 · 1

4
+ 0 · 1

4
+A2 1

8
+ (−A)2 · 1

8
= 0 (3.19)

Combinations (0, 0) (0, 1) (1, 0) (1, 1)
(A,A)

(0, A) (A, 0) (A,−A)
(ak, ak+1) (0, 0)

(0,−A) (−A, 0) (−A,A)

(−A,−A)

A2

Product 0 0 0 −A2

Table 3.2: (ak, ak+n) for Rn, n > 1 in the case of bipolar RZ.

At this moment, all conditions are met to write the Sx (f) and, consequently, the PSD of
bipolar RZ [47]

SxbipolarRZ
(f) =

1

Tb

(
1

2
+
−A2

4
ejωTb +

−A2

4
e−jωTb

)
=

1

2Tb
(1− cos (2πfTb)) (3.20)

SybipolarRZ
(f) =

A2Tb
4

sinc2

(
f
Tb
2

)
sin2 (πfTb) (3.21)

Therefore, it is proved that, actually, the PSD of the bipolar RZ is defined by a somewhat
different expression comparing to the already exposed equations. As Equation 3.21 proves,
this PSD does not show any Dirac delta, and more important, the spectral components near
DC have a residual value, as Figure 3.4 shows.

3.1.3 Comparison of Non-Return-to-Zero and Return-to-Zero

The previously mentioned line codes are not only used in intensity-modulated direct-
detection (IM-DD) systems. However, this will be the type of the systems considered in this
subsection because they allow a more straight forward comparison of the two mentioned line
codes. In these kind of system, the information is transported in the amplitude of the optical
carrier and the receiver is basically a photodiode which converts the incident optical power
in electrical power according to the amplitude of the received optical signal.
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Figure 3.4: Power spectral density of bipolar RZ (know as AMI as well). [14]

In the early days of fibre-optical communications, NRZ was probably the most widely
used line code. The need of two external modulators to generate RZ pulses in the optical
domain, which will be discussed in the next subsection, is one of the reasons. Other reason
to choose NRZ over RZ is easily deduced from the previous study of the PSDs, which allows
one to conclude that NRZ has a narrowed spectrum than the one that correspondents to RZ.
Also in the electrical domain, the required electrical bandwidth in case of using NRZ line
code is narrower comparing to RZ case. Moreover, the transceivers employed in systems that
use NRZ are less complex than the ones that are implemented in systems that use RZ line
code. On the other hand, the larger width of the NRZ pulses can increase the ISI [49].

Nevertheless, the RZ pulse shape allows to increase the robustness against polarization
mode dispersion (PMD). In addition, comparing to NRZ, RZ achieves a 1-2 dB advantage
in optically pre-amplified receiver sensitivity and, more important, RZ can show a better
performance over NRZ in certain cases where chromatic dispersion and fibre nonlinearities
are present. However, RZ shows less spectral efficiency.

Carrier-suppressed Return-to-Zero (CS-RZ), a special form of RZ line code, is even more
resistant against fibre nonlinearities and transmission impairments.

Table 3.3 summarizes comparisons related with bandwidth, clock recovery, DC component
and error detections.

3.1.4 Pulse Carving

There are two distinct techniques of imprinting RZ line code in a CW lightwave. It can be
generated under the form of an electrical field, which will then drive the external modulator.
However, with today’s technology, it is not possible to reach bit rates beyond 10 Gbps using
this solution. Another option is to carve pulses out of the CW lightwave using an additional
modulator, so-called pulse carver, as it is shown in Figure 3.5. This technique enables to
reach bit rates of 40 Gbps and beyond [16].

The pulse carver can be either an EAM or a MZM, which is driven with a sinusoidal signal.
Note that, multi-gigahertz sinusoidal signal with considerable drive amplitudes are easily
generated. If the choice is the EAM, low duty cycle optical pulses can be achieved. Therefore,
this solution is suited for optical time division multiplexing (OTDM) systems. However,
EAMs show variable absorption characteristics and residual chirp, as it was mentioned in
Section 2.1. Because of this, the pulse carver is usually a sinusoidally driven MZM. In this
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Line
Code

Advantages Disadvantages

Unipolar
NRZ

- Relatively easy to generate; - DC component:waste of power

- First zero crossing at R. - Large spectral density near DC;
- Poor clock recovery: long sequence
of 1’s or 0’s will cause a loss of clock
signal.

Polar
NRZ

- Relatively easy to generate; - Large spectral density near DC;

- First zero crossing at R.
- poor clock recovery: long sequence of
1’s or 0’s will cause loss of clock signal.

Unipolar
RZ

- Good clock recovery: periodic
impulses at f = nR can be use for
clock recovery.

- First zero crossing at 2R;

- DC component: waste of power;
- Large spectral density near DC.

Polar
RZ

-Good clock recovery: large
sequence of 1’s or 0’s does not
affect the clock recovery;

- first zero crossing at 2R;

- Null at DC. - No error detection.

Bipolar
RZ

- Good clock recovery: possible to
convert bipolar RZ to unipolar RZ
using full-wave rectification;

- Not transparent: long sequence of
0’s will cause loss of clock;

- First zero crossing at R.
- The receiver has to distinguish
between three logic levels.

- Null at DC;
- Single-error-detection: reception
of two or more consecutive 1s with
same polarity indicates an error.

Table 3.3: Comparison of diverse line codes.

case, three carving methods can be employed, as it is shown in Figure 3.6.

• Duty cycle of 50% The frequency of the sinusoidal driving signal of the MZM is equal
to the bit rate and its peak-to-peak amplitude is Vπ between the maximum and the
minimum transmission point. This way, RZ pulses with a full-width at half-maximum
(FWHM) duration equal to 50% of the bit slot are generated.

• Duty cycle of 33% The frequency of the sinusoidal driving signal is half bit rate
and its peak-to-peak amplitude is 2Vπ between two consecutive minimum transmission
points. The resulting signal has a duty-cycle of 33%.

• Duty cycle of 67% The frequency and the peak-to-peak amplitude of the driving
signal are equal, comparing to the previous case. The difference is the bias point, which
in this case, is the minimum transmission point. Therefore, RZ pulses with a duty cycle
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Figure 3.5: Generation of RZ signals using cascade MZMs. Modulator 1 is the pulse carver
and Modulator 2 modulates the amplitude of the RZ signals according to data. [15]

of 67% and with alternating phase are generated. A signal with these characteristics is
the previous mentioned CSRZ.

A data symbol sequence {In}+∞n=−∞ is generated by the second external modulator repre-
sented in Figure 3.5 as Modulator 2 and it can be drawn from any modulation format, such
as OOK or QPSK. This data sequence is modulated onto the periodic RZ pulse train from
the first modulator output that is referred in the same figure as Modulator 1. Therefore, the
electric field at the second external modulator output is given by [15]

E2,out (t) =
+∞∑

n=−∞
InEi (t− nTs) (3.22)

where Ts is the symbol interval and Ei is the electric field waveform for isolated 33%, 50%
and 67% RZ pulses defined as [15]

E33 (t) =


1√
E33

sin

(
π

2

[
1 + sin

(
πt

Ts

)])
, −Ts

2
≤ t ≥ Ts

2

0, otherwise
(3.23)

E50 (t) =


1√
E50

sin

(
π

4

[
1 + sin

(
2πt

Ts

)])
, −Ts

2
≤ t ≥ Ts

2

0, otherwise
(3.24)

E67 (t) =


1√
E67

sin

(
π

2
cos

(
πt

Ts

))
, −Ts

2
≤ t ≥ Ts

2

0, otherwise
(3.25)

3.2 Partial Response Signalling

The duobinary is a specific type of partial response signalling. In this particular type of
signalling two consecutive pulses are combined with each other. The signals are correlated in
time and the resulting signal has a duration longer than Tb, i.e., only a part of the resulting
signal is present in the bit interval and that is why this is called partial response signalling.
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Figure 3.6: 33%, 50% and 67% duty cycle RZ using a sinusoidally driven MZM as pulse
carver. (Adapted from [16])

Nowadays, duobinary is considered one of the most up-and-coming cost-effective solutions
to use the existing 10 Gbps WDM long-haul transmission infrastructures to deploy 40 Gbps
technology. This means that the design of the transmitter, receiver and transmission lines
does not need to be modified, it is only necessary to replace 10 Gbps channels by 40 Gbps
ones. In fact, a spectral efficiency of 0.8 bit/s/Hz at 40 Gbps per channel was already reported
[18]. High spectral efficiency and high bit rates are achievable due to low spectral occupancy
and high tolerance to chromatic dispersion.

In the time domain, one can define duobinary as [17]

ydb (t) = Σ+∞
k=−∞xkh (t− kT ) , k ∈ Z (3.26)

Where [17]

h (t) =

4 cos

(
π (t− T/2)

T

)
π

(
1− 4(t− T/2)2

T 2

) (3.27)

And xk represents the k-th bit of the data sequence. Equation 3.27 is much more simple
in discrete time domain [17]

h (nT ) =

{
1, n = 0, 1

0, otherwise
(3.28)
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Figure 3.7: Duobinary pulses shape and the consequent ISI. (Adapted from [17])

Thus, from Equations 3.26 - 3.28, one can conclude that ISI exists. However, the existing
ISI is introduced in a controlled manner. Note that only the k-1 adjacent neighbour interferes
in the k data bit, as it is shown in Figure 3.7. This way, the k data bit in the receiver input
is defined as [17]

yk = xk + xk−1 (3.29)

This means that yk can take only three distinct values. E.g., if xk ∈ {−1, 1}, yk will be -2,
0 or 2. Therefore, the received signal, i.e. after the demodulation, would have an amplitude
of 2 or null and a phase of π or 0 rad. Normally, a π phase shift takes place between two
groups of 1’s when the number of 0’s in-between is odd.

Duobinary can fit into two different categories: the standard duobinary and phase-shaped
binary transmission (PSBT). Although duobinary shows absence of power during logic 0’s,
PSBT exhibits small bounces of power, as it can be seen in Figure 3.8. The π phase shifts,
that occur in the middle of these bounces, limit significantly the effect of ISI in PSBT. On
the other hand, they also limit the eye diagram opening and consequently this degrades the
back-to-back OSNR sensitivity of PSBT when compared with NRZ. In the case of duobinary,
the π/2 phase shifts that occur before and after an even number of consecutive 0’s, does not
limit the impact of ISI, only the π phase shifts that occur before and after an odd number of
consecutive 0’s contribute for the limitation of the impact of ISI. In addition, the similarity
of NRZ and duobinary intensity profiles suggests that amplified spontaneous emission (ASE)
noise produces identical effects in both cases.

Figure 3.9 shows two possible configurations to generate standard duobinary using the
delay-and-add filtering method, and three configurations to produce PSBT using the low-
filtering technique. After differential pre-coding, the delay-and-add filtering method is per-
formed in the electrical domain for ”electrical” duobinary and it is accomplished in the optical
domain for ”optical” duobinary. In the optical domain, the filtering requires a constructive
port of a Mach-Zehnder 1-bit delayed interferometer (MZDI) and it is employed after a dif-
ferential phase shift keying transmitter (DPSK). In electrical domain, the filtering consists in
adding the signal and its replica delayed of 1-bit duration. After the differential pre-coding,
the ”electrical” PSBT is performed by the electrical fifth-order Bessel low-pass filter (LPF),
whose cut-off frequency is of about 11.2 GHz, 28% of the bit rate (40 Gbps). As in the ”op-
tical” duobinary case, the DPSK transmitter is also needed to generate the ”optical” PSBT.
The filtering is achievable through an optical Gaussian band-pass filter (BPF), whose 3-dB
bandwidth is of about 22.4 GHz, 52% of the bit rate. The ”optimum” PSBT is a combination
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Figure 3.8: Intensity (blue) and phase (red) of NRZ, standard duobinary e PSBT correspond-
ing to sequence ’1110010100111’. [18]

of the ”electrical” and ”optical” PSBT. The fifth-order Bessel LPF is employed after the pre-
coder and its cut-off frequency is of about 15.2 GHz. The second-order Gaussian BPF, whose
band-pass filter was increased to 32.8 GHz, is implemented after the DPSK transmitter.

The eye diagrams and the PSDs, that are represented in Figure 3.9, allow to take some
conclusions about the performance of the different configurations. Particularly, one can see
that the eye diagrams corresponding to standard duobinary are very similar to that of NRZ
and their PSDs are not very different from that of NRZ also. Comparing all the PSDs, one
can verify that the ”Optimum” PSBT has the narrowest spectrum.

3.2.1 Comparison of Duobinary and Non-Return-to-Zero

Other simulations realized owing VPI TransmissionMakerTM by Tan et al. show that
[18]:

• Back-to-back OSNR sensitivity At BER = 10−9, ”Optimum” PSBT exhibit the
best back-to-back OSNR sensitivity. The sensitivity curves of ”electrical” and ”optical”
duobinary are perfectly coincident and identical to the one of NRZ. The worst perfor-
mances belong to ”electrical” and ”optical” PSBT due to the energy bounces located
in 0’s slots.

• Robustness to residual CD and first-order PMD The highest robustness to resid-
ual CD was shown by ”electrical” and ”optical” PSBT because of the π phase shifts
that were mentioned earlier. It was also verified that both standard duobinary and
NRZ show very identical resilience to residual CD. In addition, PSBT pulses keep their
shape and integrity when a residual CD of 170 ps/nm is applied. Considering the PMD,
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Figure 3.9: Configuration of standard duobinary and PSBT transmitters and their correspon-
dent eye diagram and spectrum. [18]
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both duobinary and PSBT presented 1 dB OSNR penalty for a differential group delay
(DGD) (which some authors consider to be PMD magnitude) of 6 ps. It shows that
duobinary and PSBT have worse robustness to PMD than NRZ (8 ps) due to their nar-
rower spectrum, or equivalently, their wider temporal pulse width. But this behaviour
against PMD can be reversed if residual CD is presented.

• Robustness to Intrachannel Transmission Impairments The minimum BER of
”electrical”, ”optical” duobinary and ”optical” PSBT was slightly better than that of
NRZ, what means that they show more resilience against to intrachannel nonlinearities
than NRZ. ”Optimum” PSBT shown a minimum BER 2 decades better than that
of NRZ, which means the first has more tolerance to intrachannel nonlinearities than
the last. In spite of its worse BER, ”electrical” PSBT shows better robustness to
intrachannel transmission impairments than NRZ.

• Robustness to WDM Transmission Impairments Because of their narrow spec-
trum, all PSBT formats are considerably less affected than NRZ and both standard
duobinary formats by the reduction of the channel spacing from 100 to 50 GHz. The
BER of NRZ suffered a decrease of 6 decades, while the BER of the both ”electrical”
and ”optical” duobinary suffered a degradation of 3.5 dB. In opposition of what one
could suppose, the interchannel nonlinearities is not the main reason of the degrada-
tion of the PSBT performance. The ”Optical” PSBT was the one of the three PSBT
formats whose transmission quality suffered the more, owing the presence of multiplex-
ers and de-multiplexers, which distort its optimal optical filtering function rather than
intercahnnel nonlinearities.

3.3 Nyquist Shaping

In spite of the high bit rates that are achieved with duobinary employment, Tbps super
channels require even more advanced pulse shapes. In fact, these super channels are likely
to emerge within this decade, allowing, e. g., foreseeable 3D media revolution and new cloud
services [50].

Digital signal processing together with finite impulse response (FIR) filters and digital-
to-analogue converters (DACs) enable the generation of a variety of pulse shapes, generally
known as Nyquist pulses. One of them is the root-raised cosine (RRC). This particular pulse
shape enables a spectral efficiency improvement and a better out-of-band attenuation when
compared with the pulse shapes that were mentioned in the previous sections. Other pulse
shapes can be generated using the same technique to improve other aspects such as the
peak-to-average power ratio (PAPR) or the sensitivity to timing jitter.

Zero ISI is imposed in Nyquist shaping, whereas in other cases like duobinary, ISI is
introduced in a controlled manner as it was exposed in Section 3.2. Therefore, the Nyquist’s
first criterion stipulates that the contributions of the adjacent received waveforms at the
sampling instants T, 2T, 3T, ..., nT must be null. In time domain, this criterion results in [19]

p (kT ) =

{
1, k = 0

0, k 6= 0
(3.30)
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Figure 3.10: Nyquist pulse shaping power spectral density for α = 0 (solid line) and α = 1
(dashed line). [19]

where k ∈ Z and T is the symbol interval. In the frequency domain, the impulse response
of a Nyquist pulse shaping filter is expressed by [19]

+∞∑
k=−∞

= P (f − k/T ) = T (3.31)

which means that the sum of the delayed pulses spectra by k/T, k ∈ Z must be T, or in
a general way, a constant value.

Nyquist also demonstrated that 2W independent symbols per second can be transmitted
through a channel whose bandwidth is W . This together with Nyquist’s first criterion, results
in the Nyquist pulse without excess bandwidth, i. e., with a roll-off factor α of 0 [19]

P (f) =

{
T, |f | < 1/ (2T )

0, |f | ≥ 1/ (2T )
(3.32)

Figure 3.10 shows that Nyquist pulses with an excess bandwidth of 100%, i. e., α = 1 ,
also satisfies the Nyquist’s first criterion. However, the bandwidth in this case is twice the
minimum-bandwidth Nyquist pulse, which corresponds to α = 0.

Instead of using the roll-off factor α ∈ [0, 1], some authors use the variable β ∈ [0, r/2],
where r = 1/T is the symbol rate. In this case, the minimum required transmission bandwidth
is interpreted as [20]

B = r/2 + β (3.33)

For β = 0, the impulse response decay rate is very slow (Figure 3.11(b)), resulting in a
high PAPR and a bigger sensitivity to synchronization errors. A faster decay rate is obtained
by increasing the roll-off factor. Thus, Equation 3.32 has to be modified in order to comprise
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Figure 3.11: Nyquist pulse shaping (a) frequency domain and (b) time domain for β =
0, r/4, r/2, where D = T . [20]

all possible roll-off factor values [20]

P (f) =


T, |f | < 1/(2T )− β

T cos2

[
π

4β

(
|f | − 1

2T
+ β

)]
,

1

2T
− β ≤ |f | < 1

2T
+ β

0, |f | ≥ 1

2T
+ β

(3.34)

In the time domain, this Nyquist pulse is described by [20]

p (t) =
cos (2πβt)

1− (4βt)2 sinc (rt) (3.35)

Figure 3.11 illustrates the Nyquist pulse shaping in both frequency and time domain. As
it can be seen, the impulse response decays more rapidly, as well as the trailing oscillations,
as β increases.

For an excess bandwidth of 100%, or equivalently, β = r/2, the Nyquist spectrum defined
by Equation 3.31 is reduced to the raised cosine spectrum [20]

P (f) = T cos2

(
πf

2r

)
=
T

2

[
1 + cos

(
πf

r

)]
, |f | ≤ r (3.36)

And the corresponding pulse shape is [20]

p (t) =
sinc (2rt)

1− (2rt)2 (3.37)

In this particular case, the half-amplitude width is precisely the symbol interval T and
additional zero crossings appear at t = ±1.5T ,±2.5T , .... Thus, a polar signal constructed
with raised cosine pulses will have zero crossings halfway between the pulses centres when the
amplitude modifies polarity, as it is shown in Figure 3.12. These zero crossings simplify the
clock recovery. However, note the wider bandwidth comparing to that of β = 0.

Since the impulse response decay rate is important in respect to system’s sensitivity to
synchronization errors, research was conducted in order to increase it [19]. These works result
in an approximation to the root-raised cosine pulse, which is simply defined as the square-root
of Equation 3.37.
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Figure 3.12: Nyquist pulse shaping sequence 10110100 for β = r/2 [20]

Figure 3.13: Impulse response of root-raised cosine (solid line) and its approximation (dashed
line) for excess bandwidth of (a) 50% and (b) 100%. [19]

For excess bandwidth between 0% and 100%, this approximation is defined by [19]

√
p (t) =

(
1−

√
1/2
)

(1− α) sinc ((1− α)πt) +
√

1/2 (1 + α) sinc ((1 + α)πt) (3.38)

Figure 3.13 shows the desired impulse response decay rate increase, though it is a slightly
change relatively to the original root-raised cosine pulse shape.

However, the bandwidth can be the decision factor instead of the impulse decay rate. In
that case, the roll-off factor should be null, corresponding to the minimum-bandwidth Nyquist
pulse B = r/2. For this particular value, the pulse shape is known as the sinc-shaped Nyquist
pulse [21].

3.3.1 Nyquist Pulses Generation

The exact minimum-bandwidth Nyquist pulse B = r/2, where r is the symbol rate,
requires a sinc-function infinitely extended in time. However, in practice, Nyquist pulses’
length has to be finite in time. This is achieved by using finite impulse response (FIR) filters.
Oversampling by a factor of q is employed too in order to separate the baseband spectrum
from its periodic repetitions.

In a FIR filter of order R, a series of R delay elements Ts/q, where Ts represents the
symbol interval, are located in-between the R + 1 taps. Therefore, if R = 0, the ”one-tap”
filter reproduces the filter input. Note that a too small filter order can deteriorate the signal
in a very significant way because of the presence of quantization noise.
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Figure 3.14: FIR filter of order R, where hr era the filter coefficients. [21]

The filter output is the sum result of the input filter and R tapped, weighted signals, as
it is shown in Figure 3.14.

The PSDs depicted in Figure 3.15(b)-(d), are the convolution of the sinc-shaped spectrum
of the rectangular time window with the rectangular spectrum of an infinitely extended tem-
poral sinc-pulse. In this figure, the FIR filter of order R corresponds to the rectangular time
window represented in the left column by the green solid line.

As it can be verified in Figure 3.15(b)-(d), the PSDs evolve towards an ideal rectangle
as the filter order increases. In fact, for R = 1024, the ideal spectrum is almost achieved.
However, strong ringing at the steep spectral slopes occur due to Gibb’s phenomenon. In spite
of leading to a smoother spectrum and a stronger suppression of side lobes, non-rectangular
window functions, such as Hann or Hamming windows, lead also to a wider spectrum, which
results in spectral efficiency reduction. This is why rectangular windows are chosen.

3.3.2 Comparison of Nyquist Shaping and Non-Return-to-Zero

The principal advantage of Nyquist pulse shaping when comparing with NRZ is the nar-
rower bandwidth, which is half the bandwidth required for NRZ formats, as it is illustrated
in Figure 3.15. Consequently, the spectral efficiency in the Nyquist shaping case is higher
than that in the NRZ case. In fact, this benefit make the Nyquist pulses a promising suitable
solution to be employed in WDM networks.

A particular case is the Nyquist-Wavelength Division Multiplexing (N-WDM), where the
Nyquist pulse shape has a near zero roll-off factor, allowing the decrease of the WDM channel
frequency spacing from twice the symbol rate for NRZ formats to the symbol rate for Nyquist
pulse shaping. E.g., for an optical transmission of 16-QAM formats at 10 Gbps, 5 GHz is
the minimum channel spacing required for NRZ line code employment, while 2.5 GHz is the
minimum channel spacing required for Nyquist pulse shaping.

Regarding to signal reception, no significant differences are verified comparing both cases.
E. g., for advanced modulation formats like M-ary QAM, the Nyquist signal reception is
similar to that of NRZ signal. As it will be discussed further, the incoming signal is down-
converted to the baseband by a coherent receiver. Next, the signal is sampled by digital-to-
analogue converters (DACs), and finally, it is processed in the digital domain.

Furthermore, the clock recovery is essential for receiver synchronization. For NRZ signals,
this is usually accomplished by squaring the signals before performing the fast Fourier trans-
form over several received symbols [21]. This procedure enables one to extract the clock signal
from the discrete frequency components that are located at the symbol rate. However, this
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Figure 3.15: Impulse responses (left column) and transfer functions in a linear scale (middle
column) and in a logarithm scale (right column) of FIR filters with various orders R. All
pulses in these plots have been q-fold oversampled with q = 2 [21]

technique is not effective in the Nyquist shaping case, once the mentioned peaks disappear.
Therefore, alternative algorithms for clock recovery are required [21] [51].

3.4 Multi-level Signalling

Optical modulation formats are essential to design flexible and cost-effective WDM fibre
networks operating at bit rates beyond 40 Gbps.

The physical characteristic of the CW lightwave which is modified to convey the digital
data and the number of symbols considered to represent the binary transmit information are
the key features to classify diverse optical modulation formats.

As it was already exposed in Chapter 2, the physical quantities, which can be modified to
carry binary data through an optical fibre, are the amplitude, the phase and the polarization.
The first two features have been widely studied and employed, while the last one has been
discarded itself in some way. One of the reasons not to give much attention to Polarization-
Shift Keying (Pol-SK), without combining it with other physical characteristic modulation,
is the required active polarization management at the receiver. Another reason is the fact
that Pol-SK does not offer the significant receiver sensitivity improvement over intensity
modulation that justify the additional receiver complexity that is associated with Pol-SK [1].
Nevertheless, Polarization Division Multiplexing (PDM) has been used in last years to double
the system capacity, or equivalently, the spectral efficiency. This is accomplished because the
information is conveyed in two orthogonal states of polarization.

On their side, amplitude and/or phase modulation result in a multi-level signalling, in
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Figure 3.16: Driving the DD-MZM in push-pull mode at the quadrature point to obtain ASK
and its corresponding constellation diagram.

which N data bits are encoded on 2N = M symbols, whose symbol rate is r = R/N , being
R the bit rate. Each symbol bk, with k ∈ N0, is represented as a complex number in the
complex IQ-plane. Note that lower symbol rates allow not only to increase the robustness
against dispersive signal distortions as CD and PMD, but also to simplify digital electric
signal processing. Moreover, multi-level signalling enables high spectral efficiencies.

On the other hand, the system tolerance to noise is reduced as M grows.

3.4.1 Amplitude Shift Keying

Multi-level Amplitude Shift Keying (M-ASK), known as multi-level Intensity Modulation
(IM) as well, is the most simple multi-level format, in which the information is encoded in
the amplitude of the optical carrier, resulting in different intensity levels.

2-ASK, commonly known as binary On-Off Keying (OOK), is the employed ASK format
in commercial optical transmission systems. In fact, multi-level intensity modulations for
M > 2 have not shown benefits comparing to 2-ASK, mainly due to their considerable back-
to-back receiver sensitivity penalty. Thus, for now on, binary ASK will be simply mentioned
as ASK, unless otherwise indicated.

Figure 3.16 shows a digram which exemplifies the principle of Amplitude Shift-Keying
(ASK) modulation using a DD-MZM. The modulator is working in push-pull mode, so that
intensity modulation becomes possible. The peak-to-peak amplitude of the driving voltage is
Vπ and the operating point is the quadrature point. In this case, the output phase is always
equal to 0 rad because the minimum transmission point is never crossed.

Putting together this information about the generation of ASK and the information ex-
posed in Subsection 3.1.4 about RZ pulse carving, a RZ-ASK transmitter can be idealized.
Therefore, a pulse carver is required to generate RZ pulses followed by a DD-MZM for in-
tensity modulation, as it is illustrated in Figure 3.17. The IS block represents the electrical

44



Figure 3.17: Simplified RZ-ASK transmitter scheme. (Adapted from [10])

impulse shaper because the electrical driving fields have to be overshoot free with specific rise
times. These features are accomplished by filtering a rectangular input time function with
a non-causal linear time invariant filter with the specific Gaussian shaped impulse response
[10].

However, a lack of interest in OOK has been verified in the last years because its spectral
efficiency is not enough to reach bit rates as high as 40 Gbps and beyond. In fact, the
OOK spectral efficiency does not exceed 1 bit/s/Hz per polarization, once only one bit is
transmitted per symbol.

Additionally, OOK formats show lower resilience to transmission impairments such as CD
and PMD because, for a fixed bit rate, nonbinary modulation formats employ a lower symbol
rate than OOK (or any binary modulation format), which reduces the signal bandwidth and
consequently the pulse spreading caused by chromatic dispersion. Another reason is that
nonbinary modulation formats show longer symbol’s duration than OOK formats. Therefore,
the first can often tolerate greater pulse spreading caused by CD and PMD [22].

Figure 3.18 shows the relation between the spectral efficiency and SNR requirement as
the number of constellation points increases, for a BER of 10−9. From it, one can conclude
that OOK (denoted as Pulse Amplitude Modulation (PAM) in the figure) exhibits the largest
SNR requirement for a given spectral efficiency. An additional conclusion is the decrease of
the system tolerance to noise (higher SNR requirement) as the number of bits per symbol
increases, independently of the modulation format used.

3.4.2 Phase Shift Keying

M-Phase Shift Keying (M-PSK) refers to modulation formats in which the phase is the
only optical carrier’s physical feature that is modified in order to convey the information,
being M the number of constellation symbols.

In this subsection only Binary- and Quaternary-Phase Shift Keying (BPSK and QPSK)
will be addressed, because these are the M-PSK formats studied in the context of this thesis.
Actually, for M > 4, the employment of M-QAM formats is more suitable than that of M-
PSK, since the former show lower SNR requirements than the latter, as Figure 3.18 illustrates.

Binary-Phase Shift Keying

Once BPSK symbols encode only one bit per symbol, they do not show advantages in
terms of spectral efficiency when compared with OOK formats. However, a 3 dB sensitivity
advantage over OOK can be exploited.
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Figure 3.18: Spectral efficiency versus SNR requirement for various modulation formats and
detection techniques for a BER of 10−9. Only one polarization is assumed. [22]

Figure 3.19 shows the OOK and BPSK’s constellations, which allows to understand the
reason of the mentioned 3 dB sensitivity advantage. As it can be seen, the distance between
BPSK symbols, which are expressed in terms of optical field, is increased by

√
2 comparing

to the distance between OOK symbols, for the same average power. Note that the power
average in the case of OOK is [23]
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This means that the average optical power needed in BPSK is half of that required in
OOK to achieve the same symbols distance. Such sensitivity improvements can be useful to
extend transmission’s distances, to reduce optical power requirements or to relax component
specifications.

Other advantages can be pointed out. Together with balanced detection, BPSK offers
large tolerance to power fluctuations in the receiver decision circuit due to the fact that the
decision threshold is independent of the input power. Also, BPSK is more resilient than OOK
to some transmission nonlinearities because the optical power is more uniformly distributed
than in OOK formats, which results in a decrease of bit-pattern-dependent nonlinear effects.

Since amplitude and polarization parameters are unchanged, two types of external mod-
ulators can be used for modulation: the phase modulator and the Mach-Zehnder modulator.

Although phase changes occur relatively fast, they are not instantaneous. Therefore, the
PM will introduce frequency chirping across bit transitions. In addition, any imperfections in
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Figure 3.19: Binary OOK (left) and binary PSK (right) constellations. a [23].

aThe original context concerns to DPSK, which has the same constellation of BPSK.

Figure 3.20: Driving the DD-MZM in the push-pull mode at the minimum transmission point
to obtain BPSK and its corresponding constellation diagram.

the driving voltages get directly mapped onto the optical phase of the optical carrier, which
can degrade the PM performance.

In opposition to what happens in the PM’s case, the verified drive-waveform imperfections
do not interfere with the information, in the MZM’s case, since they are only translated in
amplitude changes. Additionally, the nonlinear transfer function of the MZM mitigates the
effects of drive-waveform overshoots or of limited drive-signal rise time.

An example of generation of Binary Phase Shift Keying is illustrated in Figure 3.20. The
DD-MZM is operating in push-pull mode. However, both the operating point and peak-to-
peak amplitude of the driving voltage have to be different of that of ASK formats’ generation.
In order to perform the phase shift of π, the modulator operates in the minimum transmission
point with a peak-to-peak voltage of 2Vπ. This way, a phase skip of π is obtained when crossing
the minimum transmission point and the output power’s level is maintained constant.

Independently of the used external modulator, a pulse-carver is required to achieve RZ-
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Figure 3.21: QPSK constellation diagram with Gray-coded bit mappings. (Adapted from
[10])

BPSK formats. However, this device can introduce phase distortions (e.g., chirp), which can
cause negative impacts on BPSK receiver.

Quaternary-Phase Shift Keying

In the previous cases, i.e., 2-ASK and BPSK, only one bit per symbol is transmitted, which
means that the symbol rate equals the bit rate and the required bandwidth to guarantee the
absence of ISI is twice the bit rate. In the Quadrature Phase Shift Keying’s case, two bits per
symbol are transmitted. Thus, the symbol rate is half the bit rate and the needed bandwidth
to ensure the absence of ISI is the bit rate, what makes QPSK more efficient and more robust
against chromatic dispersion [52].

Figure 3.21 shows two possible constellation diagrams for QPSK formats with Gray-coded
bit mapping, which mitigates the noise effects. As it can be deduced from the constellation
diagrams, a different phase corresponds to each 2-bit combination and the power level is the
same, independently of the symbol. This is represented in Table 3.4.

Symbol Phase(1) Phase(2)

11 π/2 π/4
10 π 3π/4
00 3π/2 5π/4
01 2π 7π/4

Table 3.4: Phases corresponding to each symbol. Phase(1) and Phase(2) refer to the constel-
lation’s points illustrated in the left and in the right sides of the Figure 3.21, respectively.

Any point of both constellation diagrams that are illustrated in Figure 3.21 is achieved
using the IQM exposed in Section 2.5, because neither PM nor MZM itself provide both I
and Q components of the QPSK symbols.

In spite of the reduction that is observed in the needed bandwidth to transmit the in-
formation without ISI, the QPSK format has its drawbacks. One of them is the increase of
the OSNR requirements to guarantee the success of the transmission. Another one is the
complexity that is verified in the receiver. As it was said, the information is imprinted in
the phase of the optical carrier. Therefore, a local oscillator, whose frequency and phase are
matched to the frequency and phase of the received QPSK signal, is employed in the receiver.
The synchronization between these two signals is essential to recover the data from the optical
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Figure 3.22: Principle of QPSK modulation using an IQM, corresponding to the constellation
diagram represent in the left side of Figure 3.21

carrier but it is hard to achieve at optical frequencies. The resulting complexity can make the
QPSK formats less attractive than other formats such as differential quadrature phase shift
keying (DQPSK), since the local oscillator is discarded in these cases. On the other hand,
the differential formats require pre-coding, i.e., an additional block has to be added to the
transmitter [23] [53].

Figures 3.22 and 3.23 show the principle of QPSK modulation according to the constel-
lations represented in the left and right sides of Figure 3.21, respectively. In both cases, all
DD-MZMs are driven at the minimum transmission point. However, the peak-to-peak am-
plitude of the driving signal is different: in the first case, it is 2Vπ and in the second, it is
1.28Vπ. Another difference that can be verified through an analysis of Figures 3.22 and 3.23
is the number of possible values of the I and Q components. In the case in which the symbols
overlap the I and Q axes, the amplitude of each component can be null or unitary, while, in
the other case, the amplitude of each component is always

√
2/2.

As in any modulation format, the RZ line code can also be employed in QPSK transmitters.
It only requires a pulse carver. Figure 3.24 illustrates one example of such transmitter with
one particularity: it uses both polarizations to transmit the QPSK signal. Nevertheless, all
information that was exposed in Subsection 3.1.4 remains valid.

3.4.3 Quadrature Amplitude Modulation

Although M-Quadrature Amplitude Modulation (QAM), particularly Square 16-QAM,
has been studied in RF communications for decades, this format was only considered a candi-
date for future high-capacity and high spectrally efficient optical systems in 2006 [25]. Since
then, the increasing interest for this modulation format has been justified by the research

49



Figure 3.23: Principle of QPSK modulation using an IQM, corresponding to the constellation
diagram represent in the right side of Figure 3.21

Figure 3.24: Schematic diagram of PM-RZ-QPSK transmitter. [24]
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Figure 3.25: Spectral efficiency of (left) M-QAM, M-PSK formats and the Shannon limit
at BER = 10−4 and (right) M-QAM formats and the Shannon limit at BER = 10−4 and
BER = 10−11. [25] [26]

developments in coherent optical systems together with digital signal processing.
Despite giving special emphasis to the 16-QAM formats in this subsection, other QAM

formats with a larger number of symbols, such as 128, have already been reported, with a
spectral efficiency of 10 bit/s/Hz (for this case), which is relatively high when compared with
the spectral efficiency of 16-QAM, 4 bit/s/Hz [54]. However, only 16-QAM will be addressed
in the following, since it was the studied M-QAM format in the performed simulations and
laboratory experiments.

In 16-QAM formats, 4 bits are encoded in each symbol. Thus, the minimum channel
spacing that can be applied in an UDWDM scenario is four times lower than that used if
the chosen modulation format was OOK, which allows to increase significantly the number of
channels. The same reduction would occur if the 16-PSK was employed instead of 16-QAM.
However, the SNR requirement would be greater as well, as Figure 3.18 shows. That is why
the Quadrature Amplitude Modulation is chosen over Phase Shift Keying for M > 4.

Moreover, the spectral efficiency that is shown by M-QAM formats approaches the Shan-
non limit closer than QPSK, as it is shown in Figure 3.25 (left) illustrates. This limit is
defined as [25]

C
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= log2

(
1 +

Eb
N0

C

W

)
(3.41)

For both cases, the approach to the Shannon limit implies an increase of the SNR per bit,
defined as Eb/N0. For the same SNR and M, the spectral efficiency of the M-QAM is larger
than that of the M-PSK.

Figure 3.25 (right) represents the spectral efficiency evolution of M-QAM for two distinct
values of BER, namely, BER = 10−4 and BER = 10−11.

There are several options to implement the 16-QAM transmitter. One of them is a tandem-
QPSK transmitter that is constituted by cascading IQM, MZMs and PMs or cascading two
IQMs. In spite of being driven by binary electrical signals, which simplifies the drive elec-
tronics, the connection of these discrete external modulators leads to a large insertion loss.
Another solution is to integrate several external modulators in parallel structure, such as two
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Figure 3.26: (a) Principle of 16-QAM using dual-drive IQM driven by binary signals. (b)
four-level amplitude- and phase- shift keying generation with DD-MZM using binary signals
with different amplitudes. [27]

IQMs or some MZMs. Although it does not suffer from the previous problem, it is hard to
manufacture these kind of complex structures. A single-drive IQM, which is simply presented
in Section 2.5 as IQ modulator, can also be use to generate 16-QAM formats by driving
the modulator with four-level signals. However, these signals are more difficult to obtain
and process than binary signals, not to mention that expensive digital-to-analogue converters
(DACs)are usually used to generate four-level signals. Another option is the DD-MZM but a
look-up table and a high-resolution DAC are needed to generate arbitrary waveforms signals
[27]. Finally, the dual-drive IQM can be used to generate 16-QAM formats as well. Compar-
ing to single-drive IQM, the advantage of the dual-drive IQM is that four-level drive signals
are not need, although it requires four different drive signals with two different amplitudes,
as it is shown in Figure 3.26.

In spite of having the same structure of single-drive IQM presented in Section 2.5, the
dual-drive IQM operation is slightly different. Therefore, it will be addressed in the following,
instead of that of the single-drive IQM.

A DD-MZM is located in each arm of the DD-IQM. Both DD-MZMs are driven by two
binary signals with different amplitudes, which results in two four-level Amplitude- and Phase-
Shift Keying (4-APSK) in each branch of the IQM, modulating the I and Q component of
the optical carrier. Thus, the two 4-APSK signals are combined at the output Y-junction to
generate the Square 16-QAM.

Each DD-MZM is operating in push-pull mode and it is biased at the minimum trans-
mission point. The driving signal of the upper branch has an amplitude of VH , while the
lower one is driven by a signal with an amplitude of VL, with VH > VL. In this way, the
four states that are illustrated near the upper and lower arms in Figure 3.26(a) are generated
corresponding to the driving voltage levels ±VH/2 and ±VL/2. Neglecting insertion loss, the
relation between the output and the input electrical field of each DD-MZM of the DD-IQM
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Figure 3.27: 16-QAM generation using an IQM together with a pulse carver. [25]

is given by [27]
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The extra phase offset is deduced from Equation 3.42
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The 4-APSK signals move away from the axis due to this extra phase offset and, as it can
be verified in Equation 3.43, the offset value depends on both the driving voltage and the
switching voltage. Additionally, the driving voltages must be adjust in order to satisfy [27]
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An offset from the origin of the complex (IQ) plane occurs in the resulting 16-QAM
constellation diagram, and consequently, some residual carrier will be present in the generated
16-QAM signals. However, this offset can be eliminated by a normalization process at the
receiver digital signal processing (DSP) unit [27].

The RZ line code is also achievable in the QAM formats’ case by employing an additional
pulse carver, as it is shown in Figure 3.27. Its principle of operation was already explained
in Subsection 3.1.4.
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Chapter 4

Digital Coherent Optical Receivers

The coherent detection technique, together with analogue-to-digital converters and digital
signal processing, composes the digital coherent optical receiver.

The digital coherent optical receiver can be seen as an assemblage of four subsystems,
which are:

• Optical front end;

• Analogue-to-digital converter;

• Digital demodulator;

• Outer receiver.

The first one is basically the coherent detection itself. Independently of being heterodyne,
homodyne or intradyne, the function of the optical front end is to map the optical signal into a
set of electrical signals. The resulting electrical signals are then sampled and quantized using
an analogue-to-digital converter (ADC). On its side, the digital demodulator holds many
functions in order to transform the digital samples generated in the previous subsystem into
a set of signals at the symbol rate. Finally, the outer receiver, which includes forward error
correction (FEC), produces the best estimation of the original data sequence.

4.1 Detection Techniques

The detection method has to be chosen according to the modulation format of the trans-
mitted signal, i.e., the choice is dictated by the physical characteristic of the optical carrier
that is modified in order to encode the information.

The employed detection techniques in optical systems are:

• Noncoherent detection;

• Coherent detection;

• Differentially coherent detection;

• Hybrid detection.
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Figure 4.1: Scheme of a general digital coherent optical receiver. (Adapted from [28])

Noncoherent detection, known as direct detection as well, is the one that implies the
simplest receiver of all. However, it is only applied in system whose modulation format
encodes the information in the power of the optical carrier. In this way, another detection
method has to be applied in case of high-order modulation formats, where both amplitude
and phase of the optical carrier are modified in order to convey the information. The most
promising option is the coherent detection, as it will be seen in Subsection 4.1.2. Differentially
coherent detection is suited to differential formats M-DPSK, where only the phase is retrieved
from the incoming signal. Nevertheless, the hybrid of noncoherent and differentially coherent
detection, which requires polarization-shift keying (PolSK) formats, can be use to recover the
information from both amplitude and differential phase.

Because M-DPSK and (PolSK) formats are not studied in the context of this thesis, both
differentially and hybrid detection will not be addressed here.

4.1.1 Noncoherent Detection

Noncoherent detection was widely used in the early days of optical communications be-
cause OOK was basically the modulation format employed in optical systems back then, the
IM-DD systems mentioned in Subsection 3.1.3. However, in the late 1980s and early 1990s,
coherent detection took advantage over noncoherent in order to investigate other modulation
formats like DPSK. Then, the interest in OOK formats, and consequently noncoherent detec-
tion, rose with the appearance of Erbium doped fibre amplifiers (EDFAs) and its employment
in long-haul WDM systems. Nowadays, the research is focusing itself in high-order modu-
lation formats rather than in optical-amplifiers repeaters for increasing the transmission bit
rate, which contributes for the decreasing of interest in noncoherent detection.
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Figure 4.2: Illustration of noncoherent detection principle for (a) ASK and (b) BFSK. [29]

The noncoherent detection, known as direct detection as well, is simply implemented with
a photodiode, as it is shown in Figure 4.2. Also, it can be seen that the same principle can
be used to recover information from a Binary Frequency Shift Keying (BFSK), although it is
necessary to separate the two frequencies, ω1 and ω2, which are used to carry the data.

In case of direct detection, only one degree of freedom (DOF) per polarization is available,
which reduces the spectral and power efficiency. Another disadvantage is the loss of phase in-
formation during the down-conversion process that prevents full equalization of linear channel
impairments like CD and PMD by linear filters [29]. The performance is suboptimal compar-
ing to equalization processes that use the full electric field, even when maximum-likelihood
sequence detection (MLSD) is employed.

4.1.2 Coherent Detection

Unlike direct detection, coherent detection is a synchronous process that requires an ad-
ditional laser, which is used as local oscillator (LO) in the receiver. In fact, the coherent
detection principle relies in the product of the received optical carrier and the LO.

The electrical field of the received signal is defined by [16]

Es (t) = As (t) e(jωst) (4.1)

where As (t) represents the complex amplitude and ωs is the angular frequency of the
received optical carrier. The power of the optical field of the received signal is given by
Ps = |As|2/2.

The electrical field of the local oscillator is given by [16]

ELO (t) = ALO (t) e(jωLOt) (4.2)

where ALO (t) and ωLO are the amplitude and the angular frequency of the LO, respec-
tively. The power of the LO oscillator is defined as PLO = |ALO|2/2 and it is always constant.

Figure 4.3 shows a representation of the coherent detection principle where balanced
detection is employed. By applying the balanced detection, the DC component is removed
and the signal photocurrent is increased. When both signal and LO are copolarized, the
resulting electric fields are [16]

E1 =
1√
2

(Es + ELO) (4.3)

E2 =
1√
2

(Es − ELO) (4.4)
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Figure 4.3: Illustration of coherent detection principle. [16]

And the resulting photocurrents are [16]

I1 (t) =
R

2

[
Ps + PLO + 2

√
PsPLO cos (ωIF t+ θsig (t)− θLO (t))

]
(4.5)

I2 (t) =
R

2

[
Ps + PLO − 2

√
PsPLO cos (ωIF t+ θsig (t)− θLO (t))

]
(4.6)

where ωIF represents the intermediate frequency (IF), which is defined as ωIF = ωs−ωLO,
θsig and θLO are the phases of the received signal and the LO, respectively, and R is the
responsitivity of the photodetector define by [16]

R =
eη

~ωs
(4.7)

where e is the electron charge, η is the quantum efficiency of the photodiode and ~
represents the Planck’s constant divided by 2π.

Subtracting the two mentioned photocurrents, the resulting balanced detector output is
[16]

I (t) = I1 (t)− I2 (t) = 2R
√
PsPLO cos (ωIF t+ θsig (t)− θLO (t)) (4.8)

Note that θLO (t) includes only the phase noise of the LO that varies with the time and
the sum of the frequency component because it will be averaged out to zero due to the limited
bandwidth of the photodiode [16].

4.1.3 Coherent Detection Advantages

As it was already said, the spectral efficiency has become an essential topic of research due
to the increasing demand of high-capacity WDM transmissions. In this context, the coherent
detection shows the following advantages [16]:

• The LO provides a signal gain, whereas the LO shot-noise overwhelms the thermal noise
of the receiver. In this way, the shot-noise limited receiver sensitivity is achieved with
sufficient LO power.

• Closely spaced WDM channels can be separated at the electrical stage because the
frequency resolution at the IF or baseband stage is widely large.
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Besides these two advantages that make the coherent detection attractive to improve the
spectral efficiency, this type of detection shows another benefit comparing to noncoherent
reception. Once the phase detection is available in the former, the receiver sensitivity can be
improved in relation to ID-MM systems. Note that the distance between symbols, which are
expressed as phasors, is extended by the use of the phase information.

4.1.4 Heterodyne and Homodyne Coherent Detection

Depending on the value of the IF ωIF , the coherent detection is classified as heterodyne
or homodyne. In the former, the IF is established as ωIF � ωb/2, where ωb is the modulation
bandwidth of the carrier determined by the bit rate, and in the latter, the IF is null.

Considering the PSK modulation in order to understand the impact of the IF value, the
receiver output is described by [16]

I (t) = 2R
√
PsPLO cos (ωIF t+ θs (t) + θn (t)) (4.9)

For the heterodyne detection case, where R is the responsitivity, the signal power Ps is
constant and the phase of the received signal that is defined as θsig (t) = θs (t) + θsn (t) is
dependent on both phase modulation θs (t) and phase noise θsn (t).

In the homodyne detection case, the receiver output is [16]

I (t) = 2R
√
PsPLO cos (θsig (t)− θLO (t)) (4.10)

In this case, an optical phase-locked loop (OPLL) is used in order to extract the emit-
ted signal’s phase θs (t) correctly, i.e., to recover the symbol, the local oscillator’s phase
θLO (t) must track the transmitted phase noise θsn (t) so that the phase noise defined as
θn (t) = θsn (t) − θLO (t) becomes null. The implementation of this function is complicated
and increases the complexity of the homodyne coherent detection.

From Equations 4.9 and 4.10, one can conclude that it is possible to extract the complex
amplitude on exp (jωIF t) for heterodyne detection, resulting in [16]

Ic (t) = 2R
√
PsPLOe

j(θs(t)+θn(t)) (4.11)

While, in homodyne detection, it is not possible to recover all the information of the signal
complex amplitude because only the in-phase component with the respect to the LO phase is
given by Equation 4.10. Nevertheless, both components can be extracted with an additional
local oscillator, implementing the phase-diversity homodyne detection.

4.1.5 Phase-Diversity Homodyne Detection

As it was said in the previous subsection, homodyne detection itself does not allow to
recover the information from both in-phase and quadrature components. However, applying
an additional LO, whose phase is shifted by π/2, all the information of the signal complex
amplitude can be extracted. As such, the phase-diversity homodyne detection is implemented
as Figure 4.4 shows.

The required four outputs E1, E2, E3 and E4 are generated by a 90◦ optical hybrid from
the two inputs Es and ELO [16].

E1 =
1

2
(Es + ELO) (4.12)
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Figure 4.4: Illustration of phase-diversity homodyne detection principle. [16]

E2 =
1

2
(Es − ELO) (4.13)

E3 =
1

2
(Es + jELO) (4.14)

E4 =
1

2
(Es − jELO) (4.15)

These four 90◦ optical hybrid outputs fall into the balanced photodetectors, resulting in
the following output photocurrents [16]

II (t) = II1 (t)− II2 (t) = R
√
PsPLO cos (θsig (t)− θLO (t)) (4.16)

IQ (t) = IQ1 (t)− IQ2 (t) = R
√
PsPLO sin (θsig (t)− θLO (t)) (4.17)

In the case of PSK formats, the photocurrents that are described by Equations 4.16 and
4.17 become [16]

II (t) = R
√
PsPLO cos (θs (t) + θn (t)) (4.18)

IQ (t) = R
√
PsPLO sin (θs (t) + θn (t)) (4.19)

The Es (t) and θs (t) can be retrieved from II (t) and IQ (t) using digital signal processing
(DSP), which is implemented in the postprocessing circuit.

Although both heterodyne and phase-diversity homodyne detection show the capability
of recovering all information of the signal complex amplitude, the last has the advantage of
shifting the incoming signal to the baseband.

60



Figure 4.5: Spectral comparison between heterodyne, homodyne and intradyne PSK detec-
tion. [30]

4.1.6 Intradyne Detection

Intradyne coherent detection is an alternative to both exposed coherent detection tech-
niques. In spite of having a similar detection scheme to that of phase-diversity homodyne
detection, the OPLL employment can be avoided in the intradyne detection, since the LO
exhibits a frequency near to that of the incoming signal, resulting in a low IF. Therefore, the
incoming signal is shifted to a frequency much lower than the data transmission rate, whereas
it is shifted to the baseband in homodyne detection, as it is shown in Figure 4.5.

Once the intermediate frequency has a low value, the baseband filter that is implemented
in the postprocessing circuit is slightly wider than that used in the homodyne detection.
However, the requirements on the automatic frequency control for LO are identical to those
of the heterodyne detection [30].

4.2 Analogue-to-Digital Converter

The analogue-to-digital converter (ADC) is used to convert the analogue received signal
into a set of digital signals. Thus, the ADC can be seen as a combination of a sampler and
a quantizer. In the sampler stage, samples of the analogue signal are taken, transforming
the continuous-time analogue signal into a discrete-time analogue signal. Next, the quantizer
makes the range of the sample amplitude discrete, i. e., the value of the sample is now confined
to a finite set of equally spaced values dictated by the bits of resolution of the ADC.

Flash, flash with track and hold and time-interleaved ADCs are implementations that
allow to realize high-speed ADCs. Flash converters quantize the signal by comparing the
sample value with all the thresholds. The number of comparators is 2N − 1 in the case of a
N-bit full-flash ADC, which results in an exponential increase of current consumption with
the number of bits. So, for medium-high resolutions, this solution is not power effective.
However, the power consumption can be reduce using interpolation [55]. In order to improve
their AC performance, a track and hold (T&H or T/H) circuit is implemented as a front end
element in a flash ADC. The T&H circuit is constituted by a sampling switch followed by
a buffer, being the performance of the circuit highly dependent on the type of the chosen
switch [56]. The time-interleaved ADC is defined as ”an ADC that cycles through a set of N
sub-ADCs, such that the aggregate sample-rate is N times the sample-rate of the individual
sub-ADCs” [31], where the sub-ADCs tend to be similar. Nowadays, the aggregate sample-
rate is of the order of tens of GHz, a value quite larger than that reported in 1980, 2.5 MHz, by
Black Jr. et. all [57]. In spite of being composed by various sub-ADCs, the time-interleaved
ADC is more area efficient than the flash ADC and as it can be implemented with CMOS
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Figure 4.6: Scheme of an non-ideal time-interleaved ADC. [31]

technology, it can be integrated with the following DSP blocks in a single application-specific
integrated circuit (ASIC). Time-varying errors such as offset, gain and timing skew (delay)
are generated in each sub-ADC due to process, voltage and temperature (PVT) variations,
layout nonidealities and even current flows, as it is represented in Figure 4.6. However, their
impacts are well-known and they can be compensated by applying calibration or numerous
algorithms.

4.3 Digital Demodulator

As it was already said, the digital demodulator comprises various subsystems in order to
compensate an huge range of different fibre transmissions’ impairments. Table 4.1 contains
the list of their functions and the respective objectives.

Function Objective

De-skew Align the digital signal temporally
Orthogonalization Maximize independence between the signals
Normalization Ensure that signals have correct amplitude
Digital equalization Correct for channels impairments
Timing recovery Determine the timing error
Interpolation Correct for timing error
Carrier phase estimation Compensates for the carrier phase error

Table 4.1: Developed functions in the digital demodulator subsystem. [28]

4.3.1 De-skew and Orthogonalization

The path length mismatches between the signals. So, the required synchronization in
time of digital signals between each other is accomplished by employing de-skew algorithms
after cross correlating the signals in order to measure or estimate the timing delays. Usually,
these time delays are not an integer of samples, therefore, some authors represent them as
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τ = iTADC + µTADC , where i = bτ/TADCc is the basepoint delay and µTADC represents the
fractional delay.

Also, the 90◦ optical hybrid is not ideal. Thus, orthogonalization algorithms are required
to restore an angle of π/2 between the components. Considering the independent zero mean
and of unit variance transmitted signals t1 and t2, the corresponding received signals are
r1 = t1 cos (θ) + t2 sin (θ) and r2 = t2 cos (θ) + t1 sin (θ), respectively. This results in an angle
of π/2− 2θ between the components, rather than the desirable π/2. The correlation matrix
R is then [28]

R =

[
〈r2

1〉 〈r1r2〉
〈r2r1〉 〈r2

2〉

]
=

[
1 sin (2θ)

sin (2θ) 1

]
(4.20)

Gram-Schmidt and Löwdin orthogonalization algorithms are used to perform the orthog-
onalization between the received signals.

Gram-Schmidt Orthogonalization

In this algorithm, the first received vector is the reference to create a set of mutually
orthogonal signals. Considering two received signals r = [r1, r2]T , the algorithm outputs
g = [g1, g2]T are the product of Gr, where G is [28]

G =

 1 0

−〈r1r2〉
〈r2

1〉
1

 =

[
1 0

− sin (2θ) 1

]
(4.21)

After orthogonalization, the vectors are normalized to the unit power. This way, the
second vector is multiplied by cos (2θ).

As it can be seen in Figure 4.7, the first vector remains unchanged, while the second one
suffers a rotation of 2θ.

The Gram-Schmidt orthogonalization has been shown to be effective in coherent systems.
However, it increases the quantization noise for the displaced vector. Next, it will be presented
an orthogonalization algorithm that distributes the quantization noise equally.

Löwdin Orthogonalization

The purpose of this algorithm is to generate a set of vectors that are in a least-mean
square sense, closest to the original vector [28]. The Löwdin orthogonalization outputs have
to be created in such way that L2R = I, being L the transformation matrix L = R−1/2. E.
g., in the case of 2× 2 signals [28]

L =


cos (θ)

cos (2θ)
− tan (2θ)

2 cos (θ)

− tan (2θ)

2 cos (θ)

cos (θ)

cos (2θ)

 (4.22)

As it can be seen in Figure 4.7, both vectors l1 and l2 are equally displaced from the
corresponding original vectors by an angle of θ. This symmetric process leads to an equal
distribution of the quantization noise for the both vectors.
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Figure 4.7: Vectorial representation of the Gram-Schmidt and Löwdin orthogonalization al-
gorithms. [28]

4.3.2 Static- and Dynamic-Channel Equalization

Linear and nonlinear, static and time-varying effects, are compensate by performing equal-
ization, which can be divided into static and dynamic equalization. The first one commonly
requires large static filters, while the last one requires a set of relatively short adaptive filters
[28].

Static-Channel Equalization

Both linear and nonlinear effects can be compensated by applying static-channel equal-
ization.

Considering the received pulse A (z, t) = [Ax (z, t) , Ay (z, t)]T , it can be shown that [28]

A (z = 0, t) = exp
(
−D̂Ltotal

)
A (z = Ltotal, t) (4.23)

Therefore, the original information can be recovered from the dispersed pulse.

In Equation 4.23, D̂ is dependent on the group delay dispersion β2, which is approximately
−21ps2/km for SSMF, and it is defined by [28]

D̂ = j
β2

2

∂2

∂t2
(4.24)

It can also be proved that a finite impulse filter (FIR) can be used to recover the original
data from the received signal by sampling it every TADC seconds. The total number of the
FIR taps is N = b|ρ|c, with ρ = 2πβ2Ltotal/T

2
ADC . The tap weights are given by [28]

hcd [k] =
1
√
ρ

exp

(
−j π

ρ

[
k − N − 1

2

]2
)
, k ∈ [0, N − 1] (4.25)

A shorter infinite impulse response (IIR) filter can be used for the same aim. However, the
FIR filter is often chosen because it can be implemented efficiently in the frequency domain.
Other options, such as the subband equalizer structure, have been studied [28]

For long distances, nonlinearities become relevant. If a constant dispersion is considered
and the step size is such that Lα � 1, being α the polarization independent loss, it can be
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Figure 4.8: MIMO dynamic compensation equalizer. [28]

shown that [28]

A (z = 0) ≈ exp

(
j

8

9
γ
P0

α

)
exp

(
−D̂L

)
A (z = L) (4.26)

In order to recover the original information, Equation 4.26 demonstrates that the linear
compensation already exposed (see Equation 4.24) also took place in this situation, followed
by an instantaneous nonlinear phase shift.

Dynamic-Channel Equalization

Figure 4.8 represents a set of four FIR filters, which is employed in order to compensate
time varying channel impairments such as PMD. Its function is performing the inverse Jones
matrix of the dynamic channel in such way that [28]

xout [k] = hHxx [k] xin [k] + hHxy [k] yin [k] (4.27)

yout [k] = hHyx [k] xin [k] + hHyy [k] yin [k] (4.28)

Being N the number of the taps of the FIR filter: hxx, hyx, hxy and hyy are vectors of
length N representing the tap weights and xin and yin are the sliding blocks of N samples,
such that [28]

xin [k] = [xin [k] , xin [k − 1] , ..., xin [k −N ]] (4.29)

yin [k] = [yin [k] , yin [k − 1] , ..., yin [k −N ]] (4.30)

As an first approach, it will be consider that the modulation format is the PDM-QPSK
and that the baud rate is such that the channel is considered to be flat and the polarization de-
pendent loss is negligible. In this conditions, the received signal Erx [k] = [Exrx [k] , Eyrx [k]]

T
=

REtx [k] results in [28]

Erx [k] = ejϑ[k]

[
cos (θ) + ejnπ/2e−jφ sin (θ)

−ejφ sin (θ) + ejnπ/2 cos (θ)

]
(4.31)

From the received signal, one can conclude that the success of the polarization demultiplex
is dependent on the determination of θ and φ. Constant modulus algorithm (CMA), decision
directed and radius directed are some of the techniques used to compensate time varying
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impairments.

1) Constant Modulus Algorithm (CMA)

Initially, the CMA was developed in order to perform blind equalization for QPSK signals,
which is a 2-D modulation format. However, this algorithm has been extensively applied to
polarization division multiplexing formats, which are considered to be 4-D formats.

The original information of the PMD-QPSK signal is recovered by minimizing the cost
functions ε2

x =
(
1− |Exrx|2

)2
and ε2

y =
(
1− |Eyrx|2

)2
. As it can be shown that [28]

ε2
x = ε2

y = sin2 (2θ) cos2
(
φ− nπ

2

)
(4.32)

Only ε2
x is tracked.

Note that depending on the value of n, Equation 4.32 results in:

ε2
x =

{
sin2 (2θ) cos2 (φ) , n ∈ {0, 2, 4, ...}
sin2 (2θ) sin2 (φ) , n ∈ {1, 3, 5, ...}

(4.33)

And consequently, the control signal is defined by [28]

〈ε2
x〉 =

1

2
sin2 (2θ) (4.34)

Depending on the value of θ, the two polarizations can be divided once [28]

Exrx ∝

{
Extx θ = mπ

Eytx θ = π/2 +mπ
(4.35)

Therefore, an initial estimate of θ has to be found, as well as a procedure to update its
value as time tends to infinite, which is denoted as

θ∞ = limk→∞θ [k] (4.36)

This procedure has to take into account if θ∞ is unique, how sensitive θ∞ is to the initial
conditions, if the algorithm converges, how fast it converges and if the rate of convergence
depends on the initial conditions [28].

The most used algorithm to achieve θ∞ is the stochastic gradient descent algorithm. It
starts by determining the minima [28]

d〈ε2
x〉

dθ
= 0 (4.37)

And then, this value is updated following [28]

θ [k + 1] = θ [k]− µd〈ε
2
x〉

dθ
(4.38)

Where µ dictates the rate of the convergence of the algorithm. Considering that n of
Equation 4.33 is equally likely to be even or odd and sufficient data points were taken, the
update rule becomes [28]

θ [k + 1] = θ [k]− µ sin (4θ [k]) (4.39)
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Figure 4.9: Evolution of θ by using the stochastic gradient descendent algorithm for µ = 0.01.
[28]

Figure 4.9 illustrates this particular update for µ = 0.01. From it, one conclude that the
final solution is very dependent on the initial conditions, namely, near θ = π/4. Note that too
very close initial estimate near π/4 leads to two distinct solutions, θ = 0 or θ = π/2. Also, it
can be verified the time of convergence increases significantly when the bifurcation occurs.

Often, a closed solution is not achievable, which requires an approximation or a lineari-
sation of the equations about an operating point. This linearisation hides the presence of
multiple minima that can lead the two outputs lock on to the same source, being strongly
affected by the choice of initial tip weights. Therefore, a 2-D control surface was proposed
[28].

The resulting control surface J is depicted in Figure 4.10 and defined as [28]

J = −1

2
sin2 (2α) sin2 (2θ) cos2 (φ− ψ)

−1

2
sin (4α) cos (2θ) sin (2θ) cos (φ− ψ)

+
1

2

(
1− cos2 (2α) cos2 (2θ)

) (4.40)

As it can be seen, two optima are well defined, leading to a correct polarization channels
de-multiplexing. From Equation 4.40, it can be concluded that the two optima regions are
divided by line defined by the maximum of the surface control, which is J = 1/2, resulting in
[28]

θ =
π

2
− 1

2
arg (Θ) (4.41)

Where [28],

Θ = −cos (2α) + jcos (φ− ψ) sin (2α) (4.42)
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Figure 4.10: Control surface J with α = π/6 and ψ = π/5. [28]

2)Decision Direct

In this technique the equalizer output is feed into the decision circuit, resulting in the
following cost function [28]

ε2
x = |

csgn
(
Exeq
)

√
2

− Exeq|2 (4.43)

Where [28]

csgn (x) =


1 + j Re (x) > 0, Im (x) > 0

1− j Re (x) > 0, Im (x) < 0

−1 + j Re (x) < 0, Im (x) > 0

−1− j Re (x) < 0, Im (x) < 0

(4.44)

The corresponding control surface is depicted in Figure 4.11. As it can be seen, nonop-
timal local minima occur, which can provoke the equalizer to stuck in these points, causing
the equalizer to fail in the convergence to the right output. Note that the control surface of
CMA algorithms do not exhibit these nonoptimal local minima, so that, the decision directed
equalizer (DD-EQ) can be preconditioned by using the CMA. This way, the tap weights be-
come closer to the desired minima (e.g. −π/4 < θ < π/4) and the DD-EQ will converge to
the correct output.

3) Training Based

The previously mentioned algorithms perform blind equalization based on the charac-
teristics of the modulation formats without knowing the information that was transmitted.
Another option is to use a training sequence to train the equalizer, so that, it learns the
transmitted data completely. In this case, the equalizer role is to minimize the function [28]

ε2
x = |x− Exeq|2 (4.45)

Where x represents the original data.
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Figure 4.11: Control surface for the decision directed equalizer. [28]

Figure 4.12: Control surface using training sequences. [28]

The resulting control surface is illustrated in Figure 4.12. As it can be seen, its shape is
much smoother than the previous shown control surfaces, which indicates that the conver-
gence will be better than in the previous cases. However, it requires symbols redundancy in
order to train the equalizer.

4) Control Surfaces for PDM-16-QAM

Once the PDM-16-QAM does not have constant modulus, it is considered to be constituted
by three shells, as Figure 4.13 shows. Even though, the CMA cannot be used by itself because
the error term does not tend to zero at the optimum, which causes the equalizer to adapt
erroneously in each interaction. Hence, a new surface control has to be found in order to
ensure the correct equalizer outputs.

The radially directed equalizer (RDE) overcomes this problem.

The error function is defined by [28]

ε2
x =

(
R2

0 − r2
)2

(4.46)
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Figure 4.13: Constellation diagrams normalized to unit power for QPSK (with unit circle
shown) and 16-QAM (with circles of radius

√
0.2, 1 and

√
1.8 shown). [28]

Figure 4.14: Control surface for PDM-16-QAM with RDE. [28]

Where r = |Exeq| and R0 is given by [28]

if r2 < 0.6 then
point belongs to group 1 and R2

0 = 0.2;
else

if r2 > 1.4 then
point belongs to group 3 and R2

0 = 1.8;
else

point belongs to group 2 and R2
0 = 1.0;

end

end

with the signal normalized to unit power on each polarization.

Although the minimum value of the control surface is null, its behaviour is only good over
a small region, as it can be seen in Figure 4.14. This way, the RDE can be preconditioned by
using the CMA in order to bring the equalizer closer to the region of convergence. Once the
CMA has converged, switch to the RDE [28].

Also, the DD-EQ can be employed to perform the equalization of 16-QAM formats. How-
ever, CMA or RDE are required to precondition the equalizer.

Once again, using training sequences will result in a smoother control surface, very similar
to that of Figure 4.12.
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4.3.3 Interpolation and Time Recovering

Given the samples x [i] at t = iTADC + µTADC (see Subsection 4.3.1), the interpolation
subsystem has the function of obtaining the samples y [k] at multiples of the symbol period,
i.e., t = t0 + kTsym. The procedure is based on interpolation followed by resampling.

First, the continuous-time approximation y (t) is obtained thanks to the interpolation
functions ϕi (t) [28]

y (t) =
∑
i

x [i]ϕi (t− [iTADC + µTADC ]) (4.47)

Then, y (t) is resampled at t = kT sym + εTsym, resulting in [28]

y [k] =
∑
i

x [i]ϕi (kT sym + εTsym − [iTADC + µTADC ]) (4.48)

Where k is an integer and 0 ≤ ε < 1.

Once y [k] is a linear combination of the inputs, it can be obtained using a FIR filter.

Next, this resulting resampled signal is used for digital time recovering, which is the same
as estimating the ratio wk = Tsym/TADC .

Two algorithms can be implemented: non-data-aided and data-aided. The latter will not
be considered in the following because the former makes the interaction between the digital
demodulator subsystems more simple.

The goal of this algorithm is to maximize the square modulus |y (mk, µk) |2. Note that
y (mk, µk) is an alternative notation of y [k], where µk represents a fractional delay and mk =
bkwk +µkc. The maximization can be achieved by minimizing the error signal defined as [28]

e (mk) =
d|y (mk, µk) |2

dt
(4.49)

The signal error is later used to update the wk value [28]

wk+1 = wk +

N−1∑
i=0

c [i] e (mk−i) (4.50)

From Equation 4.50, one can conclude that wk+1 value results on the error signal being
filtered by a FIR filter length N with coefficients c [i].

4.3.4 Frequency Estimation

The task of this subsystem is to estimate the carrier frequency deviation ∆f . Note that,
even if the laser that is used in the transmitter is also used as the receiver local oscillator, ∆f
would not probably be null because the signal can deviate itself from the original frequency
due to nonlinear effects. Figure 4.15 illustrates the frequency and phase offset effects in
16-QAM formats.

In addition, the function of this block not only minimizes the amount of the phase that
the carrier recovery subsystem has to track, but also improves the performance of the lat-
ter subsystem. In fact, an uncompensated frequency offset results in a higher phase-error
variance.
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Figure 4.15: 16-QAM constellation diagram with (left) frequency and (right) phase offset.
[28]

In the following, the input signal will be considered as [28]

xin [k] = xsym [k] exp (j [φ [k] + 2π∆fkTsym]) (4.51)

Both differential phase-based methods and spectral methods are essentially feedforward
techniques employed in order to estimate ∆f . However, the former can only be use in QPSK
systems, being the latter employed in both QPSK and 16-QAM systems.

The differential phase-based methods are based on the principle that [28]

(xin [k]x∗in [k − 1])4 ∝ exp (4j∆φ [k]) (4.52)

And 4∆φ has a circular Gaussian distribution, such that [28]

f (4∆φ) =
exp

(
κ cos

(
4∆φ− 8π∆fT sym

))
2πI0 (κ)

(4.53)

Where κ is related to the linewidth of the laser.

The probability density function, which is described by Equation 4.53, is used in the
maximum likelihood technique so the frequency deviation can be estimate[28]

∆f =
1

8πTsym
arg

{
N∑
k=1

(xin [k]x∗in [k − 1])4

}
(4.54)

Also, ∆f can be estimate using an iterative process described by [28]

∆f [k] = ∆f [k − 1] (1− µ) + µ
arg
{

(xin [k]x∗in [k − 1])4
}

8πTsym
(4.55)
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Figure 4.16: Illustration of V&V algorithm. [32]

In spectral methods, the frequency shift is determined by observing the peak in the spec-
trum of x4

in [28]

∆f = arg max
∆f

N∑
k=1

x4
in [k] exp

(
−8jπk∆fT sym

)
(4.56)

As the number of points may be insufficient to accomplish a correct estimate of ∆f , an
iterative process can be employed to improve the estimate value.

Once ∆f is known, Equation 4.51 is multipled by exp (−2jπ∆fkT sym), so that, the next
step is to determine the carrier phase in order to recover the original symbol xin [k] = xsym [k].

4.3.5 Carrier Phase Estimation

Viterbi and Viterbi (V&V) is the most used algorithm in phase carrier estimation. It
was idealized for M-PSK modulation formats. However, its application can be extended to
16-QAM formats, considering that this format is constituted by three shells, as it is illustrated
in Figure 4.13.

Figure 4.16 represents the steps involved in V&V algorithm.

First, and in opposition to what was considered in the previous subsection, the n-th
received symbol will be denoted as xpn + jypn, being xpn the in-phase component and ypn the
quadrature component.

Next, the M-PSK modulation has to be removed by raising each symbol component to
the M-th power and adding all the resulting products. In the case of QPSK, it results in [32]

x =
1

2N + 1

N∑
n=−N

xpn
4
, y =

1

2N + 1

N∑
n=−N

ypn
4

(4.57)

For QPSK, the estimate carrier phase is then [32]

θ̂ =
1

4
arctan

(y
x

)
(4.58)

Note that θ̂ corresponds to φ [k] of Equation 4.51. Since the frequency shift was already

cancelled, the original symbol is recovered by multiplying xin [k] by exp
(
−jθ̂

)
.
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4.4 Outer Receiver

In the digital demodulator all the transmission impairments were compensated by per-
forming orthogonalization, both static and dynamic channel equalization, interpolation fol-
lowed by timing recovery and finally, frequency and carrier phase estimation. This way, all
conditions are joint so that signal decoding can be accomplished by the outer receiver.

Forward error correction (FEC) is the main function performed by the outer receiver.

The use of FEC codes is only possible if redundancy is introduced in the original data
sequence, which is known as FEC-encoding. The original data sequence is grouped in words
of k symbols. Then, each word is transformed in another one of n symbols by adding n − k
redundant symbols (parity-data). The receiver exploits this redundancy so it can perform
two tasks [58]:

• Error-detection Verify the association between input- and parity-data;

• Error-correction Take actions accordingly.

Unfortunately, some errors can not be corrected. The minimum distance of the code dmin
is the minimum number of code-symbols that the codewords can differ between each other.
Therefore, the code can detect dmin − 1 errors and correct only (dmin − 1) /2.

Additionally, the FEC codes can be divided according distinct categories [58]:

• Outband vs Inband In inband FEC, the parity-data is introduced in the superfluous
overhead of the client-signal. In case of absence of superfluous overhead, the frame has
to be increased in order to add redundancy. This is the so-called outband FEC.

• Hard vs Soft-Decision The receiver performs hard-decision, if it only distinguishes
between two logic levels corresponding to 1 and 0. On the other hand, if the receiver
recognizes intermediate levels, it is said to perform soft-decision. The latter is not
common in optical communications due to technological complications related to high
transmission rates. Also, the maximum unregenerated spans requires hard-decision
receivers with high sensitivity.

• Block vs Convolutional Block-codes are constituted by finite- and constant-length
codewords. On its side, the convolutional-codes apply over input-data, continuously.
Input code-symbols fall into the same codeword until a decision is made.

• Serial vs Parallel-Concatenation In order to improve the FEC effectiveness, FEC
codes are concatenated. If the input-data is successively encoded by an outer (h, k)
code and then by an inner (n, k) code, generating a concatenated (n, k) code-scheme,
the concatenation is serial. On the other hand, the concatenation is parallel if the input-
data is encoded twice (or more), once in the arrival order and another in the permuted
order.

No further details will be explore about FEC codes neither about FEC architectures, given
the context of this thesis. However, FEC codes can have an important role in the correct
information decoding.
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Figure 4.17: Optical Coherent Receiver analyser block diagram. (Kindly provided by Ricardo
Ferreira)

4.5 Optical Coherent Receiver Analyser

The Optical Coherent Receiver (OCR) analyser is, as the name indicates itself, a digital
signal processing software, whose interface has been developed based on MATLAB R© GUI,
in Instituto de Telecomunicações, Pólo de Aveiro. It is employed in optical systems that
use multi-level signalling, such as QPSK and 16-QAM, which requires coherent detection
and can inclusively be transmitted through the same channel with two polarizations. It
also evaluates the performance of the transmission system in terms of EVM, BER and eye-
diagram characteristics. Another particular feature is the ability of processing information
from a source file instead of the oscilloscope outputs.

The DSP that is performed by the OCR analyser allows the compensation of transmission
impairments such as CD and PMD. The diagram, which is shown in Figure 4.17, summarizes
the implemented subsystems, which are very alike to that exposed previously. This scheme
is enabled in the user’s interface in such way that, by clicking in its blocks, the user can both
adapt the DSP algorithms to the correct modulation format and store the processed data in
the most convenient manner.

4.5.1 Implemented Digital Signalling Processing Subsystems

First of all, important parameters that are related to both transmitted modulation format
and information’s source as to be specified. This function is provided by the data collection
subsystem. As it was already mentioned, the source information is not restricted to the
oscilloscope output. The data can also be stored in a .mat, .out or .wfm file.

Next, the received signal is converted from heterodyne to intradyne by using the Nyquist-
Shaping Technique:

• A first order bandpass Gaussian filter is applied to the signal;

• The signal is down-converted;

• A lowpass filter is applied to the down-converted signal.

75



The low-pass filter can be a Gaussian, Bessel or Butterworth. Also, the user is allowed to
chose the order and the cutoff frequencies of both filters, as well as, the central frequency of
the bandpass filter.

Note that this subsystem is particularly important in case of multi-channel optical systems,
once the distinct channels are filtered here.

At this point, amplitude normalization, interpolation and orthogonalization of the signal
is required. The signal is normalized to the unit amplitude before employing the interpolation.
Remember from Subsection 4.3.3 that interpolation is needed in order to resample the signal
and consequently, to recover the clock. Interpolation with low-pass filter, linear, cubic spline
and piecewise cubic hermite interpolation are the options available to the user. The Gram-
Schmidt orthogonalization is the algorithm used to restore an angle of π/2 between the
components.

This block is followed by another one, which can optionally be or not used. Basically,
this option allows the user to add new code, new functions of digital signal processing. An
example is the use of training sequences instead of using blind techniques.

Next, the equalization of the signal is performed. The CD is compensated with linear
equalization, while ISI is minimized using dynamic equalization, in particularly, employing
the CMA that was addressed in Subsection 4.3.2.

Finally, the frequency and phase of the optical carrier have to be estimated. The frequency
estimation is performed using the method, which was described in Subsection 4.3.4. On its
side, the phase recovery is accomplished using the Viterbi and Viterbi algorithm, that was
already exposed in Subsection 4.3.5.

At the end of this process, EVM, BER, quadrature skew and eye diagram parameters can
be determined. Note that the EVM can be calculated in relation to the ideal constellation,
the average of the received constellation or the exact transmitted symbols, the last one, being
the one that gives the most accurate results. However, in many practical experiments, it is
not possible to access the original transmitted data. In addition, the BER calculation requires
the knowledge of the transmitted sequence. In this case, both bitwise or cross-correlation can
be used to performed the required synchronization between the transmitted data and the
received one.

Figure 4.18 shows the main view of the user’s interface. As it can be seen, it allows the
control of several parameters that are related to the data to be processed.
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Figure 4.18: Optical Coherent Receiver (OCR) analyser user’s interface.
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Chapter 5

Simulation and Laboratory
Experiments

From the information that was exposed in the previous chapters, one can conclude that
advanced modulation formats together with coherent detection and digital signal processing
are the key features of high data rate optical transmissions.

In this way, the simulation and laboratory experiments, that will be described in this
chapter, were developed in order to demonstrate the advantages of using high modulation
formats, mainly in terms of spectral efficiency. Also, it will be studied the influence of other
parameters, which are involved in an UDWDM transmission, such as the transmitted number
of channels and the spacing between them. Independently of what is the studied feature, the
system performance will be evaluated in terms of error vector magnitude (EVM).

In spite of not being an advanced modulation format, the BPSK will be addressed in the
following, so that, the advantages of employing higher formats as, e.g., QPSK and 16-QAM
become more clear.

5.1 Simulation Results

The simulations were developed in the Optical Coherent Receiver (OCR) addressed in
Section 4.5. Note that the available option of simulating optical fibre transmissions was not
addressed in the mentioned section because it is inserted in a chapter that is exclusively
dedicated to digital coherent optical receivers.

Additionally, one must notice that 4098 symbols were used in each simulation.

5.1.1 Simulation Setup

Figure 5.1 illustrates the used setup to simulate the transmission of all the following mod-
ulation formats: NRZ-BPSK, NRZ-QPSK, NRZ-16-QAM, Nyquist shaped BPSK, Nyquist
shaped QPSK and Nyquist shaped 16-QAM. Note that the last three formats were generated
with a zero roll-off factor (see Section 3.3).

The information, which is generated by the bit pattern generator (BPG), is encoded in
the phase, in the case of BPSK and QPSK, and in both the phase and amplitude, in the
case of the 16-QAM, of the optical carrier that is provided by each one of the continuous
wave (CW) lasers that are wavelength multiplexed (WDM), using an IQ modulator as it was

79



Figure 5.1: Simulation setup.

explained in Chapter 3. The same random sequence is transmitted in every channel. Then, the
modulated optical carrier is transmitted over a SSMF of 20km with an attenuation coefficient
of 0.2 dB/km, a dispersion of 17 ps/nm/km and a nonlinear coefficient of 1.4 mW/m.

Once the phase is modified in order to imprinted the data in the carrier, an optical coherent
receiver is required to detect each symbol and map it correctly, according to the information
exposed in Chapter 4 about the digital coherent optical receivers. As it is referred in this
chapter, the coherent receiver requires a local oscillator (LO), which is combined with the
received signal in the 90◦ optical hybrid. The resulting signal is then converted to the electrical
domain by the balanced detectors (BD). Finally, each I and Q component is sampled by the
ADC, so that, the digital signal processing (DSP) can be performed, as it is explain in Section
4.3. Note that in the Figure 5.1, the analogue-to-digital conversion is not explicit, being also
represented by the DSP block.

5.1.2 Discussion of Results

Analysis of the Spacing Between Channels

Figure 5.3 and 5.4 show the evolution of the EVM for different modulation formats and dif-
ferent channel spacing. NRZ-BPSK/QPSK/16-QAM and Nyquist shaped BPSK/QPSK/16-
QAM were the simulated modulation formats at 2.5 Gbaud. The spacing between the 8
channels is a value from 2.5 GHz to 10 GHz.

As it can be seen, the minimum spacing value for NRZ formats is twice the one of the
Nyquist shaped formats. These values can be explained based on the spectrum of each format,
which is represented in Figure 5.2. From it, one can verify that the bandwidth of the NRZ
signal is twice the symbol rate, while in the other case, the bandwidth is equal to the symbol
rate. That is why the minimum channel spacing of the former is twice the one of the latter,
in this particular case, 5 GHz and 2.5 GHz, respectively.

Back to Figure 5.3, it can be verified that, in the back-to-back (B2B) configuration, the
system response is identical in all modulation formats due to the absence of nonlinear effects.
In this way, the degradation of the system performance as the power at the fibre input per
channel decreases is caused only by the reduction of the OSNR.

Actually, it is inevitable to refer the nonlinear effects, when analysing an optical fibre
transmission. For the presented case, the nonlinear effects that should be taken into account
are:

• Self-Phase Modulation (SPM) Signals with a time varying amplitude cause tempo-
rary changes in the refractive index of the propagation medium, resulting in temporary
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Figure 5.2: Spectrum of (left) NRZ and (right) Nyquist shaped formats at 2.5 Gbaud.

shifts of the signal phase, and consequently, in frequency chirping. This self-induced
phenomenon traduces itself in a symmetric enlargement of the signal spectrum, main-
taining the pulse shape unalterable.

• Cross-Phase Modulation (XPM) In a multi-channel scenario, the power variations
that occur in a given channel will be translated in phase fluctuations in another co-
propagating channel. The resulting enlargement of the spectrum may be symmetric or
asymmetric, causing, in this last case, a distortion in the pulse shape.

• Four-Wave Mixing (FWM) Three or more co-propagating channels can interact
between each other in such a way that a new co-propagating channel is created. This
phenomenon is independent of the symbol rate and its effect increases as the spacing
between channels decreases.

So, the system response to the propagation of a single-channel in a 20km SSMF is very
similar, in the case of BPSK and QPSK formats, to that of the back-to-back (B2B) configu-
ration, aside a 4dB penalty in the input optical power per channel, which was caused by the
attenuation that was introduced by the fibre.

For high input optical power per channel, the EVM increases due to the appearance of
nonlinearities. A closer look to Figure 5.3 allows to verify that the minimum value of EVM
occurs for lower input fibre’s power per channel as the spacing between channels decreases.
This happens because of the fact that the FWM becomes more significant with the reduction
of the spacing between channels. Once again, the system’s response to the BPSK and QPSK is
very similar. It is worse in the case of the propagation of 16-QAM formats because, in contrast
to the other cases, the amplitude of the signal is time varying, provoking the emergence of
SPM and also of XPM.

Inclusively, the system performance when propagating a 16-QAM signal, in the case of
transmitting single-channel, shows a particularity: the EVM increases for high input power
per channel. This happens due to the fact that the amplitude of the 16-QAM signal is not
constant, resulting in the appearance of SPM for high power levels. Since the modulus of
BPSK and QPSK symbols is constant, this phenomenon is not observed for these formats.
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Figure 5.3: Evolution of EVM for (left) NRZ-QPSK/16-QAM and (right) NRZ-QPSK/BPSK
at 2.5 Gbaud for several values of spacing between channels. Legend:modulation format/fibre
length/spacing between channels.

For low input optical power per channel, the increase of the EVM is caused by the degra-
dation of the OSNR.

Note that Figure 3.18 shows that the SNR which is required when transmitting 16-QAM
is higher than the one that is required when transmitting QPSK in order to achieve the same
BER for both formats. In Figures 5.3 and 5.4 this difference of the SNR is not observed
because the system response is evaluated in terms of EVM, rather than in terms of BER.

As Figure 5.4 shows, alike conclusions can be taken in the case of employing Nyquist
shaped formats.

From these comparisons, the 16-QAM does not seem more attractive than the QPSK
format or even the BPSK. However, one should not forget that a symbol rate of 2.5 Gbaud
for 16-QAM formats traduces itself on a bit rate of 10 Gbps, while the bit rates that correspond
to 2.5 Gbaud are 5 Gbps and 2.5 Gbps, in case of QPSK and BPSK, respectively.

In addition, if the Nyquist shaping is applied instead of the NRZ line code, the occupied
bandwidth is halved. This way, the bandwidth that is required to transmit a NRZ-QSPK
signal is twice the one needed to transmit a Nyquist shaped QPSK, which means that it is
possible to achieved twice the symbol rate, occupying the same bandwidth.

Comparing two cases in which neither the pulse shape nor the multi-level signalling is
maintained, the bandwidth saving becomes even more evident. E.g., for a given symbol
rate of 2.5 Gbaud, the corresponding bit rate is 2.5 Gbps and 10 Gbps, when transmitting
NRZ-BPSK and Nyquist shaped 16-QAM, respectively. For the mentioned symbol rate, the
required bandwidth to transmit a NRZ-BPSK signal is 5 GHz, while, in the other transmission,
it is 2.5 GHz. It means that the employment of Nyquist shaped 16-QAM allows to achieve
four times the bit rate that was accomplished employing NRZ-BPSK with the half of the
occupied bandwidth. If one compares NRZ-QPSK, instead of NRZ-BPSK, with the Nyquist
shaped 16-QAM, it will be verified that the latter allows to achieve twice the bit rate that is
verified in the former transmission, requiring half the bandwidth.
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Figure 5.4: Evolution of EVM for (left) Nyquist shaped QPSK/16-QAM and (right) Nyquist
shaped QPSK/BPSK at 2.5 Gbaud for several values of spacing between channels. Leg-
end:modulation format/fibre length/spacing between channels.

Analysis of the Number of Channels

Figure 5.5 shows the evolution of the EVM’s value according to different number of chan-
nels for a spacing between them of 2.5 and 5 GHz, when transmitting a NRZ-QPSK signal
at 1.25 Gbaud.

From it, one can conclude that the increase of the number of channels causes the degra-
dation of the system performance, independently of the spacing between channels, for high
input power per channel. This behaviour is justified by the fact that the impact of the fi-
bre nonlinearities that were described in the previous subsection is more significant as the
transmitted power in the fibre increases.

Moreover, one can verify once again the increasing effects of the FWM as the channels
get closer between each other.

For lower input power per channel, the system response in the case of the multi-channel
scenario is very similar of that in the case of the transmission of a single-channel in a 20km
SSMF because the nonlinear effects are not triggered for such low power levels, being the
degradation of the OSNR the reason of the observed decrease of the EVM.

Analysis of the Symbol Rate

Figure 5.6 shows the evolution of the EVM, when transmitting a NRZ-QPSK signal, in
each one of the 8 channels, at 2.5 and 1.25 Gbaud for different spacing between channels.

Identically to what was verified in the previous simulations, the system has a similar
performance when transmitting single- or multi-channel for low input power per channel,
independently of the adopted symbol rate. The increase of the EVM in this power range
results from the OSNR degradation.

For higher power levels, nonlinear effects become significant. The four-wave mixing is the
dominant nonlinearity, since, theoretically, the self- and cross-phase modulation do not man-
ifest in the fibre transmission of modulation formats whose symbols have constant modulus,
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Figure 5.5: Evolution of the EVM for different number of channels, when transmitting NRZ-
QPSK formats at 1.25 Gbaud. Legend: fibre length/number of channels/spacing between
channels.

as QPSK and BPSK. Actually, the FWM is responsible for the higher values of EVM that
were verified in the case of the lowest symbol rate.

For each symbol rate, the tested spacing between channels were either twice or four times
the symbol rate. Also, the relation between the sample rate and the symbol rate was the
same for all cases that were compared. In spite of maintaining these relations, the system’s
performance was not similar for large input power, which proves that FWM depends mostly
on the spacing between channels (in the case of transmitting three or more co-propagating
channels) and the level of the transmitted power in the fibre. That is why, for a given relation
channel spacing/symbol rate, the observed EVM in the case of 1.25 Gbaud is larger than that
in the case of 2.5 Gbaud, i.e., because the channels are closer to each other.

5.2 Laboratory Experiments

Due to the limitation of resources and schedule, it was only possible to perform the
transmission of NRZ-QPSK and Nyquist shaped 16-QAM formats.

Results will prove that, in spite of being relatively novel, Nyquist shaped formats are
practicable and its employment provides considerable bandwidth savings.

All error vector magnitude values were obtained for 1024 recovered symbols, over 10
independent measurements.
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Figure 5.6: Evolution of the EVM for NRZ-QPSK transmission at (left) 2.5 Gbaud and (right)
1.25 Gbaud. Legend: fibre length/spacing between channels.

5.2.1 Laboratory Setup

Figure 5.7 illustrates the used experimental setup to analyse the transmission of both
NRZ-QPSK and Nyquist shaped 16-QAM.

Actually, the setup is not exactly the same for both cases. The difference between them
is the equipment that was used to generate the two distinct modulation formats. Once the
generation of 16-QAM formats requires two four-level drive signals, the bit pattern generator
(SHF 12100B included in SHF 56Gbps BERT) that drives the IQ modulator (IQM), together
with the signal generator (S&R R© SMR50), in order to generate a NRZ-QPSK signal, has to
be substituted. This way, an arbitrary waveform generator (AWG) (Agilent M8190A) took
its place in the Nyquist shaped 16-QAM transmission.

In fact, it was not only the multi-level signalling that have determined the use of the AWG,
but also the pulse shaping. The bit pattern generator that was used to generate NRZ-QPSK
does not enable the generation of Nyquist shaped formats. E.g., the transmission of Nyquist
shaped QPSK would require the use of the AWG, instead the utilization of the mentioned bit
pattern generator.

The UDWDM channel group was created by a Mach-Zehnder modulator (MZM), which
was driven by two radio-frequency signals whose phase relation was of about 3π/2. This
channel group is then filtered by a wave shaper (WS)(Finisar 4000S) tuned to ∼ 80 GHz
bandwidth.

Because of the introduced losses of the remaining part of the system, the wave shaper
is followed by an Erbium-doped fibre amplifier (IPG EAD-500-C3-W). This amplifier adds
noise to the signal, so that, it has to be filtered after the amplification.

In order to observe the UDWDM channel group in the optical spectrum analyser (APEX
AP2441A), a 50/50 coupler was employed after the filter. Note that this visualization is
indispensable for the system operator, since it allows to verify the channels alignment.

Then, the input channels power is modified by acting in the optical attenuator that was
placed between the mentioned 50/50 coupler and a 1/99 coupler. The employment of this
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Figure 5.7: Experimental setup.

coupler is required to measure the input power in another optical spectrum analyser (EXFO
FTB-500).

The optical attenuator that is located between the fibre and the polarization locker is
important so that it limits the power at the coherent receiver’s input, whose maximum input
power is -6 dBm. The coherent receiver is constituted by a 90◦ optical hybrid and a pair of
balanced detectors (BDs).

Finally, the resulting electrical signal is converted to the digital domain by a 100GSa/s
real-time oscilloscope (Tektronix MS072004C). The oscilloscope was connected to the Optical
Coherent Receiver (OCR) analyser, presented in Section 4.5, via Ethernet, where the digital
signal processing was performed in order to compensate fibre’s impairments.

5.2.2 Laboratory Results

NRZ-QPSK Transmission

Figure 5.8 illustrates the evolution of the error vector magnitude that was obtained for
the transmission of NRZ-QPSK formats at different symbol rates, namely, 0.625, 1.25 and
2.5 Gbaud.

As it can be seen, the relations between the channels spacing and the symbol rate was not
maintained for all cases, as it was desired. In fact, the spacing between channels was dictated
by the success of the hardest task that was inherent to the transmission: the alignment of the
UDWDM channel group.

All channels shall have the same power, so that, they interfere between each other in
the same way. This is accomplished by acting on the phase of the two RF signals that
drive the MZM and on the bias voltage of the referred modulator. Figure 5.9 shows two
UDWDM channel groups, at the input fibre, that were obtained after performing the described
procedure, which has revealed itself very time-consuming. From this figure, one can also
verify that the number of channels is dependent on the spacing between them, for the same
available transmission bandwidth, and indirectly on the symbol rate because the minimum
spacing between channels must not be lower than twice the symbol rate in case of the NRZ
format.

Regarding system performance, one can conclude that it has met the expectations.
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Figure 5.8: Evolution of EVM for NRZ-QPSK formats transmission at (upper left) 0.625
Gbaud (upper right) 1.25 Gbaud and (bottom) 2.5 Gbaud.

Figure 5.9: Generated UDWDM channel group, employing NRZ-QPSK, at (left) 2.5 Gbaud
with a spacing between channels of 13 GHz and (right) 0.625 Gbaud with a spacing between
channels of 5 GHz.
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Figure 5.10: Spectrum and eye-diagrams of the received NRZ-QPSK signal (@0.625 Gbaud,
∆f = 5GHz) for an input power per channel of (a)(b)(c) -3 dBm and (d)(e)(f) -15 dBm.

The analysis of Figure 5.8 allows to verify a penalty of about 4 dB of the transmission
through the 20km SSMF in relation to the B2B configuration for the three examined symbol
rates. Also, it can be seen that, for all tested symbol rates, the EVM increases as the input
power per channel decreases. This increase is justified by the degradation of the OSNR, which
can be verified not only in the received spectrum, but also in the eye-diagram, as it is shown
in Figure 5.10.

On the other hand, the growth of the EVM for higher input fibre’s power per channel
is not related with OSNR. Instead, this increase occurs owing to the emergence of nonlinear
effects, which were already addressed in Subsection 5.1.2.

Theoretically, self- and cross-phase modulation do not manifest, since the modulus of the
NRZ-QPSK symbols is constant. Therefore, the four-wave mixing, is the fibre nonlinearity
that causes the increase of the EVM that was obtained for this power range. That is why the
system’s response is degraded as the spacing between channels is reduce, as it can be seen in
Figure 5.8.

Nyquist shaped 16-QAM Transmission

Figure 5.11 represents the evolution of the error vector magnitude that was obtained after
the detection and compensation of Nyquist shaped 16-QAM symbols, which were transmitted
at 2.5 and 3 Gbaud.

Unlike the experiments that were described in the previous subsection, the generated
spacing between channels was equal for both symbol rates, more precisely, 5 GHz. Unfortu-
nately, it was not possible to test another symbol rate/channel spacing combinations due to
the limited schedule and the very time-consuming task of aligning all channels.
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Figure 5.11: Evolution of EVM for Nyquist shaped 16-QAM transmission at 2.5 and 3 Gbaud.
Legend: symbol rate/fibre length.

The two UDWDM channel groups are illustrated in Figure 5.12. The difference in rela-
tion to the previous case is evident. In this case, each channel spectrum has a near-perfect
rectangular spectrum, while, in the previous case, each channel spectrum was sinc shaped.
This results in bandwidth saving, since a NRZ format occupies twice the bandwidth for a
Nyquist shaped format, as it was seen in Subsection 5.1.2.

Focusing on the developed transmissions of both NRZ-QPSK and Nyquist shaped 16-
QAM at 2.5 Gbaud, one can verify that the achieved bit rate in the latter transmission is
twice the former, occupying half of the bandwidth that NRZ-QPSK signal requires. Namely,
2.5 Gbaud traduces itself in 5 Gbps and 10 Gbps in case of transmitting QPSK and 16-
QAM, respectively, and the required bandwidth is twice the symbol rate, i.e. 5 GHz, when
transmitting the NRZ format, and equal to the symbol rate, i.e. 2.5 GHz, when transmitting
the Nyquist shaped format. This shows the evident benefit of using Nyquist shaped formats
in terms of bandwidth saving. In other words, for the same available transmission bandwidth,
the employment of Nyquist shaped 16-QAM provides bit rates four times higher the ones that
are achieved employing NRZ-QPSK.

Moreover, the difference between the two modulation formats is observed in the corre-
sponding eye-diagrams, which are illustrated in Figures 5.10 and 5.13. This was expected,
since the pulse shape in the time domain is substantially different, as it was demonstrated in
Chapter 3.

Figure 5.11 allows to verify the expected system behaviour in the case of transmitting
the UDWDM channel group over 40km of SSMF, which is similar to that of the NRZ-QPSK
transmission in many ways.

Just like in the NRZ-QPSK transmissions, for low input power, the increase of the EVM
results from the degradation of the optical signal-to-noise ratio, as it can be seen in Figure
5.13.

Additionally, nonlinear effects are triggered in the UDWDM transmission employing
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Figure 5.12: Obtained UDWDM channel group, employing Nyquist shaped 16-QAM, at (left)
2.5 and (right) 3 Gbaud with a spacing between channels of 5 GHz, at the input fibre.

Figure 5.13: Spectrum and eye-diagrams of the received Nyquist shaped 16-QAM signal (@2.5
Gbaud, ∆f = 5GHz) for an input power per channel of (a)(b)(c) -10 dBm and (d)(e)(f) -19
dBm.
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Nyquist shaped 16-QAM for high power levels, as in the previous case. However, in this
case, self- and cross-phase modulation become relevant, besides four-wave mixing. Owing to
the fact that 16-QAM, and in this particular case, Nyquist shaped 16-QAM signals have a
time varying amplitude, SPM and XPM effects will emerge for the referred power range. Since
the spacing between channels is kept to 5 GHz in both transmissions, the FWM will affect
them in a similar way. This is the reason why the evolution of the error vector magnitude is
identical for both studied symbol rates.
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Chapter 6

Conclusions and Future Work

The new communication paradigm, in which not only individuals but also machines are
connected between each other, exchanging greats amounts of data, is pushing the network
capacity to its limit.

It is well-known that optical communications is the only communication technology that
provides bit rates of order of Terabits. However, the current optical networks (XG-PONs),
were projected to allow the upload and the download of information at 2.5 and 10 Gbps,
respectively, and the ones that are under standardisation today (NG-PON2), will allow up-
and downstream rates of 10 and 40 Gbps, which are still far from the maximum fibre’s capacity
of transmission.

With the purpose of enlarging the referred rates, many researches have been carried on
with successful results, achieving transmissions at bit rates of hundreds of Gbps or even
Tbps. All of them show a common feature: the employment of high-order modulation formats
together with coherent detection and digital signal processing.

In fact, such rates require spectral efficiencies that OOK formats cannot provide. There-
fore, the utilization of advanced modulation formats, such as QPSK and 16-QAM, becomes
imperative.

Once the information is convey in phase, in the case of M-PSK formats, and in the
phase and amplitude, in the case of M-QAM formats, optical coherent reception is required
because direct detection techniques only recover information from the amplitude of the optical
carrier. The coherent detection together with digital signal processing have enabled a huge
breakthrough in fibre communications.

Nevertheless, it is not only the multi-level signalling that dictates the occupied bandwidth,
but also the pulse shape, as the developed simulations and laboratory experiments have shown.
It was verified that the required bandwidth to transmit NRZ formats is twice the one needed
to transmit Nyquist shaped formats.

Particularly, the laboratory experiments have shown that employing Nyquist shaped 16-
QAM, the bit rate is doubled with half of the bandwidth that is occupied by the NRZ-QSPK.
E.g., for a symbol rate of 2.5 Gbaud, the corresponding bit rate is 5 Gbps, when employing
NRZ-QPSK formats, and 10 Gbps, when using Nyquist shaped 16-QAM, being the occupied
bandwidth 5 GHz in the first case and 2.5 GHz in the last one.

Moreover, the experimental work have allowed to verify that, in spite of being relatively
recent, the employment of Nyquist shaped formats is practicable and results in a significant
bandwidth saving, which becomes even more evident when combining Nyquist shaping with
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high-order multi-level signalling.
In relation to the modulation formats’ generation, the performed simulations, as well as

the laboratory experiments, have shown that the IQ modulator is a very powerful external
modulator, since it can be used to generate many different modulation formats, such as
NRZ-BPSK or Nyquist shaped 16-QAM, by applying the proper drive signals.

Additionally, the experimental procedure has revealed another application of the Mach-
Zehnder modulator, besides the external modulation of an optical carrier. As it was observed,
it also allows the generation of UDWDM channel groups, when it is driven by two RF signals
with a phase relation of 3π/2.

It was also possible to study some parameters that are related to UDWDM transmissions
of advanced modulation formats. Namely, it was verified that the increase of the channels
number and the reduction of the spacing between them results in a degradation of the system’s
response, for high power’s levels, due to the fibre’s nonlinearities. As the spacing between
the channels decreases, the four-wave mixing has a bigger impact on the transmission and
it is even more evident as the number of channels increases, since it causes an increase of
power in the fibre. The simulations and laboratory results have shown as well that 16-QAM
formats are more affected by the fibre’s nonlinearities than BPSK and QPSK formats. In
fact, theoretically, BPSK and QPSK are not affect by neither self- nor cross-phase modulation
because their symbols have a constant modulus.

The discussed results indicate the combination of Nyquist shaping and high-order multi-
level signalling as a viable answer to increase the current fibre transmission data rates.

However, the use of an arbitrary waveform generator is not a cost-effective solution to
generate such advanced modulation formats. This is how Field Programmable Gate Array
(FPGA) arises as an alternative option to achieve Nyquist shaped formats. Since the opera-
tions’ principles of the two devices are substantially different, a lot of research has to be done
in this context.
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