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Forest fires are a natural phenomenon and occurred long before human kind 

was around, serving important ecosystem functions. In the past decades, 

however, some parts of the world have seen marked increases in the 

frequency and spatial extent of wildfires. This includes Portugal, where forest 

fires have, on average, affected 100.000 ha of rural lands per year since the 

mid1970s.  

In general, the direct and indirect effects of fires depend strongly on the 

temperatures to which vegetation and soil are exposed. In the case of wildfires 

– as opposed to prescribed burning or experimental fires - these temperatures 

can hardly ever be measured. Therefore, wildfire impacts are commonly 

assessed using proxies based on the consumption of the vegetation and the 

colour of the ashes deposited on the soil surface. These so-called burn 

severity indices typically provide qualitative estimates, distinguishing between 

low, medium and high severity. Recently, however, near- infrared (NIR) 

reflectance spectroscopy was successfully applied to estimate the maximum 

temperatures reached (MTR) by soils heated under laboratory conditions. The 

present study wanted to explore the potential of NIR for estimating MTR in 

soils burnt by wildfires. To this end, the work addressed two main topics: (i) 

spatial variability in the relationships between soil heating temperatures in a 

muffle and the corresponding NIR-based MTR estimates, both between and 

within study sites; (ii) the importance of this spatial variability in estimating 

MTRs of wildfire-burnt soil samples. 

A number of NIR-based models was constructed and used to predict the 

known MTR of laboratory-heated soil samples. One of the two long-unburnt 

study sites revealed marked variability over short distances, whereas the other 

did not.  The models based on larger sample numbers, however, provided 

robust MTR predictions, even when these models involved samples from the 

two study sites. This probably reflected the sites comparable parent materials, 

soils and land cover (eucalypt plantations in schist soils).  

The best achieved models were used to estimate MTR by soil samples from a 

wildfire occurred in the central-north of Portugal, in the year 2010.. According 

to the index proposed in this work and the maximum temperatures reached 

estimations, the soil burn severity of the studied sites was moderate to high in 

surface samples, and low to moderate in the sub-surface samples. 
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1.1  BACKGROUND 

Forest fires are a natural phenomenon and occurred long before mankind was around 

(Walter L. and Cressler III, 2001, Bowman et al., 2009), which contributed in conjunction 

with the climate to the dynamics of flora and vegetation serving important ecosystem 

functions that made the original earth landscapes (Kelley, 2009). In the last century, 

human expansion to forested areas, and changes in climate have created a situation 

where forest wildfires, linked or not to natural causes, can adversely affect lives, propriety, 

and ecosystems (Nasi et al., 2002).  

Portugal is characterized by a Mediterranean climate with a wet winter and a hot and dry 

summer. The dry season, allied to the accumulation of forest biomass attributed to the 

abandonment of agricultural land and forestry (Ferreira et al. 2005), has contributed to the 

increment in the number and magnitude of forest fires. The Portuguese forest area has a 

high social and economic value to the country, occupying an area (scrubs and stands) of 

5,385,187 ha and representing 61% of continental Portugal (IFN5, 2006). In the last 

decade almost 1.5 million hectares of forested area were burnt (ICNF - Statistics 2001-

2010), which represents considerable economic and social losses for the country. After 

the fire season, more or less heavy rains can reinforce the negative effects of fires 

(especially erosion and soil degradation). For this reason, it is important to have a fast 

assessment of the damage right after the fire occurs so as to concentrate resources on 

high priority areas and target recovery activities efficiently (Miller and Yool, 2002). Thus, 

the management of burnt areas aims to mitigate adverse ecosystem responses 

(particularly erosion potential and hydrologic response), and to decrease the recovery 

time of the ecosystems affected by fire (Miller and Yool, 2002). The terms fire severity and 

burn severity are often used interchangeably to describe fire-induced damages (Keeley, 

2009). To avoid confusion between these two terms, here the term burn severity was 

considered to be the most appropriate. Kelley (2009) suggested that fire severity should 

concern measurement of effective changes by fires (e.g. tree crown canopy scorch; ash 

deposition), whilst burn severity should be applied to soils and restricted to field 

measurements; the author also argued both these terms should be separated from the 

definition of ecosystem responses (e.g. erosion processes and vegetation recover). 



Elisabete Pedrosa  

University of Aveiro  3 

Lentile et al. (2006) and Veraverbeke et al. (2010) also suggested a distinction between 

fire and burn severity, taking into account the fire disturbance continuum presented by 

Jain (2004), which involved four components: pre-fire environment, fire environment, post-

fire environment, and the biological and physical response to the environment. Jain et al. 

(2008) then reformulated this as a cycle linking the first three components. The pre-fire 

environment includes forest vegetation and state of the environment (moisture levels, 

amount of biomass, and species composition) immediately prior to the fire as well as 

during the preceding year. The fire environment includes the characteristics during 

combustion (e.g. weather, fire behaviour, and suppression tactics), the fire intensity 

(descriptor of fire behaviour, such as time averaged energy-flux in W.m-2) and fire severity 

(direct fire effects). The post-fire environment includes burn severity (descriptor of what is 

left after the fire is out and addressing the physical, chemical, and biological properties of 

the soil), as well as the ecological, social, and economic responses (descriptor of short-to 

long term, indirect effects).  

Burn severity classifications, however, are  often based on degree of biomass destruction, 

and do not include  modifications of soil proprieties. When based on fieldwork (e.g. Perez 

and Moreno, 1998; Lewis et al., 2006), such classifications are labour-intensive, time-

consuming and costly and, especially if large areas are involved (De Santis and Chuvieco, 

2007). To obtain quick coverage of large areas, remote sensing has been employed to 

map fire-induced changes in forest structure (such as decrease in vegetation cover and 

the amount of exposed soil) and vegetation moisture content (e.g. van Wagtendonk et al., 

2004; Cocke et al., 2005). The lack of information about the specific changes in soil 

proprieties of these methods risk of under-classifying or over-classifying the wildfire-

affected areas, misleading managers when applying emergency rehabilitation treatments 

(Lewis et al., 2006). 

Fire-induced effects on soils depend to a large extent on the temperatures reached (e.g. 

Raison, 1979; Almendros et al., 1984, 1988, 1990; Ulery y Graham, 1993; Neary et al., 

2005; Pietikäinen et al., 2000; Fernández et al., 2001; González-Pérez et al., 2004; 

Certini, 2005; Guerrero et al., 2005; Marcos et al., 2007; Terefe et al., 2008). Near infrared 

(NIR) reflectance spectroscopy is a cost-effective, time-saving, non-destructive, and 

environmentally-sound soil analysis technique (Dunn et al., 2002). Allied to chemometrics 

it has proven to be effective in obtaining reliable estimations of the maximum 
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temperatures reached (MTR) of lab-burned samples (Guerrero et al., 2007; Arcenegui et 

al., 2008; Arcenegui et al., 2010), and of prescribed-fire soil samples (Lugassi et al., 

2010). The first and, to the best of our knowledge, the only study that employed NIR-

based estimates of soil heating by wildfire was Maia et al. (2012). The authors related the 

post-fire soil seed bank in a Maritime Pine stand with several severity indices, finding a 

better correlation with the twig index than with the NIR-base MTR. The range of 

temperatures used for model construction in Maia et al (2012) were between 100ºC and 

700ºC (at a scale of 100ºC), and times of burning 10, 20 and 40 minutes, however the 

MTR estimation results ranged from 53ºC to 125°C. Fires tend to move quickly, thus 

hardly a soil sample will be subjected to peak temperatures during a large amount of time 

(Molina et al., 2001). This suggests that the model used by Maia et al. (2012) for the MTR 

predictions could be of low quality, which certainly had a negative impact in the MTR 

estimations. Considering this, in order to perform a more "realistic" calibration (that mimics 

reality), in the present work the temperature and times of burning scale at which samples 

for calibration were subjected was smaller than in the above mentioned studies. 

NIR spectroscopy calibrations have not performed well across soil types, smaller or more 

similar areas have resulted in better predictions for a number of soil properties (Sankey et 

al., 2008). This is believed to be due to soil mineralogy (Russel, 2003). Thus, one of the 

main gaps in effective monitoring of soil quality with NIR spectroscopy is the building of 

NIR-based regression models capable of assessing soil conditions at the global or 

regional scale across various soil types (Cecillon et al., 2009). Shepherd & Walsh (2002) 

presented an approach for regional quantification of soil properties with laboratory 

spectrometry. They proposed the use of soil spectral libraries as a tool for building risk-

based approaches to soil evaluation. In the spectral library approach, soil properties are 

measured conventionally for a selection of soils representative of the diversity of the 

studied region, and then calibrated to soil reflectance spectra (Cecillon et al., 2009). In this 

framework, calibrations (models) of the NIR-spectra in function of the MTR can be added 

to this library. Thereby, coupling both peak temperatures and soil quality information may 

enable faster assessment of the soil burn severity of a determinate area after a fire event, 

and better comprehension of the post-fire evolution of different soil proprieties, the 

response of vegetation, the hydrological changes and erosion processes. Moreover, in 
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Guerrero et al. (2007) study, the loss of predictions accuracy brought about by including 

samples that were spectrally and chemically heterogeneous in a global calibration 

(different soil types) showed that global calibrations are not systematically better than 

local calibrations and that care must be taken in forming heterogeneous calibration sets, 

recommending the use of local models (same soil type) instead of global models.  

As already mentioned, one advantage of using NIR spectroscopy is to be time-saving. In 

this sense, the number of samples for laboratory analyses, and data processing (to 

perform the calibrations) needs to be kept to a minimum. Furthermore, the time frame 

available for soil spectra to reflect soil temperatures after a fire event can be quite limited, 

either due to erosion or human activity (Guerrero et al., 2007; Lugassi et al., 2010), thus 

the number of field samples to be collected need also to be kept to a minimum. However, 

so that to perform good and trustworthy estimations, models require limited but sufficient 

heterogeneity, what in this work is referred as variability (Cecillon et al., 2009). 

 

1.2 FIRE EFFECTS ON SOILS  

The effects of fire on soils can be positive. Low intensity fires, usually associated to 

human controlled fires, can increase the productivity of the soil. This happens because the 

nutrients that were retained in the plant tissue and the organic matter are released to the 

soil, in a more accessible form to plants, acting as a fertilizer soil. On the other hand, high 

intensity fires can have quite negative impacts on ecosystem health (Verma and 

Jayakumar, 2012). 

The direct effects of fire on soil proprieties depend mainly on peak temperatures and their 

duration, but also on aspects such as the resistance of the soil to heating, which possibly 

varies with soil texture, soil moisture and even up/downslope direction of the fire 

spreading (Certini, 2005).  

The extent and duration of the effects of fire depend on the severity of the fire. They are 

controlled by several environmental factors that affect the combustion process, such as 

quantity, nature and moisture of live and dead fuel, air temperature and humidity, wind 

speed and topography of the site (Certini, 2005). In other hand, the resilience of the burnt 
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area is dependent on the interaction of many factors, including fire intensity, duration of 

the fire, vegetation type, climate, slope, topography, soil characteristics, time past since 

the last fire, and burnt area (Neary et al., 1999). Fire has an impact on the ecosystem 

services provided by the forest, which can encounter a range of ecological, political, 

economic, social and cultural considerations and processes such as, livestock, fresh 

water, wild foods, polinization, or climate regulation from soil carbon sequestration (GFA - 

FAO, 2010).  

Fire affects the physical, chemical and biological properties of soils (Certini, 2005). 

Important heat-induced soil physical characteristic changes are: colour, texture, pH, bulk 

density, and water holding capacity (Verma & Jayakumar 2012). The most representative 

change on chemical proprieties of soil during burning is loss of organic matter (Certini, 

2005), having also an impact on macro and micronutrient dynamics. Worth stressing that 

the soil organic layer provides a protective cover that mitigates erosion, aids in regulating 

soil temperature, provides habitat and substrates for soil biota and can be major source of 

readily mineralizable nutrients (Neary et al., 1999). Fire affects soil dwelling invertebrates 

that play an important role in litter decomposition, C and nutrient mineralization, soil 

turnover and soil structure formation (Neary et al., 1999). Mycorrhiza and soil bacteria are 

also affected by fire, the first maintains overall forest health, and the second is important 

for the ecosystem bio-chemical cycles (Verma & Jayakumar 2012).  

In particular, fire can cause partial or complete combustion of organic matter, deterioration 

of soil structure, modification of the porosity, increased bulk density (e.g. Giovannini et al., 

1988; Imeson et al., 1992) altered (usually reduced) aggregate stability (e.g. Llovet et al., 

2009; Úbeda and Bernia, 2005), depletion of nutrients through volatilization and 

convection of ash and smoke columns and through leaching, together with marked 

alterations of the numbers and composition of soil microbial and soil-dwelling 

invertebrates (Certini, 2005). Fire may alter (often increasing) the soil water repellence 

characteristics of a soil (e.g. Doerr et al., 2000, 2006; Coelho et al., 2004), although it can 

also have little or no impact where this property already exists (e.g. Doerr et al., 2009). 

Many of these changes potentially make the soil more susceptible to removal by water 

erosion (e.g. Gabet, 2003; Carroll et al., 2007; Shakesby, 2011) and/or less likely to allow 

infiltration and more likely to promote overland flow (Wagenbrenner et al., 2006). 
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Inside Portugal, the increase of runoff and the erosion risk are mainly indicated as post-

fire ecosystem responses (e.g. Ferreira et al., 2005; Keizer et al., 2008; Malvar et al, 

2011). These effects are attributed to soil degradation and consequent loss of vegetation 

cover (Ferreira et al., 2008). Some authors suggest that the most disturbing effect on soil 

degradation is the loss of soil aggregates stability, and water repellence which in turn 

influences the hydrological response (Coelho et al. 2004; Doerr et al. 2006).  

 

1.3 NEAR-INFRARED SPECTROSCOPY 

1.3.1 CHEMICAL PRINCIPLES 

Molecular spectroscopy is based in the interaction between electromagnetic radiation and 

the molecules. According to the spectroscopic phenomenon that is caused by the 

absorption of energy by matter, the near-infrared is the region between 780 and 2500 nm 

(wavelength) or between ≈12820 and 4000 cm-1 (wavenumber) (Sheppard et al., 1985).  

As mentioned before, fire has direct effects on the physical, chemical and biological 

properties of soils (Certini, 2005), that depend to a large extent on the temperature 

reached by the soil (Raison, 1979). In other words, during a fire soil properties experiment 

several changes. Each different property undergoes distinct modifications depending on 

the temperatures reached by the soil. Many of these modifications have a spectral 

response in NIR, or are properties that can be estimated by NIR (Fritze et al., 1994; 

Viscarra Rossel et al., 2006, Guerrero et al., 2007; Zornoza et al., 2008; Cecillon et al., 

2009; Lugassi et al., 2010).   

In the NIR region, the radiation is absorbed by different chemical bonds (mostly C–H, N–

H, S–H, C=O, and O–H) depending on its concentration in the sample. The NIR spectra 

are the result of overtones and band combinations from the fundamental vibrations (Burns 

and Ciurczak, 2001). As a consequence of the overlapped bands, NIR information has to 

be extracted and cannot be directly interpreted. To take advantage of the useful 

information contained in the NIR spectra, sophisticated computer programs that perform 

multivariate statistics are often used to extract this information (e.g. Martens and Næs, 
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1989; Burns and Ciurczak, 2001; Næs et al., 2002). Thus, it is possible to construct a 

model that relates the changes in NIR spectra of soil burnt at different temperatures, and 

use it to estimate/predict the temperature reached by other soil samples (Guerrero et al., 

2007) in a very simple process. First the maximum temperature reached is accurately 

measured in a set of soil samples (laboratory heating); after this, the NIR spectra of these 

same samples are obtained. Both sources of information (information matrixes) are then 

used to construct a calibration matrix (model).  

 

1.3.2 MODEL CONSTRUCTION AND APPLICATION 

The calibration process that relates the spectral information with the MTR consists in 

performing a multiple regression analysis commonly known as, the PLS regression. The 

PLS regression is the most common method used to perform function calibrations using 

NIR spectroscopy (Martens and Næs, 1989; Wold et al., 2001; McBratney et al., 2006; 

Næs et al., 2002; Burns and Ciurczak, 2001; Viscarra Rossel et al., 2006). PLS regression 

is a multiple regression that uses the PLS vectors (also called latent variables) as 

predictor variables (or independent variables). Thus, in the calibration process, the 

calibration function (adjusted by the least squares) that relates the spectra with the MTR is 

constituted by PLS vectors that have the same dimension of the spectra. Depending on 

the number of PLS vectors included in the calibration function, the model will have distinct 

rank. It is preferable to use lower rank in the model, because the higher the number of 

PLS vectors, less new information, and more "noise" is being added to the models. The 

overfitting (too high rank) can have negative effects when performing the estimates (Næs 

et al., 2002), on the other hand if an underfitting occurs, the information added to the 

calibration function can be insufficient, losing the ability to relate the data.  To decide 

which is the best rank to be used in the model, it is useful to analyze the sedimentation 

graphs that represent the evolution of both r2, and RMSECV (root mean square error of 

the cross validation) with the rank (number of PLS vectors). Theoretically, as the rank 

increases, also increases the quality of the fit (r2) and the error is reduced. At some point 



Elisabete Pedrosa  

University of Aveiro  9 

when the adjustment increase and the decrease of the error are almost negligible, it is not 

worth to use more PLS vectors.  

In addition to the information of the chemical composition, a spectrum also contains some 

information on certain physical properties of the sample; the particle size, the density, and 

the compaction of the sample are among the main factors that are also recorded in the 

spectrum (Burns and Ciurzczak, 2001). Therefore, it is common to apply one or more 

preprocessing to the spectra before its analysis and interpretation (Blanco and Villarroya, 

2002), that in most cases, aiming to find the relationship between spectra and chemical 

composition, facilitate the calibration process (Naes et al., 2002). Typical spectroscopic 

preprocessing are, namely, first derivate, second derivate, linear offset subtraction, 

straight line subtraction, multiplicative scatter correction, vector normalization, min-max 

normalization. 

Once having the calibration function (model), the prediction (or estimation) process is 

relatively simple. The only need is to apply the calibration function to the spectra of the 

samples to be estimated (or predicted), applying also the same preprocessing algorithm 

used in the calibration. Before predicting the dependent variable (in this case the 

maximum temperature reached), it is important to verify if the model is sufficiently 

representative of the samples to be predicted. In this sense, a projection of the spectra 

samples to be predicted can be made, in the spectral space of the model. The easiest 

way is to use the spectral space generated by the first principal components, although the 

most effective is to use statistical parameters such as the Mahalanobis distance. With this 

parameter, it is possible to identify if the spectrum of the samples is within the model 

domain, and therefore have an estimate of whether the prediction has a good quality or 

not. Thus, this distance offers a way of measuring the reliability of the prediction. The 

estimations in samples that have high Mahalanobis distance may be of low quality, and 

probably incorrect (Martens and Naes, 1989, Naes et al., 2002, Guerrero et al. 2007). In 

consequence, statistical packages often include an outlier analysis, based on this 

distance. When a model is developed, a spectral space is generated, and for a sample to 

be correctly estimated, it should be inside this spectral space. Sample spectra that are 

very distinct from those used in the model, remain poorly represented in the spectral 

space, thus the quality of the prediction is low. As with any type of model, working outside 

the limits of the model can result in erroneous or imprecise estimates. 
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1.4 OBJECTIVES AND THESIS STRUCTURE 

This work wants to contribute to a better knowledge of the use of NIR reflectance 

spectroscopy as an alternative and/or complementary tool for estimating burn severity at a 

local to regional scale, having the potential of providing quantitative estimations of wildfire-

induced soil heating. It is divided in two essential parts. The research questions 

addressed here were: 

 Can a single sample from a single spot at one specific study site be representative 

of other spots on the same site and/or to spots on other sites that have the same 

soil type? Or in other words, how many samples are necessary to have a 

representative set of spectra for a given soil type, to construct a model that gives 

reliable predictions or estimations?;  

 Regarding MTR estimations of wildfire-burnt soil samples one cannot easily 

validate the estimations; however, can a representative and well-calibrated model, 

overcome the need for validation for wildfire-burnt soils, typically lacking 

independent temperature estimates? 

The two research questions involved different approaches. In the first approach, models 

were constructed to predict the - known - MTR of laboratory-heated samples, so that the 

accuracy of the predictions could be used to quantify model performance against spatial 

variability in soil properties, both within as between study sites. In the second approach, 

models were constructed to estimate the – unknown – MTR of wildfire-burnt samples (to 

avoid confusion, a distinction is made here between prediction of known MTR and 

estimation of unknown MTR). Since the accuracy of the MTR estimates cannot be 

determined, the performance of the models was assessed in a qualitative manner based 

on the Mahalanobis distance, which offers a way of measuring the reliability of the 

estimations. The estimations in samples that have high Mahalanobis distance may be of 

low quality, and probably incorrect (Martens and Naes, 1989, Naes et al., 2002, Guerrero 

et al. 2007).  
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The specific objectives and were the following: 

A. Model assessment based on laboratory-burnt soils 

A1. Within-site variability   

 - to assess the NIR-identified soil variability within each of two unburnt study sites; 

 - to assess the accuracy of the predicted maximum temperatures reached (MTR) 

for models based on increasing number of samples.  

A2. Between-site variability   

 - to assess the accuracy of a model developed from samples of one study site to 

predict the MTR of the oven-heated samples of the other study site (both sites having 

similar soil sand land cover);  

 - to assess the accuracy of models developed from samples of both study sites. 

  

B. Model assessment based on wildfire-burnt soils 

B1. Strategy 1  

- to assess the response of NIR-based models constructed from the laboratory-heating 

data of the two unburnt study sites separately as well as together  

B2. Strategy 2  

- To assess the quality of response of NIR-based models with different ranks, since 

overfitting of a model can negatively affect estimates (Næs et al., 2002).  

 

With these objectives, this first chapter of this thesis includes: the framework of this work; 

a brief resume of fire effects on soils; the applicability of NIR reflectance spectroscopy in 

the study of soils and its chemical principles; and the general technique used in model 

construction and its application. 

The second chapter, written in scientific paper format, begins with an introduction based 

on all information given in the first chapter. Then a detailed description of all materials and 

methods is made, which includes: the description of the study area and sites; the field 
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sample collection; all the laboratory and analytical process of analysis; the methodology 

used in both model assessment approaches; and the description of how the best MTR 

estimations were selected and classified in terms of burn severity. Then all results and its 

discussion are exposed. This chapter ends with the main conclusions achieved. 

The thesis ends in the third chapter, which refers to the applicability of near-infrared 

spectroscopy in the study of soils and its link to this work.  

A list of the bibliographic references used in this document is also presented. 
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 CHAPTER 2 – NEAR-INFRARED SPECTROSCOPY FOR DETERMINATION 

OF (WILD-)FIRE BURN SEVERITY IN SOIL 
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2.1 INTRODUCTION 

Forest fires are a natural phenomenon, and occurred long before mankind was around 

(Walter L. and Cressler III, 2001, Bowman et al., 2009). In conjunction with climate, they 

played a key role in the dynamics and evolution of flora and vegetation and served 

important ecosystem functions in the original earth landscapes (Kelley, 2009). In the last 

century, human expansion of forested areas together with changes in climate have 

created a situation in which forest wildfires, whether directly linked to human causes or 

not, can adversely affect human lives, propriety, and (semi-)natural ecosystems (Nasi et 

al., 2002). In present-day Portugal, wildfires occur frequently and affect large areas, 

amounting to almost 1.5 million ha in the last decade (ICNF - statistics 2001-2010) 

andrepresenting significant social and economic losses. 

Fire directly affects the physical, chemical and biological properties of soils (Certini, 2005). 

Important heat-induced changes in soil physical characteristics include colour, texture, pH, 

bulk density, and water holding capacity (Verma & Jayakumar 2012). The most commonly 

observed change in soil chemical proprieties is that in organic matter (Certini, 2005), with 

direct consequences for the macro- and micro-nutrient stocks and dynamics. The (partial) 

consumption of the litter layer is particularly relevant, as it provides a protective cover that 

mitigates erosion, regulates soil temperature, is habitat to soil biota and often is major 

source of readily mineralizable nutrients (Neary et al., 1999). Soil biological organisms 

affected by fires include soil bacteria, mycorrhiza, seeds and soil dwelling invertebrates. 

The former, for example, are especially important for the ecosystem’s bio-chemical cycles 

(Verma & Jayakumar 2012), whilst the latter are crucial in litter decomposition, C and 

nutrient mineralization, soil turnover and soil structure formation (Neary et al., 1999).  

The effects of fire on soil properties depend to a large extent on the temperatures reached 

(Raison, 1979; Almendros et al., 1984, 1988, 1990; Ulery y Graham, 1993; Neary et al., 

2005; Pietikäinen et al., 2000; Fernández et al., 2001; González-Pérez et al., 2004; 

Certini, 2005; Guerrero et al., 2005; Marcos et al., 2007; Terefe et al., 2008). Soil 

temperatures during wildfires, however, are difficult to measure. NIR spectroscopy, allied 

to chemometrics, has an elevated potential to overcome this lack of quantitative data on 

wildfire-induced soil heating. It has allowed to reliably estimate maximum temperatures 
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reached (MTR), both by soils heated under laboratory conditions (Guerrero et al., 2007; 

Arcenegui et al., 2008; Arcenegui et al., 2010), and by prescribed-fires (Lugassi et al., 

2010). NIR reflectance spectroscopy is also a cost- and time-effective, , non-destructive, 

and environmentally-sound technique (Dunn et al., 2002). The NIR spectra result from the 

absorbance of radiation in the wavelength region of 780 to 2500 nm (≈12820–4000 cm−1 

in wavenumbers) in accordance with the concentration of various chemical bonds, such 

as C–H, N–H, S–H, C=O and O–H (Burns and Ciurczak, 2001).  NIR spectra are 

dominated by weak overtones and combinations of fundamental vibrational bands of 

chemical bonds from the mid-infrared region, so that their quantitative analysis requires 

chemometrics (a special branch of multivariate statistics (Burns and Ciurczak, 2001).  

To the best of our knowledge, Maia et al. (2012) was the first and, so far only study that 

employed NIR reflectance spectroscopy to estimate soil heating by wildfire. The authors 

related the post-fire soil seed bank in a Maritime Pine stand with several severity indices, 

finding a better correlation with the minimum twig diameter index than with the NIR-based 

MTR. Possibly, the model constructed and applied in Maia et al. (2012) was not optimal 

for the studied burn severities, so that the estimated MTR could be inaccurate. Namely, 

model construction in Maia et al (2012) involved a wide range of temperatures from 100 

ºC to 700 ºC - and  large intervals of 100 ºC , whilst the estimated MTR varied from 53 ºC 

to 125 °C. Perhaps also the times of heating in the muffle - 10, 20 and 40 minutes - were 

not very realistic. Since .fires tend to move quickly, peak temperatures attained by soils 

expectedly are of short duration (Molina et al., 2001). As a follow-up study of Maia et al. 

(2012), these limitations were explicitly addressed in the present work.  

NIR spectroscopy calibrations have not performed particularly well across soil types, 

smaller or more similar areas have resulted in better predictions for a number of soil 

properties (Sankey et al., 2008). This is believed to relate to differences in soil mineralogy 

(Russel, 2003). One of the main gaps for NIR-based monitoring of soil quality is the need 

for models that are suitable for predicting/estimating soil conditions at the regional or 

global scale, encompassing a wide variety of soil types and conditions (Cecillon et al., 

2009). Nonetheless, Guerrero et al. (2007) found that the accuracy of non-local models 

(with different soil types) decreased when adding samples with distinct spectral and 

chemical properties. This demonstrated that non-local models are not necessarily better 

than local models, so that Guerrero et al. (2007) recommended soil type-specific models.  
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This work wants to contribute to a better knowledge of the use of NIR reflectance 

spectroscopy as an alternative and/or complementary tool for estimating burn severity at a 

local to regional scale, having the potential of providing quantitative estimations of wildfire-

induced soil heating. It is divided in two essential parts. The research questions 

addressed here were: (1a) can a single sample from a single spot at one specific study 

site be representative of other spots on the same site and/or to spots on other sites that 

have the same soil type?; (1b) or in other words, how many samples are necessary to 

have a representative set of spectra for a given soil type, to construct a model that gives 

reliable predictions or estimations?; (2) Regarding MTR estimations of wildfire-burnt soil 

samples one cannot easily validate the estimations; however, can a representative and 

well-calibrated model, overcome the need for validation for wildfire-burnt soils, typically 

lacking independent temperature estimates? 

The two research questions involved different approaches. In the first approach, models 

were constructed to predict the - known - MTR of laboratory-heated samples, so that the 

accuracy of the predictions could be used to quantify model performance against spatial 

variability in soil properties, both within as between study sites. In the second approach, 

models were constructed to estimate the – unknown – MTR of wildfire-burnt samples (to 

avoid confusion, a distinction is made here between prediction of known MTR and 

estimation of unknown MTR). Since the accuracy of the MTR estimates cannot be 

determined, the performance of the models was assessed in a qualitative manner based 

on the Mahalanobis distance, which offers a way of measuring the reliability of the 

estimations. The estimations in samples that have high Mahalanobis distance may be of 

low quality, and probably incorrect (Martens and Naes, 1989, Naes et al., 2002, Guerrero 

et al. 2007).  

The specific objectives and were the following: 

A. Model assessment based on laboratory-burnt soils 

A1. Within-site variability   

 - to assess the NIR-identified soil variability within each of two unburnt study sites; 
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- to assess the accuracy of the predicted maximum temperatures reached (MTR) for 

models based on increasing number of samples.  

A2. Between-site variability   

 - to assess the accuracy of a model developed from samples of one study site to 

predict the MTR of the oven-heated samples of the other study site (both sites having 

similar soil sand land cover);  

 - to assess the accuracy of models developed from samples of both study sites. 

B. Model assessment based on wildfire-burnt soils 

B1. Strategy 1  

 - to assess the response of NIR-based models constructed from the laboratory-

heating data of the two unburnt study sites separately as well as together  

B2. Strategy 2  

 - to assess the quality of response of NIR-based models with different ranks, since 

overfitting of a model can negatively affect estimates (Næs et al., 2002).  

 

2.2 MATERIALS AND METHODS 

2.2.1  STUDY AREA AND SITES 

The study area was located in a small town called Ermida, in Sever do Vouga Municipality 

(40°43'N, 8°20'O), Aveiro District, north-central Portugal (Figure 1). The area was affected 

by a wildfire on 26 of July 2010. The fire consumed 295 ha of forest lands (AFN, 2010), 

mainly plantations of eucalypt (Eucalyptus globulus). 

The climate of the area is meso-thermal (temperate) humid with a dry season in the 

summer, which is moderately warm but long (classified as CSb, Köppen (1936) - DRA - 

Center, 2002). The average annual temperature is 14.9°C, while the monthly averages 

range from 9.0ºC in January and 21.1°C in June (SNIRH, 2011: station Borgães Castle 

Dam, 13 km north of the study area, 306 m altitude; 1990-2010). (The average annual 
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rainfall is 1609 mm, and varies between 960 and 2530 mm (SNIRH, 2011: precipitation 

station of Ribeiradio, located 4.5 km east of the study area and 228 m altitude).  

The soils of the study area are predominantly Cambisols and Leptsols (WRB, 2006). They 

have a coarse texture and are developed over schist. 

Five different hill slopes were selected for this study, three of which located within the 

burnt area (B1, B2, B3) and two in its immediate surroundings to the north-east (UB1 and 

UB2) (Figure 1). The general characteristics of the five study sites are given in Table 1; all 

five sites were planted with eucalypt (Eucalyptus globulus).  

 

 

Figure 1 Study area, and sites location  
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Table 1 General characteristics of the study sites. 

Site (code) Altitude (m) Orientation Slope (º) 

    B1 240 SE 17 

B2 140 SE 19 

B3 260 SW 24 

UB1 230 SE 25 

UB2 230 SE 25 

 

2.2.2  FIELD SAMPLE COLLECTION       

Unburned samples were collected one month after the fire event. At both sites, five 

samples were collected at 0-5 cm depth (Table 2). The five sampling points were 

separated by a few meters along a transect from the base to the top of the hill slope 

(sites). 

Sampling at the burnt sites was done 11 days after the fire event, before the occurrence of 

any precipitation event. Samples were collected at 0-2 and 2 to 5 cm depth) at 5 or 10 

equidistant locations along transects from the the base to the top of the hill slopes Table 

2). 

All samples were collected using a metal cylinder with a diameter of 6 cm, carefully 

excluding the ash layer. Prior to storage, the samples were air dried and sieved at a mesh 

width of 2 mm.  

 

Table 2 Overview of soil samples collected at the burnt and unburned study sites 

Study sites Geology Sampling points Sampling depth(s) Samples 
Sampling 

points 

codes parent rock nº cm nº sub-codes 

Unburnt sites (UB) 

UB1 Schist 5 0-5 5 a; b; c; d; e 

UB2 Schist 5 0-5 5 f; g; h; i; j 

Burnt sites (B) 

B1 Schist 5 0-2; 2-5 10 I;II; III; IV; V 

B2 Schist 10 0-2; 2-5 20 1; 2; 3; (...); 10 

B3 Schist 5 0-2; 2-5 10 α; β; γ; δ; ε 
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2.2.3  LABORATORY HEATING TREATMENTS AND TEMPERATURE 

MEASUREMENTS  

Since it is widely accepted that soil proprieties are not only affected by the temperature 

level, but also by the duration of heating (e.g. Certini, 2005; Lugassi et al., 2010), the 

unburnt soils were subjected to a range of laboratory controlled heating treatments at 

different temperatures and times of heating (Table 3). 

 

Table 3 Heating treatments of the unburned soil samples. 

 
Oven temperature (ºC) 

 
100 175 250 325 400 500 

Time  
(min) 

1 1 1 1 1 1 

5 5 5 5 5 5 

10 10 10 10 10 - 

*An extra burn was made to the soil sample point "UB2-f" at 125ºC, during 5 minutes. 

 

In total 171 heating experiments were carried out, using a standard procedure. A furnace-

oven (Nabertherm, P320, Bremen, Germany) was pre-heated to the desired temperature 

before a small quantity of unburnt soil was distributed homogenously on a plate, to which 

two thermocouples were attached (k-type, NiCr–Ni; Testo SA, Barcelona, Spain). The soil 

was placed such that thermocouples slightly touched it. The sample plus thermocouples 

was inserted inside the oven for the desired time, with the thermocouples recording the 

temperature at intervals of 3 seconds. The maximum temperature reached (MTR) by the 

soil sample was then calculated as the average of the maximum temperatures registered 

by the two thermocouples. 
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2.2.4  MEASUREMENT OF NEAR-INFRARED (NIR) SPECTRA 

The NIR spectra were measured by transferring, the – cooled – laboratory-heated and 

wildfire-burnt samples to open glass vials (2×5 cm, ~4 g of soil) and then scanning them in 

reflectance mode from wavenumbers 12000 to 3800 cm−1 (approximately equivalent to 

wavelengths 830 to 2630 nm). This was done using a Fourier-Transform Near-Infrared 

(FT-NIR) spectrophotometer (MPA; Bruker Optik GmbH, Germany) equipped with a 

quartz beamsplitter, a PbS detector and an integrating macro-sample sphere. Each of the 

reflectance measurements involved 64 scans that were then averaged, whereas 

background corrections were made regularly. Each spectral measurement took 

approximately 1 min and resulted in a spectrum composed of 2126 values of absorbance 

(as derived from reflectance values). This was repeated twice for each sample to increase 

the surface area scanned and the final spectrum was computed as the average of the two 

repetitions. In total, 221 spectra were obtained, i.e. 85 and 86 from the UB1 and UB2 

laboratory-heated samples, respectively; and 50 spectra from the samples collected in the 

field at the unburnt UB1 and UB2 sites and the wildfire-burnt B1, B2 and B3 sites (see 

Table 2).  

 

2.2.5  ANALYTICAL PROCESS OF MODEL CONSTRUCTION 

All models were developed following Guerrero et al. (2007). All empirical models 

(calibration functions) were had the following general structure: 

 

Y = bX                                                                                                                                [1] 

 

were: Y is the target parameter (MTR), b is the calibration function and X is the NIR 

spectra, so that: 

 

MTR = bNIR                                                                                                                       [2] 
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Thus, two matrixes were constructed:  

• the NIR-spectra matrix, composed of n rows (one per sample) and 2126 columns 

(one per each of the 2126 absorbance values between 830 and 2630 nm).  

• the MTR matrix, composed of n rows (one per sample), and one column with the 

data of MTR in each lab-burned soil sample.  

The empirical calibration function b, was determined using partial least squares (PLS) 

regression. In resume, PLS regression reduces the NIR matrix to a few components or 

vectors (similar to as is done in principal component analysis) that account best for the 

measured MTR. The number of PLS components (the rank of the model) should neither 

be too small nor too large to avoid under- or overfitting of the model. Equation [2] can now 

be described more accurately as: 

 

MTR = first-PLS-v(NIRλx-λy)  + second-PLS-v(NIRλx-λy) + … k-PLS-v(NIRλx-λy)              [3]  

 

were "PLS-v" are partial least square vectors, "NIRλx-λy" is the region of the NIR spectra 

related to the MTR, and "k" is the rank of the model or, in other words, the number of PLS-

vectors.  

Models were constructed using the leave-one-out cross-validation method. With this 

method, n−1 samples are used for calibration, while the excluded sample is estimated 

(and validated) with the others. This exclusion-step was repeated successively until all 

samples were validated with calibrations performed by the others.  

The model construction was carried out with the spectroscopic software OPUS 5.5 

(Bruker Optik GmbH, 2004). This software has an optimization function that automatically 

calculates calibration functions by using combinations of predefined frequency regions 

and data preprocessing methods. The result of the optimization run is a list showing the 

Rank (number of PLS vectors used in the calibration) and the root mean square error of 

cross validation (RMSECV) value for each combination of predefined frequency regions 

and data preprocessing methods. However, on the basis of the optimization results the 
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user needs to find out which the combination yields the best result, and afterwards, 

perform the validation of the selected calibration. In this case, best calibrations were 

selected that presented the lowest values of the RMSECV. 

 

2.2.6  MODEL ASSESSMENT BASED ON LABORATORY-HEATED SOILS  

According to the objectives, this part of the study aimed to assess the NIR-based models 

response to within-site, and between-sites variability. As mentioned before, the selected 

models were the ones that presented the lower values of the root mean square error of 

cross validation (RMSECV). The rank was pre-established not to be more than 5. The 

preprocessing chosen was the first derivate coupled with vector normalization, because it 

resulted in better calibrations.  

To assess the accuracy of the MTR predictions, two parameters were used: the root mean 

square error of prediction (RMSEP) and the number of MTR predictions that appeared as 

outliers of the model used. The RMSEP and the RMSECV have the same formula: 

              
 

 
             

                                                                             [4] 

 

                                                                                                                     [5] 

 

However, the RMSECV is a measure of the model error (just like an error of the fitting), 

and the RMSEP is the error calculated after applying the model to a set of samples in 

which the MTR is known (i.e. the error obtained when the model is applied to those 

samples for prediction). Lower RMSEP values indicate higher assertiveness of the MTR 

predictions.  

When a model is developed, a spectral space is generated, and for a sample to be 

correctly estimated or predicted, it should be inside this spectral space. If the model is not 

sufficiently representative of the predicted or estimated sample, it will appear as an outlier 

of the model. The OPUS 5.5 software already includes an outlier analysis; based in the 
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Mahalanobis distance it offers a way of measuring the reliability of the estimation or 

prediction. The estimations or predictions in samples that have high Mahalanobis distance 

appear as outliers of the model. These may be of low quality and probably incorrect 

(Martens and Naes, 1989, Naes et al., 2002).  

With the aim of comparing the accuracy of our models with other NIR models cited in the 

literature, the residual predictive deviation (RPD), also named ratio to prediction of 

deviation, or regression point displacement was calculated. The RPD is the ratio of the 

standard deviation of the reference data (in this case the MTR in the oven) to the root 

mean square error of cross validation (RMSECV), providing a basis for standardizing the 

RMSECV, or the RMSEP (Williams and Sobering, 1993), however its classification is not 

standardized. According to some authors that use this technique of soil analysis (Chang et 

al., 2001; Dunn et al., 2002) RPD values higher than 2 can be considered acceptable 

models, and RPD values higher than 5 can be considered as excellent (Malley et al., 

1999). Concerning the applicability of the calibrations using near-infrared reflectance 

spectroscopy some authors (e.g. Natsuga and Kawamura, 2006) use the RPD 

classification as defined in Table 4, which was also used in the present study. 

 

Table 4 Classification and applicability of models defined by the residual predictive 

deviation (RPD). 

RPD Class Application 

0 - 2,3 Very poor Not recommended 

2,4 - 3,0 Poor Rough screening 

3,1 - 4,9 Fair Screening 

5,0 - 6,4 Good Quality control 

6,5 - 8,0 Very good Process control 

8,1 + Excellent Any application 
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The methodologies used for accomplishing the specific objectives of this part of the study 

are presented next. 

2.2.6.1 Within-site analysis 

1. To assess the NIR-identified soil variability inside each unburned site (UB1 and 

UB2), models that represent each sampling point were constructed. These models 

are referred to as models complexity 1 (MC1). Each model was used to predict the 

known maximum temperatures reached (MTR) in the oven by the set of samples 

of its correspondent site (UB1 or UB2).  

2. To assess the accuracy of the MTR predictions using models with increscent 

complexity, models with successive increase in data were constructed, namely, 

MC2, MC3, and MC4: 

 MC2 - are models that contain the data sets (MTR in the oven + spectra) 

from two sampling points, and were used to predict the MTR by the other 

three sampling points site that were not included in its calibration; 

 MC3 - are models that contain the data sets (MTR in the oven + spectra) 

from three sampling points and were used to predict the MTR by the other 

two sampling points not included in its calibration; 

 MC4 - are models that contain the data sets (MTR in the oven + spectra) 

from four sampling points and were used to predict the MTR by the set of 

samples of the sampling point not included in its calibration. 

 

The methodology used in the in-site analysis is represented in Tables 5 and 6. 
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Table 5 Details of the development of UB1 models with increscent model complexity 

levels. Each letter corresponds to a sampling point set of samples.  MC= model 

complexity  

MC1 MC2 MC3 MC4 

Model 
Used to 
predict Model 

Used to 
predict Model 

Used to 
predict Model  

Used to 
predict 

a b ; c ; d ; e a & b c  ; d ; e a & b & c d ; e a & b & c & d e 

b a ; c ; d ; e a & c b ; e ; d a & b & d c ; e a & b & c & e d 

c a ; b ; d ; e a & d b ; c ; e a & b & e c ; d a & b & d & e c 

d a ; b ; c ; e a & e b ; c ; d a & c & d b ; e a & c & d & e b 

e a ; b ; c ; d b & c a ; d ; e a & c & e b ; d b & c & d & e a 

  
b & d a ; c ; e a & d & e b ; c 

  

  
b & e a ; c : d b & c & d a ; e 

  

  
c & d a ; b ; e b & c & e a ; d 

  

  
c & e a ; b ; d b & d & e a ; c 

  

  
d & e a ; b ; c c & d & e a ; b 

   

 

Table 6 Details of the development of UB2 models with increscent model complexity 

levels. Each letter corresponds to a sampling point set of samples.  MC= model 

complexity 

MC1 MC2 MC3 MC4 

Model 
Used to 
predict 

Model 
Used to 
predict 

Model 
Used to 
predict 

Model 
Used to 
predict 

f g ; h ; i ; j f & g h  ; i ; j f & g & h i ; j f & g & h & i j 

g f ; h ; i ; j f & h g ; i ; j f & g & i h ; j f & g & h & j i 

h f ; g ; i ; j f & g h ; i ; j f & g & j h ; i f & g & i & j h 

i f ; g ; h ; j f & j g ; h ; i f & h & i g ; j f & h & i & j g 

j f ; g ; h ; i g & h f ; i ; j f & h & j g ; i g & h & i & j f 

  
g & i f ; h ; j f & i & j g ; h 

  

  
g & j f ; h : i g & h & i f ; j 

  

  
g & h f ; i ; j g & h & j f ; i 

  

  
g & i f ; h; j g & i & j f ; h 

  

  
i & j f ; g ; h h & i & j f ; g 
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2.2.6.2 Between-site analysis  

1. To assess the capability of the model from one site to predict the known MTR in the 

oven of the other site two models were constructed. One, using all set of samples from 

site UB1 and the other using all samples from site UB2. Model UB1 was used to 

predict the maximum temperatures reached (MTR) in the oven by the samples of UB2, 

and model UB2 was used to predict the MTR in the oven by UB1 samples (Table 7).  

Table 7 Details of the development of models UB1, and UB2. 

Model code Used to predict 

(sampling points) sampling points 

UB1 (a & b & c & d & e) f ; g : h ; i ; j 

UB2 (f & g & h & i & j) a ; b ; c ; d ; e 

 

2. To assess the accuracy of the MTR predictions using models which include data from 

both sites, models using the data of both sampling points (UB1 and UB2) were 

constructed. These two-site or complexity nine models (MC9) were constructed using 

the data of nine of the ten sampling point data sets of both sites, and were applied to 

the samples of the sampling point not included in each model (Table 8). 

Table 8 Details of the development of the two-site or complexity nine models (MC9).  

Model with Used to predict 

sampling points  sampling points  

UB1 (b & c & d & e) & UB2 (f & g & h & i & j) a 

UB1 (a & c & d & e) & UB2 (f & g & h & i & j) b 

UB1 (a & b & d & e) & UB2 (f & g & h & i & j) c 

UB1 (a & b & c & e) & UB2 (f & g & h & i & j) d 

UB1 (a & b & c & d) & UB2 (f & g & h & i & j) e 

UB1 (a & b & c & d & e) & UB2 (g & h & i & j) f 

UB1 (a & b & c & d & e) & UB2 (f & h & i & j) g 

UB1 (a & b & c & d & e) & UB2 (f & g & i & j) h 

UB1 (a & b & c & d & e) & UB2 (f & g & h & j) i 

UB1 (a & b & c & d & e) & UB2 (f & g & h & i) j 
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2.2.7 MODEL ASSESSMENT BASED ON WILDFIRE-BURNT SOILS 

According to the objectives, in this part of the study models were constructed to estimate 

the maximum temperatures reached by the wildfire-burnt samples. 

To assess the accuracy of the MTR estimations, two parameters were used: the nº of 

outliers of the MTR estimations, and the comparison of the depth sample results. Better 

MTR estimations are considered to be the ones that contain less number of outliers in the 

estimates, and that discriminate the samples by depth (surface samples are expected to 

present higher temperatures).  

As described before, two strategies were used in the construction of models, namely 

strategy one (S1) and strategy two (S2): 

2.2.7.1 Strategy 1 (S1)  

Three models were constructed, namely UB1', UB2' and UB1+UB2', which included 

respectively all data (spectra + MTR in the oven) from site UB1, all data from site UB2, 

and the data of both sites. Such as in the previous part, the program (OPUS 5.5) 

"chooses" the rank (number of PLS-vectors) which results in the best correlation (lowest 

values of RMSECV, and higher values of r2), however it was pre-established not to be 

more than 10. The preprocessing chosen was the first derivate coupled with vector 

normalization, because it resulted in better calibrations. The three models were then used 

to estimate the MTR of the wildfire-burnt samples, namely of sites B1, B2, and B3. 

2.2.7.2 Strategy 2 (S2)  

The same three models were recalibrated (using the same data) as in S1, reducing the 

rank of the models (the number of PLS-vectors used in the calibration). Lowering the rank 

of the calibration results in a diminishment of the model fit, reducing the r2, and hence 

increases the value of the RMSECV. Therefore, to avoid also underfitting problems the 

rank of the models was only reduced until the effect on the r2 was not too high. 

Accordingly, the value of the r2 was limited to be not lower than 90%. The three models, 

namely UB1'', UB2'' and UB1+UB2'', were then used to estimate the MTR of the wildfire-

burnt samples (sites B1, B2, and B3). 
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2.2.8 WILDFIRE SOIL MAXIMUM TEMPERATURES REACHED (MTR) AND BURN 

SEVERITY CLASSIFICATION 

In this part of the study, the MTR estimations of the models from Strategy 1 (S1), and 

Strategy 2 (S2) were compared first in terms of the amount of outliers, and secondly by 

calculating the standard deviation of MTR estimation results. In the selection of the best 

models was considered as criterion for exclusion, the ones that presented more 50% of 

outliers in each the wildfire-burnt site estimations. Finally, each sample was given a burn 

severity classification based on a burn severity index that was build based on Neary et al., 

(2005) and Jain et al. (2008) articles, and presented in Table 9.  

Table 9  A burn severity index classification that includes amount of biomass destruction 

(Indicator 1), mineral soil appearance (Indicator 2), soil proprieties modifications and 

maximum temperatures reached. 

Indicator 1 Indicator 2 Can favour, or lead to: MTR 
Burn 
severity Classification 

   
ºC level 

 Unburned No evidence of 
recent fire 

Presence of seeds 
(depends on soil 
humidity) 

< 40 0 Unburned 

>40% litter 
cover 
and/or root 
mat 

Both charred litter 
and unburned 
litter could be 
present 

40 - 100 1  
Low 

Plurality of black 
char  

Microorganisms death 100 - 200 2  
 
 
 
 
Moderate 

2% through 
39% litter 
cover 
and/or root 
mat 

Plurality of gray 
and/or white char 

Water repellence 200 - 300 3 

 
Organic matter 
destruction 

1% litter 
cover or 
root mat 

Plurality of black 
char  

Nitrogen volatilization 
and mineralization with 
consequent increase of 
nutrients (e.g. S, Na+, 
K+, P)  
Microbial carbon loss 

300 - 400 4 

Plurality of gray 
and/or white char  

Water repellence 
destruction 

400 - 500 5 High 

Plurality of orange 
char  

Soil mineralogy change > 500 6 Very high 
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2.3 RESULTS AND DISCUSSION 

2.3.1 MODEL ASSESSMENT BASED ON LABORATORY-HEATED SOILS 

The leave-one-out cross validation process was used to evaluate the prediction capability 

of all NIR-based models. In this section, first the results of the in-site analysis of site UB1 

and site B are presented, which includes results of the calibration process (model 

construction), and the applications to the known maximum temperatures reached (MTR) 

in the oven. Then the results of the between-site analysis is presented, which also 

includes both calibration and application of the models. The classification used in the 

validation of all models was based on the RPD value. 

2.3.1.1 Within-site analysis 

Site UB1 

1. To assess the NIR-identified soil variability of site UB1, models complexity one (MC1) 

were constructed using the set of samples of each sampling point of UB1. Concerning the 

calibration of these models (MC1), the values of the R2 (fit) ranged from 94.18 to 98.76%, 

the RMSECV ranged from 17.2 to 36.6ºC, the ranks of the PLS regression ranged from 3 

to 5, and the RPD ranged from 4.1 to 8.8 (Table 10). Even using a small number of 

samples in the data set (n=18), fair to excellent validation parameters were achieved. The 

number of outliers of the models ranged from 0 to 2 (not removed). 

 

Table 10 Calibration parameters of complexity one models (MC1). n= number of samples 

(spectra + MTR in the oven) in the data set. 

Site Model Data R
2
 RMSECV Rank RPD Class 

code code n % ºC 
   

UB1 

a 18 94.18 36.6 3 4.1 Fair 

b 18 97.89 20.9 4 6.8 Very good 

c 18 96.96 25.8 4 5.7 Good 

d 18 98.62 18.0 5 8.4 Excellent 

e 18 98.73 17.2 3 8.8 Excellent 
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Such as described in the methodology and according to the objectives, to assess the in-

site variability of UB1, twenty complexity one model applications were made; the average 

slope of the predicted versus measured values was of 0.97, ranging between 0.81 and 

1.09; the R2 ranged between 78.09 and 97.76%, with an average of 91.69%; three  

presented more than 50% of outliers (11 of 18 samples), all others presented less than 

33% (less than 6 outliers of 18 samples); the RMSEP ranged between 22 and 84ºC, with 

an average of 48ºC; and the RPD values ranged from 1.7 to 5.2 (Table 11).  

According to the RPD classification, the accuracy of the MTR predictions was very poor in 

four model applications, poor in three, good in two, very good in one, and fair in the other 

ten. According to the hypothesis, and considering that most models could at least fairly 

predict the MTR, the in-site variability of site UB1 seems to be low, which suggests that 

site UB1 has considerable homogenous soil characteristics. Moreover, theoretically it 

would be expected that models of neighbor sampling points would more accurately predict 

each other, however this was not empirically true; examples are in using model 'b' to 

predict the set of samples from sampling point a, or using model b to predict the set of 

samples of sampling point c, and others that can be seen in Table 11. 
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Table 11 Results of the application of complexity one models (MC1), for site UB1. 

Sampling point Applied model Slope R
2
 Outliers RMSEP RPD Class 

code code 
 

% number ºC 
  

a 

b 0.84 86.06 11 80 1.9 Very poor 

c 1.01 92.36 3 42 3.5 Fair 

d 1.02 95.97 2 31 4.9 Fair 

e 0.96 96.84 2 29 5.2 Good 

b 

a 0.99 93.15 2 38 4.0 Fair 

c 1.02 95.42 3 31 4.7 Fair 

d 1.01 97.76 2 22 7.0 Very good 

f 0.95 93.59 4 40 3.6 Fair 

c 

a 0.94 92.35 4 45 3.4 Fair 

b 0.81 89.85 5 84 1.7 Very poor 

d 0.93 92.58 1 47 3.2 Fair 

f 0.90 90.16 1 58 2.5 Poor 

d 

a 1.06 94.84 3 39 3.9 Fair 

b 0.89 87.79 11 66 2.1 Very poor 

c 0.98 92.50 11 43 3.4 Fair 

e 0.94 95.74 3 37 4.1 Fair 

e 

a 1.09 78.09 3 76 2.0 Very poor 

b 0.99 87.05 4 55 2.6 Poor 

c 1.00 84.90 6 59 2.5 Poor 

d 1.04 96.79 3 30 5.1 Good 

 

2. To assess the accuracy of the maximum temperatures reached (MTR) predictions 

using models with increscent complexity twenty five models were constructed; models 

complexity 2 (MC2), three (MC3), and four (MC4). These models are described in Table 

10. The R2 of these models ranged from 95.5 to 98.20%, the RMSECV ranged from 20.3 

to 32.1ºC, and the ranks of the PLS regression ranged from 3 to 5. The RPD of the 

models ranged from 4.7 to 7.5, thus considered fair to very good models (Table 12).  
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Table 12 Calibration parameters of models complexity two (MC2), three (MC3), and four 

(MC4), of site UB1. n= number of samples (spectra + MTR in the oven) in the data set 

Site MC Model  Data R
2
 RMSECV Rank RPD Class 

code level code n % ºC 
   

UB1 

MC2 

a & b 36 97.29 24.3 5 6.2 Very good 

a & c 36 96.41 28.9 5 5.3 Good 

a & d 36 96.98 26.9 4 5.7 Good 

a & e 36 98.22 20.3 4 7.5 Very good 

b & c 36 97.31 24.4 4 5.9 Good 

b & d 36 96.86 26.3 3 5.7 Good 

b & e 36 96.98 25.8 4 5.8 Good 

c & d 36 95.96 30.8 5 5.0 Good 

c & e 36 95.45 32.1 3 4.7 Fair 

d & e 36 97.93 22.0 5 7.0 Very good 

MC3 

a & b & c 54 97.16 25.0 5 6.0 Good 

a & b & d 54 97.23 24.9 5 6.1 Good 

a & b & e 54 97.43 23.9 5 6.3 Good 

a & c & d 54 97.11 25.7 5 5.9 Good 

a & c & e 54 95.79 30.9 3 4.8 Fair 

a & d & e 54 97.58 23.7 5 6.5 Very good 

b & c & d 54 97.25 24.6 3 6.1 Good 

b & c & e 54 96.45 27.9 3 5.4 Good 

b & d & e 54 96.61 27.9 4 5.5 Good 

c & d & e 54 95.97 30.4 4 5.0 Good 

MC4 

a & b & c & d 72 96.89 26.3 5 5.7 Good 

a & b & c & e 72 96.20 29.1 3 5.2 Good 

a & b & d & e 72 97.40 24.2 5 6.3 Good 

a & c & d & e 72 95.99 30.3 4 5.0 Good 

b & c & d & e 72 96.34 28.6 4 5.3 Good 

 

Still concerning the calibrations of the models, it would be expected that the more data 

used in the calibrations the better the validation parameters, however this improvement 

was not verified. In fact, it was possible to obtain three excellent validations using models 

d, e, and j, however with MC2, MC3 and MC4 non excellent validation was achieved.  

The 25 models presented in Table 12 were applied to the set of samples not included in 

its calibration. In total, 55 model applications were made.  

The slope of true versus predicted values of models complexity two (MC2) ranged 

between 0.91 and 1.07, with an average of 0.98, for models complexity three (MC3) it 
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ranged between 0.89 and 1.06, with the average of 0.99, and for models complexity four 

(MC4) it ranged between 0.92 and 1.04, with the same average of MC3, of 0.99 (Table 

13). Compared to the results of the application of MC1 models the minimum and the 

average values of the slope of the predicted versus measured vales were always higher 

for all types of models, and the maximum values were always lower, which indicates a 

better accuracy of these models in terms of this parameter. 

The R2 ranged: from 86.57 to 99.07% for MC2; from 88.75 to 97.12% for MC3; and from 

83.51 to 97.25% for MC4. The averages of the R2 were 93.51, 94.23, and 93.43% for 

MC2, MC3, and MC4, respectively (Table 13). Compared to the applications of MC1 

models, the R2 also indicates a slightly better fit of the true versus predicted values since 

the average of MC1 model applications was of 91.69%, also lower than in any of these set 

of models. 

 

Table 13 Results of the slope of true versus predicted values, and of the R2 (in %) from 

the application of models complexity two (MC2), three (MC3) and four (MC4) of site UB1. 

MC level MC2 (30 models) MC3 (20 models) MC4 (5 models) 

Parameter Slope R
2
 Slope R

2
 Slope R

2
 

Min 0.91 86.57 0.89 88.75 0.92 83.51 

Max 1.07 99.07 1.06 97.12 1.04 97.25 

Average 0.98 93.51 0.99 94.23 0.99 93.43 

 

 

Because the interest of this part of the study is to assess whether the enrichment of data 

is positive or negative to the predictions accuracy, the presentation of results was 

simplified by using the averages (when applicable) of the RMSEP, the number of outliers, 

and the RPD, separating them by sampling point and model complexity.  

The RMSEP did not vary much among sampling point and model complexity; for 

complexity one models (MC1) the RMSEP ranged from 33 ± 8 to 58 ± 18ºC, for 

complexity two models (MC2) from 34 ± 6 to 45 ± 12ºC, and for complexity three models 

(MC3) from 29 ± 6 to 48 ± 13ºC, and for complexity four models (MC4) the RMSEP 
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ranged from 24 to 54ºC (Table 14). However, predictions accuracy suffered in most cases 

a slight increase with the increase in model complexity, with the exception of sampling 

point "b" from MC1 to MC2, and of "c" and "e" from MC2 to MC3 (Table 14).  

 

Table 14 Results of the average RMSEP (in ºC) of the MTR predictions plus its standard 

deviation (when applicable), using models of site UB1. MC= model complexity; nº= 

number of model applications 

MC Models Sampling point set of samples 

level nº a b c d e 

1 4 46 ± 24 33 ± 8 58 ± 18 46 ± 14 55 ± 19 

2 6 34 ± 6 35 ± 10 45 ± 12 42 ±11 44 ± 12 

3 4 32 ± 3 29 ± 6 48± 13 35 ± 3 46 ± 7 

4 1 32 24 47 26 54 

 

 

Concerning the number of outliers, the number of outliers ranged from: 3 ± 1 to 7 ± 5 for 

MC1; from 1 ± 1 to 8 ± 4 for MC2; from 1 ± 1 to 8 ± 3 for MC3; and from 0 to 7 for MC4. A 

decrease in the number of outliers with the increase of model complexity was identified in 

a, b and c, but not in d, and e, and most model applications presented less than 50% of 

outliers in the predictions (Table 15). 

 

Table 15 Results of the average number of outliers (maximum=18) plus its standard 

deviation (when applicable), of the MTR predictions using UB1 models. MC= model 

complexity; nº= number of model applications 

MC Models Sampling points 

level nº a b c d e 

1 4 5 ± 4 3 ± 1 3 ± 2 7 ± 5 4 ± 1 

2 6 1 ± 1 2 ± 1 1 ± 1 8 ± 4 6 ± 3 

3 4 2 ± 1 1 ± 1 1 ± 3 8 ± 3 5 ± 7 

4 1 1 0 1 7 5 
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The RPD of the MTR predictions using models based on the samples from site UB1 

ranged: from 2.7 ± 0.8 to 4.8 ± 1.5 for MC1; from 3.6 ± 1.1 to 4.8 ± 1.5 for MC2; from 3.3 ± 

0.5 to 5.4 ± 0.9 for MC 3; and from 3.2 to 6.4 for MC4 (Table 16). The hypothesis that the 

increase in model complexity would imply an improvement in models accuracy was only 

verified in a, b, and d, moreover this improvement was not linear. The results are quite 

diverse among sampling points; for example results show that for sampling point b the 

variability contained in complexity one (MC1) is already enough for a good prediction, 

however for sampling point c not even complexity four model (MC4) gave such an 

accurate prediction as the one mentioned before.  

 

Table 16 Results of the average RPD plus its standard deviation (when applicable), of the 

MTR predictions using UB1 models. MC= model complexity; nº= number of model 

applications 

MC Models Sampling points 

level nº a b c d e 

1 4 3.9 ± 1.5 4.8 ± 1.5 2.7 ± 0.8 3.4 ± 0.9 3.0 ± 1.4 

2 6 4.6 ± 0.9 4.8 ± 1.5 3.6 ± 1.1 3.8 ± 1.0 3.7 ± 1.2 

3 4 4.7 ± 0.3 5.4 ± 0.9 3.3 ± 0.9 4.6 ± 1.0 3.3 ± 0.5 

4 1 4.7 6.4 3.2 5.9 2.8 

 

 

Site UB2 

1. To assess the NIR-identified soil variability of site UB2, models complexity one (MC1) 

were constructed using the set of samples of each sampling point of UB2. Concerning the 

validation of these models, the values of the R2 ranged from 95.18 to 98.53%, the 

RMSECV ranged from 17.4 to 32.1ºC, the ranks of the PLS regressions ranged from 3 to 

5, and the RPD values ranged from 4.5 to 8.1 (Table 17). The number of outliers of the 

models ranged from 0 to 2 (not removed). Based on the RPD classification, these models 

have fair to excellent prediction capability.  
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Table 17 Calibration parameters of complexity one models (MC1), of site UB2. n= number 

of samples (spectra + MTR in the oven) in the data set. 

Site Model Data R
2
 RMSECV Rank RPD Class 

code code n % ºC 
   

UB2 

f 19 95.18 32.1 3 4.5 Fair 

g 18 96.61 27.2 5 5.4 Good 

h 18 98.28 20.4 4 7.6 Very good 

i 18 97.48 23.8 5 6.2 Very good 

j 18 98.53 17.4 4 8.1 Excellent 

 

 

In terms of the accuracy of predictions, the model applications of site UB2 were very 

different from the ones from UB1. The average slope of the predicted versus measured 

values was of 0.83, ranging from 0.10 to 1.09; the R2 ranged from negative values to 

94.58%, with an average of 74.44%; the RMSEP ranged from 40 to 563ºC, from which ten 

out of 20 were higher than 100ºC; the number of outliers was maximum in ten out of 20 

model applications, nevertheless the other ten had less than 50% of outliers in the 

prediction sets (Table 18). Compared to the results of UB1 the accuracy of predictions of 

UB2 was quite low. According to the hypothesis, and because the models result in poor 

predictions these results suggest that the in-site variability of UB2 was high, and the site is 

quite heterogeneous in terms of soil characteristics.  
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Table 18 Results of the application of complexity one models (MC1), of site UB2.  

Sampling point Applied model Slope R
2
 Outliers RMSEP RPD Class 

code code 
 

% number ºC 
  

f 

g 1.05 85.25 3 58 2.5 Poor 

h 0.71 53.06 19 150 1.0 Very poor 

i 0.88 89.66 2 63 2.4 Poor 

j 0.85 73.77 8 90 1.6 Very poor 

g 

f 0.96 89.27 2 50 2.9 Poor 

h 0.67 33.96 18 181 0.9 Very poor 

i 0.92 87.37 2 59 2.5 Poor 

j 0.88 89.58 3 63 2.2 Very poor 

h 

f 0.10 * 17 563 0.3 Very poor 

g 0.69 * 18 267 0.5 Very poor 

i 0.87 94.58 12 60 2.5 Poor 

j 0.80 * 18 187 0.8 Very poor 

i 

f 0.86 * 18 201 0.7 Very poor 

g 0.87 * 18 217 0.7 Very poor 

h 0.92 86.03 2 62 2.5 Poor 

j 0.88 52.61 18 110 1.3 Very poor 

j 

f 1.09 * 18 158 0.9 Very poor 

g 0.93 94.38 18 40 3.6 Fair 

h 0.65 23.96 18 191 0.8 Very poor 

i 1.01 88.63 8 49 3.0 Poor 

**negative results 

 

2. To assess the accuracy of the MTR predictions using with increscent model complexity, 

models with successive increase in data were constructed (MC2, MC3, and MC4). 

Concerning the calibration parameters of all models, the values of the R2 ranged from 

92.12 to 97.67%, the RMSECV ranged from 23.4 to 41.9ºC, the ranks of the PLS 

regression ranged between 4 and 5. The RPD values ranged from 3.6 to 6.6, slightly 

lower values compared to site UB1 that ranged from 4.7 to 7.5. Nevertheless, these 

models have fair to very good prediction capability (Table 19).   
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Table 19 Calibration parameters of models complexity two (MC2), three (MC3), and four 

(MC4) of site UB2. n= number of samples (spectra + MTR in the oven) in the data set  

Site MC Sampling points Data R
2
 RMSECV Rank RPD Class 

code level code n % ºC 
   

UB1 

MC2 

f & g 37 96.88 26.0 5 5.7 Good 

f & h 37 96.70 27.4 5 5.6 Good 

f & g 37 96.35 28.3 5 5.3 Good 

f & j 37 96.61 27.2 5 5.4 Good 

g & h 36 95.27 33.0 4 4.7 Fair 

g & i 36 96.36 28.4 5 5.3 Good 

g & j 36 97.10 24.8 4 6.0 Good 

g & h 36 97.67 23.4 5 6.6 Very good 

g & i 36 96.84 26.7 5 5.7 Good 

i & j 36 96.87 26.0 5 5.7 Good 

MC3 

f & g & h 55 96.04 29.9 5 5.1 Good 

f & g & i 55 96.48 27.8 5 5.4 Good 

g & g & j 54 96.81 26.1 5 5.6 Good 

f & h & i 55 96.97 26.2 5 5.7 Good 

f & h & j 55 93.31 38.5 5 3.9 Fair 

f & i & j 55 95.60 30.8 5 4.8 Fair 

g & h & i 54 96.51 28.3 5 5.4 Good 

g & h & j 54 92.12 41.9 5 3.6 Fair 

g & i & j 54 96.08 29.2 5 5.1 Good 

h & i & j 54 96.87 26.5 5 5.7 Good 

MC4 

f & g & h & i 73 96.47 28.2 5 5.4 Good 

f & g & h & j 73 93.38 38.2 5 3.9 Fair 

f & g & i & j 73 96.07 29.2 5 5.1 Good 

f & h & i & j 73 94.79 34.0 5 4.4 Fair 

g & h & i & j 72 93.19 39.0 5 3.9 Fair 

 

 

Such as in the case of site UB1, also in UB2 fifty five model applications were made.  

The slope of true versus predicted values of models complexity two (MC2) ranged 

between 0.29 and 1.28, with an average of 0.94, for models complexity three (MC3) it 

ranged between 0.79 and 1.30, with the average of 0.99, and for models complexity four 

(MC4) it ranged between 0.79 and 1.26, with the average of 0.98 (Table 20) Which 
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indicates a improvement of results especially from MC2 to MC3, and also compared to the 

results of the application of MC1 that resulted in an average of only 0.83 (see Table 18) 

The R2 ranged: from a negative value to 96.61% for MC2; from 17.00 to 98.34% for MC3; 

and from 34.84 to 93.63% for MC4. The averages of the R2 were 56.99, 78.03, and 

74.41% for MC2, MC3, and MC4, respectively (Table 20). Such as in the case of the 

previous parameter the R2 also indicates a marked improvement of the average results 

from MC2 to MC3. The values of the R2 from the application of MC1 (that ranged from 

negative values to 94.58%, with an average of 74.44%) are similar to the results of MC4, 

however. in MC4 no negative values were obtained, which indicates that the increase in 

model complexity was positive. 

 

Table 20 Results of the slope of true versus predicted values, and of the R2 (in %) from 

the application of models complexity two (MC2), three (MC3) and four (MC4) of site UB2. 

MC level MC2 (30 models) MC3 (20 models) MC4 (5 models) 

Parameter Slope R
2
 Slope R

2
 Slope R

2
 

Minimum 0.29 * 0.79 17.00 0.79 34.84 

Maximum 1.28 96.61 1.30 98.34 1.26 93.63 

Average 0.94 56.99 0.99 78.03 0.98 74.41 

*negative value 

 

Such as in the case of the within-site analysis in site UB1, the presentation of results of 

the next parameters (RMSEP, number of outliers and RPD) was simplified by using the 

averages (when applicable) of the calculated parameters separating them by sampling 

point and model complexity.  

The precision of the MTR predictions using models from UB2 was quite variable between 

sampling points; for MC1 the RMSEP ranged from 88 ± 62 to 269 ± 214ºC; for MC2 it 

ranged from 49 ± 14 to 186 ± 142ºC, for MC3 from 43 ± 15 to 119 ± 32ºC, and for MC4 

from 39 to 125ºC (Table 21). In terms of the RMSEP, the accuracy of the predictions 

increased with the increase of models complexity with the exception of sampling point j. 

These results suggest that the variability introduced by the set of samples from more 
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sampling points improve the predictions, however for two sampling points this variability 

doesn't seem to be enough. 

 

Table 21 Results of the average RMSEP (in ºC) of the MTR predictions plus its standard 

deviation (when applicable), using models of site UB2.  MC= model complexity; nº= 

number of model applications 

MC Models Sampling points 

level nº f g h i j 

1 4 90 ± 42 88 ± 62 269 ± 214 148 ± 74 109 ± 76 

2 6 51 ± 15 49 ± 14 186 ± 142 91 ± 92 90 ± 27 

3 4 45 ± 17 48 ± 15 119 ± 32 43 ± 15 97 ± 54 

4 1 45 50 124 39 125 

 

  

The number of outliers of the MTR predictions decreased with the increase in model 

complexity, however this decrease was not linear and more pronounced in the sampling 

point set of samples f, g and i, which decreased from 8 ± 8 to 0, 6 ± 8 to 1, and 14 ± 8 to 

3, respectively. The predictions of the set of samples from sampling points h and j resulted 

in high number of outliers (more than 50%) for all MC levels (Table 22). 

 

Table 22 Results of the average number of outliers (maximum= 18 or 19) plus its standard 

deviation (when applicable), of the MTR predictions using UB2 models. MC= model 

complexity; nº= number of model applications 

MC Models Sampling point set of samples 

level nº f g h i j 

1 4 8 ± 8 6 ± 8 16 ± 3 14 ± 8 16 ± 5 

2 6 4 ± 7 4 ± 7 14 ± 4 9 ± 9 14 ± 6 

3 4 1 ± 1 1 ± 1 14 ± 3 5 ± 7 10 ± 10 

4 1 0 1 13 3 12 
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The RPD of the MTR predictions using models based on the samples from site UB2 

ranged: from 1.0 ± 1.3 to 2.1 ± 1.5 for MC1; from 1.7 ± 0.9 to 3.4 ± 1.0 for MC2; from 1.4 ± 

0.5 to 3.8 ± 1.0 for MC 3; and from 1.2 to 3.9 for MC4 (Table 23). Using the RPD as 

assessment tool, the hypothesis that the increase in model complexity would imply an 

improvement in models accuracy was only verified in the predictions of the set of samples 

of sampling point i, and this improvement was not linear. Such as in site UB1 the results 

are quite diverse among sampling points; however the accuracy of predictions is smaller 

in all cases. Results show that when the variability of samples h and j are not included in 

the models the MTR of these samples can't be predicted. 

 

Table 23 Results of the average RPD plus its standard deviation (when applicable), of the 

MTR predictions using UB2 models. MC= model complexity; nº= number of model 

applications 

MC Models Sampling points 

level nº f g h i j 

1 4 1.9 ± 0.7 2.1 ± 0.9 1.0 ± 1.3 1.3 ± 0.8 2.1 ± 1.5 

2 6 3.2 ± 0.9 3.4 ± 1.0 1.7 ± 0.9 2.7 ± 1.4 1.8 ± 0.5 

3 4 3.7 ± 1.1 3.4 ± 1.0 1.4 ± 0.5 3.8 ± 1.0 2.8 ± 3.0 

4 1 3.4 3.0 1.2 3.9 1.2 

 

 

2.3.1.2 Between-site analysis 

1. In this part of the study, first a model constructed with all set of samples from UB1 was 

used to predict the maximum temperatures reached by samples from UB2, and a model 

constructed with all set of samples from UB2 was used to predict the set of samples of 

UB1. The validation of model UB1 achieved good calibration parameters with RMSECV of 

29.1ºC, R2 of 96.24%, rank 4, and RPD of 5.2. Model UB2 was classified as a fair 

calibration with RMSECV of 38.5ºC, r2 of 93.3ºC, rank 5, and RPD of 3.9 (Table 24).  
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Table 24 Calibration parameters of models UB1, and UB2. n= number of samples 

(spectra + MTR in the oven) in the data set 

Model Sampling points Data R
2
 RMSECV Rank RPD Class 

code codes n % ºC 
   

UB1 a & b & c & d & e 90 96.24 29.1 4 5.2 Good 

UB2 f & g & h & i & j 91 93.3 38.5 5 3.9 Fair 

 

 

The MTR predictions from the application of model UB2 to the sampling points of site UB1 

were quite accurate. The average slope of the predicted versus measured values ranged 

from 0.93 to 1.00; the R2 ranged from 92.33 to 96.23%, the values of the RMSEP ranged 

from 30 to 46ºC, the number of outliers ranged from 0 to 2, the RPD values ranged from 

3.1 to 5.0, thus considered fair to good predictions. The predictions using model UB1 

applied to UB2 samples were not as accurate as the previous ones. The average slope 

ranged from 0.83 to 1.20; the R2 ranged from 60.03 to 96.36%, the values of the RMSEP 

ranged from 32 to 115ºC, and the number of outliers ranged from 2 to 16, the RPD 

indicated two very poor, and three fair predictions (Table 25).  

 

Table 25 Results of the application of models UB1 and UB2 to the samples of UB2 and 

UB1, respectively.  

Model Applied to Slope R
2
 Outliers RMSEP RPD Class 

code sampling point 
 

% nº ºC 
  

UB2 

a 0.98 95.30 1 33 4.6 Fair 

b 0.93 92.33 2 46 3.1 Fair 

c 0.94 92.43 0 45 3.2 Fair 

d 0.93 95.42 1 41 3.7 Fair 

e 1.00 96.23 0 30 5.0 Good 

UB1 

f 1.01 94.50 2 35 4.1 Fair 

g 1.05 96.36 2 32 4.6 Fair 

h 0.83 60.03 16 115 1.3 Very poor 

i 1.07 94.55 8 41 3.6 Fair 

j 1.20 92.96 15 63 2.2 Very poor 
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2. Successful calibrations were obtained using the samples from two-site models or 

complexity nine models (MC9). The R2 ranged from 93.09 to 96.19%, the RMSECV 

ranged from 29 to 39ºC, the ranks ranged between 4 and 5, and the RPD values ranged 

from 3.8 to 5.2, resulting in fair to good models (Table 26).  

 

Table 26 Calibration parameters of the two-site or complexity nine models (MC9). n= 

number of samples (spectra + MTR in the oven) used in the data set 

Model Sampling points Data R
2
 RMSECV Rank RPD Class 

code codes n % ºC 
   

All - a UB1 (b & c & d & e) & UB2 (f & g & h & i & j) 162 93.72 37 5 4.0 Fair 

All - b UB1 (a & c & d & e) & UB2 (f & g & h & i & j) 162 93.87 37 4 4.1 Fair 

All - c UB1 (a & b & d & e) & UB2 (f & g & h & i & j) 162 94.81 34 5 4.4 Fair 

All - d UB1 (a & b & c & e) & UB2 (f & g & h & i & j) 162 93.09 39 4 3.8 Fair 

All - e UB1 (a & b & c & d) & UB2 (f & g & h & i & j) 162 93.55 38 4 4.0 Fair 

All - f UB1 (a & b & c & d & e) & UB2 (g & h & i & j) 163 93.68 38 4 4.0 Fair 

All - g UB1 (a & b & c & d & e) & UB2 (f & h & i & j) 162 93.73 38 5 4.0 Fair 

All - h UB1 (a & b & c & d & e) & UB2 (f & g & i & j) 162 96.19 29 5 5.2 Good 

All - i UB1 (a & b & c & d & e) & UB2 (f & g & h & j) 162 94.50 35 4 4.3 Fair 

All - j UB1 (a & b & c & d & e) & UB2 (f & g & h & i) 162 93.69 38 4 4.0 Fair 

 

 

Concerning the applications of complexity nine models (MC9), the application of model 

All-h to the set of samples of h resulted in a very poor prediction with RPD of 1.1, slope of 

true versus predicted samples of 0.77, r2 of 53.55%, twelve outliers, and RMSEP of 

138ºC. The other nine model applications resulted in acceptable predictions (poor to very 

good) with the RPD ranging from 2.6 to 7.5, the slope of true versus predicted values 

ranged from 0.92 to 1.17, the R2 ranged from 89.78 to 98.27%, and the values of the 

RMSEP ranged from 20 to 55ºC, and the number of outliers ranged from zero to two 

(Table 27).  

Once again, results suggest that sampling point h seems to differ significantly from the 

others, however when it is included in models for the MTR prediction of other samples, it 
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doesn't seem to "harm" the results, and moreover in some cases even improve the 

predictions. This suggests that the variability introduced by these samples in the models is 

positive for the predictions. However, for sampling point j a marked improvement of the 

predictions was obtained; obtaining only one outlier using the model All-j, which is another 

indicator that the increase of model complexity is positive for the prediction accuracy. 

 

Table 27 Results of the application of the two-site or complexity nine models (MC9). 

Model  Applied to Slope R
2
 Outliers RMSEP RPD Class 

code code 
 

% nº ºC 
  

All - a a 1.00 96.37 0 29 5.2 Good 

All - b b 0.96 95.28 0 33 4.5 Fair 

All - c c 0.92 89.78 0 55 2.7 Poor 

All - d d 1.00 98.27 0 20 7.4 Very good 

Al - e e 1.03 96.90 1 28 5.3 Good 

All - f f 0.96 94.01 0 38 4.0 Fair 

All - g g 0.96 91.79 0 44 3.4 Fair 

All - h h 0.77 53.55 12 138 1.1 Very poor 

All - i  i 1.07 90.69 2 50 3.0 Poor 

All - j j 1.17 95.97 1 51 2.9 Poor 

 

 

Concerning all models constructed in this section of this paper, similar (leave-one-out 

cross)-validations of NIR-based models for the prediction of soil maximum temperatures 

reached (MTR) were found in the literature. In Guerrero et al. (2007) study, validation 

parameters of NIR-based local models for MTR prediction presented values of R2 that 

ranged from 97.47 to 98.56%, RMSECV that ranged from 25.0 to 32.5°C,and RPD values 

always higher than 6.2, however with higher ranks that ranged from 7 to 9. In Arcenegui et 

al. (2008) study the best model had R2 of 98.70%, RMSECV of 23.6°C, rank 8, and RPD 

of 8. Moreover, in Arcenegui et al., (2010) the best models had RMSECV ranging from 

21.8 to 28.2ºC, R2 from 98.20 to 99.00%, RPD higher than 6.5, and ranks ranging from 3 

to 8. In these three studies, 60 to 70 data samples were used in the model validations. 

Moreover, in Maia et al., (2012) study the NIR-based model used for the MTR estimation 

of wildfire-burnt soil samples had R2 and RMSECV of 97.0% and 35.0ºC, respectively, 
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and used three PLS vectors (rank). Worth stressing that in these four studies the collected 

forest soil samples were mixed to perform a composite sample, and in this study the forest 

samples were maintained separately so that individual models from each sampling points 

were obtained. The present work didn't include the differences between using composite 

or separate field samples as research question, thus no composite sample was made, 

however strongly recommended in future studies.  

In Lugassi et al. (2010) study, the best achieved models had poorer validation parameters 

(RMSECV of 17ºC and 15ºC; R2 of 93% and 95%; ranks 5 and 4, and RPD of 3.9 and 4.4, 

respectively) than in most models of this study, nevertheless cconcerning the application 

of models to samples of known MTR (measured during a controlled fire) good predictions 

were obtained, with RPD's of 5 and 4. 

Concerning the evolution of the response of all models build in this sub-chapter and using 

as assessment tool the RPD of all model applications represented in Figure 2, it is easily 

seen that the RPD values were not always higher for models with the increase in model 

complexity (more data from other sampling points) as it was hypothesized: in sampling 

points a, c, and h the increase of model complexity had a very slight effect in the RPD 

value with the increase in model complexity (from MC1 to MC9); in sampling point b and d 

the RPD increased from MC1 to MC4,  decreased from MC4 to UB2, and increased again 

from UB2 to MC9. However, in sampling points e, f, g, j, and i the general tendency, 

although irregular was for an increase of the RPD from MC1 to MC9 (Figure 2).   
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Figure 2 Results of the RPD of all model applications, organized by the type of models 

applied to the ten sampling points of each site. The lines don't indicate continuity of data, 

but were maintained to facilitate the observation of results. 

 

One of the key aspects of this technique must be the representativeness of the calibration 

or model. The model must contain the variability contained in the samples for prediction. 

This variability is determined by the natural variation that exists in the soil of the study 

area and that is exerted by the forest fire. Thus, the calibration should contain all sources 

of variation that are found in the estimated samples. If only the variability induced by heat 

is considered, the model must contain spectra of samples burned at different 

temperatures and different times. Considering the fire variability, and the fact that the 

samples may contain ash, this variable must also be included during calibration. Similarly, 

soil characteristics have a spatial variation, which should also be integrated into the 

calibration. All factors that influence the spectra should be integrated in the calibrations. In 

this study, all soil samples were treated in a way that the variability of the samples for 

prediction was only influenced by the natural soil variation and the maximum temperatures 

reached. Even though the high variety of responses of the models constructed in this sub-

chapter, indicates that obtaining a robust calibration is not an easy task. Nevertheless, 

considering the simplicity and speed of the work, the inclusion of these factors in the 

calibration can be achieved with moderate effort, and the results of its application can be 

used as screening for soil burn severity classifications. 
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2.3.2 MODEL ASSESSMENT BASED ON WILDFIRE-BURNT SOILS 

As described in the methodology, in this part of the study two strategies were used in the 

construction of models for the estimation of the maximum temperatures reached (MTR) of 

the wildfire-burnt samples. Results of the both strategies are presented next.  

2.3.2.1 Strategy 1 (S1)  

Three models, namely UB1', UB2', and (UB1+UB2)' were successfully calibrated and 

validated for MTR estimations of the wildfire-burnt samples. The slope of the true versus 

predicted samples was approximately 1.0 in the three models, the values of the R2 were 

96.24, 96.90, and 96.10%, the RMSECV were 29.1, 26.2, and 29.5°C, and the RPD 

values were 5.2, 5.8, and 5.1, respectively in UB1', UB2', and (UB1+UB2)'. According to 

the RPD classification used, these are considered good models. For some authors RPD 

values higher than 5 can be considered as excellent models (Malley et al., 1999). The 

ranks of the PLS regression were 4, 8, and 9, and the number of outliers of the calibration 

set ranged from 0 to 1 (Figure 2). 
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Figure 3 Relation between maximum temperatures reached in the soil samples measured 

with thermocouple and predicted by near-infrared spectroscopy in the validations of S1 

models. Unfiled points denote outliers (not removed). 

 

For site B1, the maximum temperatures reached (MTR) estimations resulted in high 

number of outliers (80 and 90%) for the three models. Nevertheless, the surface MTR 

estimations were higher than the underneath MTR estimations (Table 28).  

For site B2, all three models discriminated samples by depth, with the exception of 

samples from sampling point 7, using model UB2. The MTR estimations resulted in 50% 

of outliers using model UB1', and 45% of outliers using the other two models (Table 29).  

For site B3, the MTR estimations resulted in 60, 40, and 50% of outliers, respectively 

using models UB1', UB2', and UB1+UB2', and all the surface MTR estimations were 

higher than the underneath MTR estimations (Table 30).  
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Table 28 Results of the MTR estimations (in ºC) of site B1 using S1 models. The asterisk 

denotes outliers. 

Site Sampling point Sample depth UB1' UB2' UB1+UB2' 

code code cm Rank 4 Rank 8 Rank 9 

B1 

I 
0-2 344* 430* 296* 

2-5 273* 397* 256* 

II 
0-2 331* 430* 317* 

2-5 225* 350* 249* 

III 
0-2 345* 438* 318* 

2-5 290* 368* 274* 

IV 
0-2 135* 301* 269* 

2-5 69 137* 155* 

V 
0-2 251* 272 208* 

2-5 149 178 119 

 

Table 29 Results of the MTR estimations (in ºC) of site B2 using S1 models. The asterisk 

denotes outliers. 

Site Sampling point Sample depth UB1' UB2' UB1+UB2' 

code code cm Rank 4 Rank 8 Rank 9 

B2 

1 
0-2 305* 412* 296* 

2-5 131* 213 113 

2 
0-2 221* 321* 218* 

2-5 94 167 85 

3 
0-2 247* 372* 259* 

2-5 104 184 106 

4 
0-2 258* 347 278 

2-5 104 178 120 

5 
0-2 132 202 136 

2-5 57 121 44 

6 
0-2 351* 437* 335* 

2-5 223* 335* 230* 

7 
0-2 116* 216* 250* 

2-5 102 219* 112 

8 
0-2 271 387 287* 

2-5 147 242 178 

9 
0-2 257* 351* 261* 

2-5 153 236 166 

10 
0-2 252* 344 243* 

2-5 114 191* 79 

 



Elisabete Pedrosa  

University of Aveiro  51 

Table 30 Results of the MTR estimations (in ºC) of site B3 using S1 models. The asterisk 

denotes outliers. 

Site Sampling point Sample depth UB1' UB2' UB1+UB2' 

code code cm Rank 4 Rank 8 Rank 9 

B3 

α 
0-2 266* 338 261* 

2-5 190 239 159 

β 
0-2 245* 323 233 

2-5 153 218 122 

γ 
0-2 210* 212* 203* 

2-5 143* 161* 156* 

δ 
0-2 129 176 100 

2-5 128* 150* 89* 

ε 
0-2 231* 352* 242* 

2-5 171 266 159 
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2.3.2.1 Strategy 2 (S2)   

The same three models of S1 were successfully 'recalibrated' and validated, decreasing 

the ranks (number of PLS vectors used in the calibration) from 4, 8, and 9 in S1 to 2, 3 

and 2 in S2. The slope of the true versus predicted samples of the new S2 models UB1", 

UB2", and UB1'+UB2' ranged between 0.97 and 0.98, the R2 ranged from 90.03 to 

93.16%, the RMSECV ranged from 39.2 to 47.2ºC, and the RPD ranged between 3.2 and 

3.8. The number of outliers in the calibration sets ranged from 0 to 3 (Figure 3). Such as 

expected, the validation parameters suffered a decrease in its quality, caused by the 

decrease in PLS vectors. Nevertheless, based on the RPD classification, these models 

are considered fair to be applied to the wildfire-burnt samples. 

 

 

Figure 4 Relation between maximum temperatures reached in the soil samples measured 

with thermocouple and predicted by near-infrared spectroscopy in the validations of S2 

models. Unfiled points denote outliers (not removed). 
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For site B1, the maximum temperatures reached (MTR) estimations resulted in less 

number of outliers than for the analogous models from Strategy 1 (S1) that had higher 

ranks, resulting in 10 to 20% of the total number of estimations. The surface MTR 

estimations were also higher than the underneath MTR estimations (Table 31).  

For site B2, the MTR estimations also resulted in less number of outliers than for the 

analogous models from S1, resulting in only one outlier per model application (details of 

the comparison of results is given more ahead in this paper). Moreover, the models also 

discriminated samples by depth with the exception of samples from sampling point 7, 

using models UB1" and UB2" (Table 32).  

For B3 the new strategy of models construction also resulted in a diminishment of the 

number of outliers in the estimates; resulting in 40% of outliers for model UB1" and 

UB1+UB2", and 10% in UB2". Also the MTR estimations of the surface samples were 

higher than of the underneath (Table 33). 

 

Table 31 Results of the MTR estimations (in ºC) of site B1 using S2 models. The asterisk 

denotes outliers. 

Site Sampling point Sample depth UB1" UB2" UB1+UB2" 

code code cm Rank 2 Rank 3 Rank 2 

B1 

I 
0-2 413 418 315 

2-5 346 357 241 

II 
0-2 461 414* 334 

2-5 285 313 183 

III 
0-2 446 423 317 

2-5 393 375 294 

IV 
0-2 258* 228* 168* 

2-5 66 113 80* 

V 
0-2 339 349 280 

2-5 206 244 167 
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Table 32 Results of the MTR estimations (in ºC) of site B2 using S2 models. The asterisk 

denotes outliers. 

Site Sampling point Sample depth UB1" UB2" UB1+UB2" 

code code cm Rank 2 Rank 3 Rank 2 

B2 

1 
0-2 409 390 315 

2-5 204 212 147 

2 
0-2 319 322 229 

2-5 145 167 106 

3 
0-2 345 338 256 

2-5 135 170 99 

4 
0-2 351 349 273 

2-5 152 188 106 

5 
0-2 183 215 140 

2-5 79 129 75 

6 
0-2 446 426 343 

2-5 296 314 201 

7 
0-2 122* 128* 117* 

2-5 132 174 104 

8 
0-2 328 352 241 

2-5 195 221 126 

9 
0-2 364 355 260 

2-5 196 224 139 

10 
0-2 359 337 258 

2-5 107 147 76 

 

Table 33 Results of the MTR estimations (in ºC) of site B3 using S2 models. The asterisk 

denotes outliers. 

Site Sampling point Sample depth UB1" UB2" UB1+UB2" 

code code cm Rank 2 Rank 3 Rank 2 

B3 

α 
0-2 344 354 264 

2-5 229 272 177 

β 
0-2 341 337 272 

2-5 193 235 144 

γ 
0-2 127* 141* 93* 

2-5 78* 108 73* 

δ 
0-2 118* 164 72 

2-5 29* 105 47* 

ε 
0-2 303 320 196 

2-5 222 260 140 
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2.3.3 WILDFIRE SOIL MAXIMUM TEMPERATURES REACHED (MTR) ASSESSMENT AND 

BURN SEVERITY CLASSIFICATION 

From strategy one (S1) to strategy two (S2) a diminishment of the amount of outliers was 

verified (Table 34). This indicated that the hypothesis made that reducing the number of 

PLS vectors would have a positive impact in the estimates, was correct. However, models 

from S2 suffered a decrease in quality fit, and the ideal scenario would be to have both, 

good quality models and low number of outliers.  

 

Table 34 Comparison of the results of the percentage of outliers in the MTR estimations of 

both strategies (S1 and S2) discriminated by model and site.  

Sites B1 B2 B3 

Model S1  S2  S1  S2  S1  S2  

UB1 80 10 50 5 60 40 

UB2 80 20 45 5 40 10 

UB1 + UB2 90 20 45 5 50 40 

 

Attending to the amount of outliers, the best model for site B1 would be UB1' of Strategy 2 

(S2), for B2 the three models of S2 are of equal quality, and for site B3 the best model 

would be UB2' also of S2. Considering this, a new criterion for choosing the best MTR 

estimations was needed, thus an assessment to all MTR estimations was made. This 

assessment was made by calculating of the standard deviation of results given by all 

models, and is presented next (estimations considered outliers were also included).  

The standard deviation of the MTR estimated by S1 models of the surface samples (0-2 

cm depth) varied between 4 and 88ºC, with an average of 54 ± 18ºC, and in the 

underneath samples it varied between 9 and 77ºC, with an average of 49 ± 15ºC, similar 

results were found in the MTR estimations of the models from strategy two, which 

standard deviation of surface samples varied between 5 and 69ºC, with an average of 48 

± 15ºC, and underneath samples between 19 and 68ºC, with an average of 43 ± 13ºC. 

The total standard deviation of results ranged from 34 to 64ºC, with the average of 49 ± 

9ºC (Table 35).   
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Table 35 Results of the assessment based on the standard deviation of the MTR (in ºC) 

estimated by the three models of S1 and S2 for each depth, and the total standard 

deviation (six models and both sample depths). 

Strategies S1 S2 Total 

Depth (cm) 0-2 2-5 0-2 2-5 Both depths 

Min (ºC) 4 9 5 19 34 

Max (ºC) 88 77 69 68 64 

Average (ºC) 54 ± 18 49 ± 15 48 ± 15 43 ± 13 49 ± 9 
 

 

These results show that the difference between the MTR estimated by the six models was 

not very high (less than 100ºC), however outliers are not considered to be trust wordy.  

Thus, the criterion used for choosing the best MTR estimations was to exclude models 

that present more than 50% of outliers. According to this, and looking back to Table 29, 

for site B1 three models were considered acceptable model, for site B2 five models were 

considered acceptable models, and for site B3 four models were considered acceptable 

models. However, even being considering acceptable models, the MTR estimations that 

appeared as outliers in these models were excluded for presentation. 

The MTR estimations of three surface (0-2 cm depth) soil samples (B1-IV, B2-7, and B3-

γ) appeared as outliers in all models, suggesting that they have particular proprieties that 

couldn't be explained by any of the models. In these cases, the selected estimations were 

the ones that presented the lowest Mahalanobis distance. This also suggests that not all 

the soil variability of the study sites was included in the models. Having this, the results of 

the MTR estimations of the selected models is presented next. 
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The estimated maximum temperatures reached (MTR) of site B1 ranged from 228 to 

403ºC in surface samples (0-2 cm depth), and from 89 to 354ºC in underneath samples 

(2-5 cm depth) (Figure 5).  

 

Figure 5 Results of the MTR estimations of site B1 including the standard deviation when 

more than one model was used for estimation. The unfilled sample was outlier in all MTR 

estimations. 

 

For site B2 the MTR estimations ranged from 128 to 405ºC in surface, and from 90 to 

270ºC in underneath samples (Figure 6).  

 

Figure 6 Results of the MTR estimations of site B2 including the standard deviation when 

more than one model was used for estimation. The unfilled sample was outlier in all 

estimations (sampling point 7 0-2 cm). 
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For site B3 the MTR estimations ranged from 138 to 325ºC0 and from 105 to 229ºC for 0-

2 and 2-5 cm depth samples, respectively (Figure 7). 

 

Figure 7 Results of the MTR estimations of B3 including the standard deviation when 

more than one model was used for estimation. The unfilled sample was outlier in all 

estimations. 
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According to the burn severity index proposed in Table 9 of the materials and methods 

sub-chapter, and considering the surface samples, the soil burn severity in site B1 and B2 

was moderate to high, and in B3 was moderate (Table 36). In most cases underneath 

samples suffered a decrease of one or two levels of burn severity, with the exception of 

samples III and ε that have maintained in the same burn severity level. 

 

Table 36 Classification of the soil burn severity of both surface (0-2 cm depth) and 

underneath (2-5 cm depth) samples of each wildfire-burnt site (B1, B2, and B3). 

Classification 
Burn 

severity 
MTR B1 B2 B3 

 
level ºC 0-2 cm 2-5 cm 0-2 cm 2-5 cm 0-2 cm 2-5 cm 

Unburned 0 <40 - - - - - - 

Low 1 40 - 100 - IV - 5 - - 

Moderate 

2 100 - 200 - - 5 ; 7 
1 ; 2 ; 3 ; 
4 ; 7 ; 8 ; 

9 ; 10 
δ ; γ β ;  γ ; δ 

3 200 - 300 IV I ; II ; V 2 6 ε α ; ε 

4 300 - 400 I ; III ; V III 
1 ; 3 ; 4 ; 
8 ; 9 ; 10 

- α ; β - 

High 5 400 - 500 II - 6 - - - 

Very high 6 > 500 - - - - - - 

 

 

In Maia et al., (2012) study top-soil samples (0-3 cm depth) were collected in a area with 

similar characteristics as in the present study, having as main vegetation types maritime 

pine (Pinus pinaster) and eucalypt (Eucalyptus globulus), and schist as parent rock. As 

mentioned before, the MTR estimations in this study ranged between 53ºC and 125°C, 

which are quite lower values than the ones registered in the present work.  
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2.4 CONCLUSIONS 

The principal aim of this work was to assess how spatial variability in soil properties 

affected the accuracy of NIR-based predictions of the maximum temperatures reached 

(MTR) by heating soils under controlled laboratory conditions. One advantage of using 

NIR spectroscopy is to be time-saving. In this sense, the number of samples for laboratory 

analyses, and data processing (to perform the calibrations) needs to be kept to a 

minimum. Furthermore, the time frame available for soil spectra to reflect soil 

temperatures after a fire event can be quite limited, either due to erosion or human activity 

(Guerrero et al., 2007; Lugassi et al., 2010), thus the number of field samples to be 

collected need also to be kept to a minimum. However, so that to perform good and 

trustworthy estimations, models require limited but sufficient heterogeneity (Cecillon et al., 

2009), what in this work is referred as variability. One of the two long-unburnt study sites 

revealed marked variability over distances as short as 5 meters, whereas the other did 

not. In the former case, especially the MTR predictions by the models underpinned by a 

single soil sample were not reliable, since the accuracy of these predictions depended 

strongly from model to model. The models based on larger sample numbers, however, 

provided robust MTR predictions, even when these models involved samples from the two 

study sites. This probably reflected the sites comparable parent materials, soils and land 

cover (eucalypt plantations). In general, models involving a more heterogeneous set of 

samples should be less sensitive to deviant samples but, at the same time, less accurate 

for “typical” samples. Further work is needed to provide more insight in this trade-off, 

especially so that the method can be used on a routinely basis for assessing burn severity 

after wildfires. Nonetheless, the present results suggested that the Mahalanobis distance 

is a suitable indicator of whether the MTR of a specific wildfire-burnt sample can be 

estimated by a certain model with acceptable accuracy.   
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CHAPTER 3 – THE APPLICABILITY OF NEAR-INFRARED SPECTROSCOPY IN THE 

STUDY OF SOILS  

A recent review by Cecillon and Brun (2010) has demonstrated that near-infrared 

reflectance spectra contain much information related to soil quality, and that good 

predictions can be achieved for many chemical and some physical and biological 

properties involved in soil conditions. The advantages offered by this technique include: 

 minimal sample preparation (air drying and sieving) (Arcenegui et al., 2010) 

 possibility of simultaneous determination of several constituents in a large number 

of samples ( Ben-Dor and Banin, 2005; Viscarra Rossel et al., 2006) 

 a short turnaround time at the laboratory and the need for only basic buildings and 

the minimal training of staff (Batenn, 1998) 

For this reasons it is a fast, low-cost and environmental friendly technique for soil quality 

monitoring.  

The present research revealed that building NIR-based local models is perfectly possible 

and viable on performing estimations of an important parameter that affects soil quality 

that is: the maximum temperatures reached by soil recently affected by fire.   

Soil NIR spectra can be used as an integrated measure of soil quality, so as to classify 

sites according to their global degradation status or for monitoring the effect of an 

ecological factor on soil quality (Cecillon and Brun, 2010), such as the effect of wildfires.  

Cecillon and Brun (2010) stressed for the urgent research need for the development of 

international soil spectral libraries that would improve the predictive ability of NIR for soil 

quality attributes whatever the soil type. This implies the generalization of local models 

that contain the NIR-identified soil variability of the different regions in Europe. As we have 

seen soil variability can be quite large in a matter of meters, thus to build libraries with the 

extension of countries will certainly be a big challenge. However, if the spectra libraries 

depend on the parameter of interest as for example, areas classified as sensitive to the 

risks arising from the occurrence of wildfires, the number of samples required for this 

library is expected to decrease substantially.  
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